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Abstract: Screen photos often suffer from moiré patterns, which significantly affect their visual quality.
Although many deep learning-based methods for removing moiré patterns have been proposed, they
fail to recover images with complex textures and heavy moiré patterns. Here, we focus on text images
with heavy moiré patterns and propose a new demoiré approach, incorporating frequency-domain
peak filtering and spatial-domain visual quality enhancement. We find that the content of the text
image mainly lies in the central region, whereas the moiré pattern lies in the peak region, in the
frequency domain. Based on this observation, a peak-filtering algorithm and a central region recovery
strategy are proposed to accurately locate and remove moiré patterns while preserving the text parts.
In addition, to further remove the noisy background and paint the missing text parts, an image
enhancement algorithm utilising the Otsu method is developed. Extensive experimental results show
that the proposed method significantly removes severe moiré patterns from images with better visual
quality and lower time cost compared to the state-of-the-art methods.

Keywords: moiré removal; peak filtering; image enhancement; binarisation

MSC: 62M40; 68U10

1. Introduction

With the development of multimedia technology and the popularity of smart electronic
devices, digital cameras and smartphones are being increasingly used. In particular, due to
the spread of COVID-19, more people work and study online, and it has become common
to utilise these devices to capture the output of digital screens. However, when we take
photos of digital screens, moiré patterns frequently appear and resemble water ripples or
stripes [1,2]. This significantly affects the visual quality of images. Generally, these moiré
patterns are caused by the interference between the pixel layout of digital screens and
the CFA (Colour Filter Array) of cameras, which naturally occurs due to the principles of
photonics [3].

The presence of moiré patterns severely degrades the visual quality of captured im-
ages and affects the effectiveness of subsequent image processing tasks, such as image
super-resolution [4,5], image segmentation [6–9], and face recognition [10–12]. In ad-
dition, traditional image restoration algorithms, such as image denoising [13,14], mesh
removal [15,16], and deblurring [17,18], cannot be effectively and directly applied to the
moiré pattern removal task. For this reason, image demoiré techniques have been proposed
to remove moiré patterns on images and further improve visual quality [19,20]. Currently,
most existing demoiré methods are learning-based approaches [21–24] that heavily rely

Mathematics 2024, 12, 846. https://doi.org/10.3390/math12060846 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math12060846
https://doi.org/10.3390/math12060846
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://doi.org/10.3390/math12060846
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math12060846?type=check_update&version=1


Mathematics 2024, 12, 846 2 of 15

on training data. In other words, these methods require training with large annotated
image-pair datasets, such as the dataset of [25], in order to obtain favourable performance.
However, these datasets are captured with slight moiré patterns under strictly designed
conditions. As a result, we have observed that previous methods fail to remove heavy
moiré patterns when facing complex textures such as text images.

Existing methods treat the demoiré task as a pixelwise denoising procedure in the RGB
domain [1,23,24]. Commonly, a pixel-to-pixel L1 loss is applied between the input moiré
and clear image pairs. Sun et al. [25] proposed a triple-stream network called MopNet
(Moiré Pattern Removal Neural Network) and utilised moiré appearance classification
and edge information to rebuild the entire input image. Yang et al. [26] built a high-
resolution reconstruction model with four branches. Zheng et al. [27] utilised a two-step
tone-mapping strategy for colour restoration to fine-tune the colour of each pixel. However,
some complex textures such as text are also removed during the demoiré procedure, which
seriously limits its applicability in practical scenarios. Furthermore, we contend that their
method neglects the correlation between the different scales or frequencies of the moiré
components. In addition, the limited amount of training data also affects the generalisation
performance. These limitations in the current state of the art have prompted us to develop
a novel, efficient, and stable approach to overcoming moiré patterns.

Specifically, unlike the aforementioned methods that address slight moiré patterns
in natural images, this paper focuses on images with complex textures and heavy moiré,
e.g., text images. Since it is difficult to obtain intuitive regularity from the spatial domain,
we calculate the frequency domain of moiré images using fast Fourier transform (FFT).
Then, we analyse the differences between the clear and moiré text images in both the spatial
and frequency domains.

Figure 1 shows that the image with moiré contains multiple evenly distributed peaks
in the frequency domain, whereas the clean image does not. Based on this important
observation, we propose that these unusual multiple peaks lead to heavy moiré patterns.
To prove our conjecture, we simply remove the other peaks (excluding the single peak in the
central region) and then reverse the FFT to recover the processed image in the RGB domain.

(a) The image without moiré

(c) The image with moiré (d) Frequency domain with moiré

(b) Frequency domain without moiré

Figure 1. Frequency-domain comparison of images with and without moiré.
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As shown in Figure 2, the heavy moiré patterns in the background become less
pronounced, and the body of the text part is retained after the frequency truncation. This
demonstrates two key observations: (1) the moiré pattern lies in the unusual multiple
frequency peak regions, excluding the central peak region; and (2) the complex texture,
i.e., the text, mainly lies in the central peak region. Based on these conclusions, we formulate
our image reconstruction strategy, called peak filtering, to eliminate the peak regions and
preserve the central frequency region. After the above operation, although the heavy moiré
patterns disappear, the visual quality of the processed image is unsatisfactory. Thus, we
propose an image enhancement strategy, consisting of Otsu binarisation, image erosion,
and expansion processing, to repair the noisy background and enhance the text part. Based
on the above, we achieve the removal of heavy moiré patterns from text images.

(a) The image with moiré (b) Frequency domain with moiré

(c) The image after truncation (d) Frequency domain after truncation

Figure 2. Results of preliminary attempts.

In summary, the main contributions of this paper are as follows:

• We propose a peak-filtering algorithm to remove multiple uniform peaks in the fre-
quency domain, which more accurately determines and updates the area where the
moiré peaks are located based on the peak region update strategy.

• The central region recovery algorithm is observed to better preserve the text of the
image, which utilises median filtering to handle the central frequency region.

• An image enhancement algorithm based on the Otsu method is proposed to binarise,
corrode, and expand the processed image after peak filtering, which removes the noisy
background and fixes the missing text parts.

2. Related Works

In this section, we review two aspects of previous demoiré methods, including prior
knowledge-based and learning-based methods.

2.1. Prior Knowledge-Based Methods

Traditional demoiré methods require prior knowledge of the causes and properties of
moiré patterns, e.g., image interpolation and decomposition.
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For the former, Kimmel et al. [28] proposed an image interpolation method based
on different weights closely related to the information of the edges in the neighbourhood.
In their method, the missing colour component of each pixel was calculated from the
colour components of the pixels in the neighbourhood according to the different weights.
For the latter, Liu et al. [29] proposed a low-rank sparse matrix decomposition model for
the elimination of moiré in fabric images. In their method, a sparse prior constraint was
added to the moiré component, and a position constraint was applied to its frequency-
domain distribution to distinguish the moiré component from the texture component.
Yang et al. [30] proposed a joint wavelet domain-oriented filtering and multiphase layer
decomposition model, based on the premise that moiré patterns and background images
are additive and that the differences in the three-channel imaging screenshots and moiré
stripe structures are similar.

2.2. Learning-Based Methods

Currently, deep learning methods are widely used in the field of moiré removal,
including CNN (convolutional neural network)-based methods and GAN (generative
adversarial network)-based methods.

Sun et al. [25] first attempted to remove moiré patterns using a CNN called DMCNN
(Demoiré Multiresolution CNN), which utilises five parallel branches to process the input
image at different resolutions. Due to the complex frequency distribution, the imbalance
of colour channel amplitude imbalances, and different appearance properties of moiré
patterns, He et al. [31] proposed MopNet for demoiré, consisting of multiscale feature
aggregation, an edge predictor, and a moiré pattern classifier. To address deficiencies in
multiscale information exchange and fusion, Yang et al. [26] proposed a high-resolution
moiré removal network based on HRNet (High-Resolution Network) [32], named HRDN
(High-Resolution Demoiré Network), to fully explore the relationship between different
resolution feature mappings. HRDN can process lower-resolution images while maintain-
ing the full resolution of the inputs and handle different frequencies at different scales.
Zheng et al. [27] extracted features of moiré components in the image frequency domain
and proposed MBCNN (Multiscale Bandpass CNN) to perform moiré removal while pre-
serving the colour and texture recovery. Recently, GAN-based demoiré methods [33–35]
have also been studied, which can be trained without paired (clear and moiré image pair)
datasets. Park et al. [35] proposed a demoiré method named EEUCN (End-to-End Unpaired
Cyclic Network), with the goal of learning the mapping from moiré images to clean images
directly. EEUCN consists of two GANs: one is a moiré generation GAN to add moiré
artefacts that reduce the quality of clean images, and the other is a moiré removal GAN
to remove moiré artefact interference from moiré images. In this way, they constructed a
pseudo-pairing set for training.

Overall, the aforementioned learning-based methods heavily rely on large annotated
image-pair datasets and fail to remove heavy moiré patterns when faced with complex
textures such as text images. In addition, text with slight colour variations is also re-
moved during the demoiré procedure, which seriously limits their applicability. We con-
tend that they neglect the correlation between the different scales or frequencies of the
moiré components.

3. Proposed Method

In this section, our proposed method is described. First, a peak-filtering algorithm
is developed for removing moiré patterns from images. Second, an image enhancement
algorithm is developed to further improve visual quality. Finally, the implementation
details of the proposed method are provided.
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3.1. Peak Filtering

To remove moiré patterns from images, we first explore the distribution of images in
the frequency domain. Specifically, a given image I is transformed to the frequency domain
via the Fourier transform:

F(u, v) =
M−1

∑
x=0

N−1

∑
y=0

I(x, y)e−j2π( ux
M +

vy
N ) (1)

where I(x, y) represents the pixel value of I at pixel point (x, y), F(u, v) represents its
corresponding frequency-domain value, and j represents the imaginary part. M and N
represent the height and width of the image, respectively.

Notably, after the Fourier transform, the low-frequency regions are concentrated in
the four corners. To facilitate processing, the data are shifted by moving the centre of the
transformed frequency domain from the origin of the matrix to the centre, so that the low-
frequency regions are concentrated in the centre of the frequency domain. For this operation,
we apply F as before to denote the frequency domain after the shift for conciseness.

Figure 3 shows the frequency domain before and after the shift. The shifted frequency
domain has a mountainous shape, which facilitates our observations and further processing.

(a) Original frequency domain (b) Frequency domain after shift 

Figure 3. Comparison of the frequency domain before and after the shift. Note that the plotted
frequency domain has undergone a logarithmic transformation to emphasise the contrast and thus
provide a more intuitive depiction.

In addition, Figure 1 shows that the image with moiré contains multiple evenly
distributed peaks in the frequency domain, whereas this is not the case for the image
without moiré. Therefore, it is assumed that these uniformly distributed peak points
are caused by moiré patterns. Subsequently, a peak-filtering algorithm is developed
to filter out these peak points and thus remove moiré. Its overall process is shown in
Figure 4, which mainly consists of the Fourier transform, Gaussian filtering, identification
of peak points, peak region filtering, median filtering, central region recovery, and inverse
Fourier transform.

Image with moire Fourier
transform

Finding peak
pointShift Gaussian filter

Filtering peak
regions

Inverse Fourier
transform

Recovering the
centre regionShift Median filter

Image after peak-
  filtered

Figure 4. Overall process of peak filtering.
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Specifically, to avoid noise in the image from interfering with the peak-finding opera-
tion, we first apply a Gaussian filter to F to smooth the entire frequency domain. Specifically,
the Gaussian filter outputs are weighted averages of the pixel values in the image. The op-
eration scans each pixel in the image through a template and later replaces the value of the
central pixel point with the weighted-average grey value of all pixels in the neighbourhood
determined by the template:

F1 = F ∗ G (2)

where F1 represents the frequency-domain value after Gaussian filtering, ∗ represents the
convolution operation, and G represents the Gaussian filter kernel:

G =
1

2πσ
e−(x2+y2)/2σ2

. (3)

Notably, the effect of filtering is closely related to the size of the Gaussian kernel and
the standard deviation σ. Specifically, the larger the Gaussian kernel (or the larger the
σ), the smoother the filtered frequency-domain value, i.e., the more blurred the image.
Conversely, the coarser the frequency domain, the more likely it is that the filtering effect is
not achieved.

Next, the peak points are found, and then the peak regions are filtered. Since the peak
points in the frequency domain are uniformly distributed, we determine the largest peak
point in the entire frequency domain and then use it as a reference to find the remaining
peak points by setting the minimum interval between two adjacent peaks. Specifically,
the region of the peak points is covered and updated by:

F2
i,j = r1

i × r2
j × µ (4)

where µ represents the mean of the matrix in the region around that peak point, 1 ≤ i ≤ m,
1 ≤ j ≤ n. m and n represent the height and width of the actual peak region, respectively.
r1 and r2 represent two artificially defined vectors:

r1 = [0.5 :
0.5
m

: 1] (5)

and
r2 = [0.5 :

0.5
n

: 1]. (6)

The median filter is then utilised to make the image smoother to improve the vi-
sual quality of the de-peaked image. Specifically, the median filter updates the orig-
inal frequency-domain values with the median value in its neighbourhood. As with
the Gaussian filter, we must also set a reasonable median filter kernel size to achieve
favourable performance.

Subsequently, the central region is recovered [36]. Since the frequency domain after
the Fourier transform is shifted, the central region of the frequency domain corresponds to
the low-frequency region, which contains the textual information of the image. Therefore,
the central region of the median filter is replaced with that of the Gaussian filter to better
preserve the textual information. Notably, the larger the central region retained, the more
complete the information in the image will be. However, this also makes it more likely that
the areas of moiré will be retained. Therefore, setting a reasonable central region size is
essential to remove moiré and ensure visual quality.

Finally, the shift and the inverse Fourier transform are performed. Specifically, the data
obtained in the previous step are first shifted, and then the peak-filtered image is obtained
by performing the inverse Fourier transform with

I
′
(x, y) =

M−1

∑
u=0

N−1

∑
v=0

F
′
(u, v)e−j2π( ux

M +
vy
N ) (7)
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where F
′
(u, v) represents the frequency-domain value of F2(u, v) after median filtering and

recovery of the central region, and I
′
(x, y) represents its corresponding pixel value.

These operations achieve the removal of the moiré peaks. Figure 5 illustrates the
results of the above process, where (a) represents the original image, (b) represents the
frequency domain after the Fourier transform, (c) represents the frequency domain after
the shift, (d) represents the frequency domain after Gaussian filtering, (e) represents the
frequency domain after filtering the peak region, (f) represents the frequency domain after
median filtering, (g) represents the frequency domain after recovering the central region,
and (h) represents the image after the inverse Fourier transform. The results show that the
proposed peak-filtering algorithm clearly removes the moiré pattern from the image.

(a) Image with moiré (b) Fourier transform (c) Shift

(d) Gaussian filter (e) Filtering peak regions

(f) Median filter (g) Recovering the centre region(h) Image after peak-filtered

Figure 5. Results of peak filtering.

3.2. Image Enhancement

To further enhance the visual quality of the image and highlight the textual information
in the image, an image enhancement algorithm based on the Otsu method is developed. Its
overall process is shown in Figure 6, which consists of three main components: binarisation
based on the Otsu method, image erosion, and image expansion.

Image after image
enhancement

Binarisation Image erosion Image expansion

Image after peak-
  filtered

Figure 6. Overall process of image enhancement.

The Otsu method, also called the maximum interclass variance method, proceeds
as follows. First, the maximum interclass variance and the segmentation threshold are
initialised to 0 and 1, respectively. Second, the pixel points in the image are divided into two
categories (greater than the threshold and less than the threshold) by comparing each pixel
value in the image in relation to the segmentation threshold. Third, the interclass variance
of the two categories divided is calculated, and then the maximum interclass variance
is updated if the interclass variance is greater than the set maximum interclass variance.
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Fourth, 1 is added to the segmentation threshold, and then the above operation is repeated
until the segmentation threshold is 255. As a result, the maximum interclass variance and
the best segmentation threshold can be obtained. Finally, the image is binarised by iterating
each pixel, and the grey value is set to 255 and 0 for values greater and less than the optimal
threshold, respectively. In particular, the interclass variance can be calculated by

σ̃2 =
L1

L

(
S1

L1
− S1 + S2

L

)2
+

L2

L

(
S2

L2
− S1 + S2

L

)2
(8)

where L represents the total pixel value of this image, i.e., L = M × N, and L1 and L2
represent the number of pixels classified into the first and second classes based on the
current segmentation threshold, respectively. S1 and S2 represent the sizes of the total pixel
grey values classified into the first and second classes based on the current segmentation
threshold, respectively.

Figure 7c shows that processing the image after binarisation using the Otsu method
still retains some burrs and noise. To handle these artefacts, an erosion operation is utilised
to reduce and refine the highlighted areas or white parts of the image, which makes the
highlighted areas of the resulting image smaller than those of the original image to address
the burrs and noise in the image. The erosion result is output from the following set:

{z|Bz ⊆ A} (9)

where A represents the image data, B represents the erosion template, and Bz represents the
region after the translation z of B. This result represents the set of all z that is still contained
in the set A after the translation of B by z. Then, the minimum pixel value of the covered
area can be obtained by convolving B with A. Thus, erosion can be achieved by replacing
the original pixel value with the minimum pixel value of the area.

(d) Erosion (e) Expansion

(a) Original image (b) Peak filtering (c) Binarisation

Figure 7. Results of image enhancement.

Figure 8 shows the schematic of image erosion. Point a in the original image is removed
because the pixel values for both the left side and the top of point a are 0 when the centre of
the template coincides with it. In contrast, point b in the original image needs to be retained
because the pixel values of the image covered by the template are all 1 when the centre of
the template coincides with it.
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(a) Original image (b) Template (c) Image after erosion

Figure 8. Schematic of image erosion.

Although image erosion removes burrs and noise to some extent, it also disrupts the
continuity of the textual information part, as shown in Figure 7d. Therefore, an expansion
operation is performed to expand the highlighted areas or white parts of the image, which
makes the highlighted areas of the resulting image larger than those of the original image
to fill in the gaps in the image and better preserve the continuity of the textual information.
The expansion operation is given as follows:

{z|Bz ∩ A ̸= ϕ} (10)

where A represents the image data, B represents the expansion template, and Bz represents
the region after the translation z of B. This result represents the set of all z that satisfies that
the intersection between the set A and the region after translation of B by z is not empty.
Then, the maximum pixel value of the covered area can be obtained by performing “and”
operations with B and A. Thus, the purpose of expansion can be achieved by replacing the
original pixel value with the maximum pixel value of the area.

Figure 9 shows the schematic of image expansion. The surrounding points of point a
are filled with the template when the centre of the template coincides with it. For the other
points, the operation and outcome are the same.

(a) Original image (b) Template (c) Image after expansion

Figure 9. Schematic of image expansion.

Figure 7e shows the final results of image enhancement. Compared to the image after
peak filtering, the textual information is more visible, and the visual quality is relatively
better after image enhancement.

3.3. Implementation Details

Based on the peak-filtering and image enhancement techniques described above,
the implementation details of the proposed method are described as follows:
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• Fourier transform and shift. The image is Fourier transformed utilising (1) and then
shifted so that the low-frequency region is concentrated in the centre of the fre-
quency domain.

• Gaussian filtering. The Gaussian filter is applied to the shifted frequency domain
utilising (2). Here, the filter kernel is set to 7 × 7 and σ is set to 1.5.

• Identification of the peak points. First, the largest peak is located in the entire fre-
quency domain. Second, the second largest peak point is located. Third, the distance
d between the largest peak point and the second largest peak point is calculated.
Then, the minimum interval between two adjacent peaks is set utilising (11). Finally,
the position of the remaining peak points in the row where the largest peak point is
located can be found.

d̃ = max
(

25,
d
2

)
. (11)

• Peak region filtering. First, each peak region is set to 65 × 65, i.e., m = n = 65, which
includes the peak point as the centre and 64× 64 as the neighbourhood. Later, the peak
region is updated utilising (4).

• Median filtering. Specifically, the median filter kernel is set to 31 × 31.
• Recovery of the central region. First, the central region is set to (d̃+ 1)× (d̃+ 1), which

is made up of the largest peak as the centre and d̃ × d̃ as the neighbourhood. Then,
the central region after median filtering is replaced with that of the Gaussian filter.

• Shift and inverse Fourier transforms. The shift operation is first performed so that the
low-frequency regions are distributed around, and the peak-filtered spatial-domain
image is later obtained utilising (7).

• Binarisation. The image is binarised utilising the Otsu method.
• Image erosion. Specifically, a line structure with a length of 3 and an angle of 90 is

utilised for erosion. Then, the eroded image is obtained utilising (9).
• Image expansion. Specifically, a line structure with a length of 3 and an angle of 90 is

utilised for expansion. Then, the expanded image is obtained utilising (10).

4. Experimental Results

In this section, two ablation experiments are conducted. Then, the performance of the
proposed method is verified by comparing it with five state-of-the-art methods. It is worth
noting that the proposed method was implemented based on MATLAB 2016b. Both the
ablation experiments and validity experiments were conducted on a PC equipped with 4
Intel(R) Core(TM) i7-8700 @3.20 GHz CPUs and 8 Gb of memory. The comparison methods
mentioned in this paper were implemented using the source code from the original papers.

4.1. Ablation Study

An ablation experiment regarding the recovery of the central region was conducted.
Figure 10 shows the corresponding results for six images, where the first row represents the
original image, and the second and third rows represent the image without and with central
region recovery, respectively. The data show that recovering the central region is crucial
for preserving textual information in images and improving visual quality. For example,
in Image 3, the textual information in the image without central region recovery is very
vague compared to the image with central region recovery.

Next, an ablation experiment on peak filtering was conducted. Figure 11 shows the
results for six images, where the first row represents the original image, and the second
and third rows represent the enhanced image without and with peak filtering, respectively.
The data show that peak filtering is crucial for removing moiré. For example, in Image 2,
the moiré in the enhanced image without peak filtering is very obvious, which seriously
affects our visual perception. Similar outcomes were observed for other images.
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(a) Original image 1

(b) Image 1 without 
Recovering

(c) Image 1 with 
Recovering

(d) Original image 2 (m) Original image 5(g) Original image 3

(l) Image 4 with
  Recovering

(k) Image 4 without
  Recovering

(j) Original image 4

(n) Image 5 without
  Recovering

(o) Image 5 with
  Recovering

(r) Image 6 with
  Recovering

(q) Image 6 without
  Recovering

(p) Original image 6

(e) Image 2 without
  Recovering

(h) Image 3 without
  Recovering

(i) Image 3 with
  Recovering

(f) Image 2 with
  Recovering

Figure 10. Ablation study on recovery of the central region.

(d) Original image 2(a) Original image 1

(b) Enhancement 
without peak filtering 

(e) Enhancement 
without peak filtering 

(c) Enhancement 
with peak filtering 

(f) Enhancement 
with peak filtering 

(g) Original image 3

  (h) Enhancement 
without peak filtering

  (i) Enhancement 
with peak filtering

(j) Original image 4

  (k) Enhancement 
without peak filtering

  (l) Enhancement 
with peak filtering

(m) Original image 5

  (n) Enhancement 
without peak filtering

  (o) Enhancement 
with peak filtering

(p) Original image 6

  (q) Enhancement 
without peak filtering

  (r) Enhancement 
with peak filtering

Figure 11. Ablation study on peak filtering.

4.2. Comparison with State-of-the-Art Methods

To highlight the advantages of the proposed method, we compared it with state-of-
the-art methods, including DMCNN [25], HRDN [26], MBCNN [27], MopNet [31], and
EEUCN [33]. The results are shown in Figure 12, which shows that the proposed method
achieved better performance compared to these methods.

Specifically, DMCNN [25] removed moiré patterns utilising multiscale convolutional
neural networks, but the resulting images were somewhat reddish, and it was less effective
at removing moiré compared to our approach. HRDN [26] did not sufficiently extract
features at each scale, resulting in the unsatisfactory removal of moiré patterns from images
containing complex moiré patterns. MBCNN [27] extracted the frequency-domain features
of the image and analysed and removed the moiré component in the frequency domain.
However, it was relatively ineffective at addressing textual images with heavy moiré.
MopNet [31] removed moiré patterns by distinguishing the moiré component from the
image component only through boundary extraction. However, when faced with text
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images with heavy moiré, it could not distinguish between moiré patterns and textual
information, resulting in unsatisfactory moiré removal. EEUCN [33] used an adversarial
neural network to remove moiré. It first added moiré patterns to a clean image utilising a
moiré addition network and then removed the moiré patterns utilising supervised learning.
However, when the textual information was relatively faint, it was mistakenly identified
as a moiré pattern and removed, as the moiré-added image still differed from the real
moiré image.

(a) Original image (b) DMCNN (c) HRDN (d) MBCNN (e) MopNet (f) EEUCN (g) Proposed

Figure 12. Comparison between the proposed method without image enhancement and five state-of-
the-art methods.

To further prove the performance of the proposed method, we also conducted the same
morphological text extraction operation using state-of-the-art methods and compared the
results with the proposed method. The experimental results are shown in Figure 13. It can
be seen that the performance of the proposed method was equally the best. Although the
state-of-the-art methods achieved good performance on test samples 4, 5, and 6, they did
not perform well on test samples 1, 2, 3, and 8. In particular, MopNet did not completely
remove the moiré parts from test samples 3, 7, and 8, resulting in an unsatisfactory visual
effect. EEUCN completely erased the text in test sample 8.
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(a) Original image (b) DMCNN (c) HRDN (d) MBCNN (e) MopNet (f) EEUCN (g) Proposed

Figure 13. Comparison between the proposed method and five state-of-the-art methods for morpho-
logical text-extraction operations.

In summary, the proposed method can effectively remove moiré patterns while retain-
ing textual information.

5. Conclusions

This paper proposed a moiré removal method utilising peak filtering and image
enhancement. Specifically, the proposed peak-filtering algorithm removes uniformly dis-
tributed moiré patterns in the image, and the central region recovery strategy preserves the
textual information in the image. Furthermore, the image enhancement algorithm based on
the Otsu method further improves the visual quality of the image. Extensive experimental
results show that, compared to state-of-the-art methods, the proposed method significantly
removes severe moiré patterns from images with better visual quality and lower time cost.
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