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Abstract: In the context of sustainable development strategies, the recycling of discarded products
has become increasingly important with the development of electronic technology. Choosing the
human–robot collaborative disassembly mode is the key to optimizing the disassembly process and
ensuring maximum efficiency and benefits. To solve the problem of human–robot cooperative parallel
dismantling line balance, a mixed integer programming model is established and verified by CPLEX.
An improved Moth-Flame Optimization (IMFO) algorithm is proposed to speed up convergence
and optimize the disassembly process of various products. The effectiveness of IMFO is evaluated
through multiple cases and compared with other heuristics. The results of these comparisons can
provide insight into whether IMFO is the most appropriate algorithm for the problem presented.

Keywords: human–robot collaborative disassembly; parallel disassembly line; improved moth-flame
algorithm

MSC: 90-08

1. Introduction

The rapid pace of product development in society, particularly in the realm of electronic
products, has percipated a surge in end-of-life products. E-waste stands out as the fastest
growing type of solid waste globally. However, these discarded products often harbor
valuable subassemblies that can be recycled to generate fresh value. Disassembly emerges
as a pivotal stage in the recycling process. The disassembly line balancing problem (DLBP)
is characterized by the task of assigning disassembly tasks to workstations while adhering
to various constraints [1–4]. Furthermore, there exists a spectrum of options for configuring
the layout of the disassembly line, including a straight disassembly line [5], a U-shaped
disassembly line [6], a bilateral disassembly line [7], and a parallel disassembly line [8,9].

As depicted in Figure 1, a parallel disassembly line pertains to the arrangement of
two disassembly lines in running parallel on either side of the workstation. This configura-
tion enables the separation of different types of products onto distinct disassembly lines,
thereby averting the mixing and mishandling of subassemblies. Furthermore, given a fixed
conveyor speed, the throughput of the parallel disassembly line, expressed as the number
of products disassembled per unit time, is double that of the linear disassembly line. It
is imperative to consider which subassemblies are suitable for disassembly and which
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disassembly method yields the most cost-effective outcomes. The primary disassembly
methods include worker disassembly, robot disassembly, and human–robot collaborative
disassembly [10], with the latter increasingly emerging as a viable option. Robots can excel
in handling repetitive and dangerous tasks, while humans are adept at handling more
intricate and delicate operations.

Chen et al. [11] addressed the multi-objective sequential correlation robot disassembly
line balancing problem. It incorporates sequence-related time increments employing a
specific robot workstation allocation method. Subsequently, the resulting viable disas-
sembly sequence must be assigned to ordered disassembly workstations. The research
demonstrates that employing human–robot disassembly enhances the efficiency of the
dismantling line. Xu et al. [12] introduced the problem of parallel disassembly line
balancing involving human–robot collaboration and developed a multi-objective mixed
integer programming model. The optimization objectives encompass the determination
of the number of workstations, achieving balanced idle time, optimizing the total count
of disassemblers, and minimizing disassembly costs. The efficacy of human–robot disas-
sembly is further substantiated through comparative analysis with alternative algorithms.
Huang [13] presents a novel experimental robotic disassembly cell comprising two collab-
orative robots and a human disassembler. Robots and disassemblers can collaboratively
operate within a shared workspace, executing separate, parallel, or joint disassembly tasks
safely. Intelligent optimization algorithms exhibit characteristics such as global optimiza-
tion performance and broad applicability, rendering them suitable for parallel processing.
These algorithms are generally capable of identifying or approximating optimal solutions
over time. The utilization of intelligent optimization algorithms to solve DLBPs has been
extensively documented.

Guo et al. [14] employed the grey wolf optimizer algorithm to address multi-objective
disassembly sequencing problems and production line balance planning problems in their
research. Given that DLBP often has NP-hard problems, Zhao et al. [15] proposed a method
centered on an iterative greedy algorithm. Different neighborhood structures and the inte-
gral variable neighborhood descent method are used to procure an approximate optimal
solution. Cui [16] proposed a quantum-inspired Moth-Flame optimizer featuring an en-
hanced local search strategy. The Wilcoxon rank-sum test and the Friedman test are utilized
to evaluate the impact of Moth-Flame Optimization (MFO). Simulation results indicate that
MFO outperforms other algorithms significantly in terms of accuracy, convergence speed,
and stability. It is concluded that MFO can be effectively utilized for DLBP provided it
enhances local search capabilities. Consequently, MFO is chosen as the solution algorithm
for addressing the human–robot collaborative parallel disassembly line balancing problem.
To the best of our knowledge, the MFO algorithm has not been previously applied to the
disassembly line balancing problem.

End-of-life (EOL) products refer to products that have reached the end of their life
cycle. For certain EOL products, profits can be realized through product disassembly and
recycling [17,18]. Currently, there exists a wide array of EOL products with increasingly
complex internal structures. Different subassemblies may exhibit differing degrees of
complexity or hazards. Xu [12] acknowledged the presence of complex and hazardous
subassemblies within the overall subassemblies. These components may necessitate distinct
processing methodologies; however, a specific solution is not provided. On this basis, a new
model of human–robot division of labor disassembly is established, wherein the subassem-
blies of each experimental case are classified. It is stipulated that special subassemblies
require designated disassembler and specify the distribution method accordingly. This
distribution method proves more conducive to multi-product disassembly.

This paper delves into parallel disassembly lines capable of processing multiple
products at a time. An AND/OR figure is utilized to describe the disassembly priority and
conflict relationships among any pair of disassembly tasks. In comparison with existing
studies, the following two contributions are made:
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1. A human–robot collaborative parallel disassembly line balancing problem (HCPDP) is
proposed. This issue aims to efficiently resolve multi-product disassembly sequences
while considering task distribution to maximize profit.

2. The Moth-Flame Optimization (MFO) algorithm is refined to enhance its local search
capability. MFO alone is insufficient for solving the presented problem. The en-
hanced algorithm can effectively address this problem and achieve faster solutions
and superior target values.

The subsequent sections of this article are organized as follows. Section 2 delineates
the problem. Section 3 introduces the proposed algorithm. Section 4 conducts numerical
experiments on small-, medium-, and large-scale cases and analyzes the experimental
results. Finally, Section 5 summarizes the findings and outlines future research directions.

Figure 1. Schematic diagram of the parallel disassembly line.

2. Problem Statement and Formulation

To optimize the disassembly profit of the product, we first divide the disassembly tasks
and components initially categorized based on their complexity and hazard level. Through
the AND/OR graph of disassembling the product, we obtain disassembly sequences that
adhere to priority and conflict relationships. By employing the refined algorithm, we
obtain the optimal disassembly sequence which maximizes the profit for disassembling the
product. The primary approach to address this problem is IMFO. IMFO discretizes the MFO
algorithm, increases solution paths, and enhances the algorithm’s global search capability.

2.1. Problem Description

There are many complex and hazardous subassemblies in EOL products. Complex
subassemblies are small precision parts with high potential for reuse, such as circuit boards,
capacitors, and chips. If a robot is used to remove them from the product, there is a
risk of damage during the disassembly process. Therefore, it is mandatory that tasks
involving these parts must be executed by workers. Frequent disassembly of hazardous
subassemblies can also cause injury to workers; for example, batteries, radioactive metals,
and saw blades, can pose safety hazards to workers. To mitigate these risks, it is mandatory
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that tasks involving such parts be performed by robots to maximize worker safety [19].
The indices of complex and hazardous subassemblies and tasks for a washing machine are
given in Table 1. The disassembler must be specified when performing these special tasks.
Other common tasks may be assigned to either humans or robots. Considering the goal of
maximizing profit, the allocation of routine tasks is contingent upon the disassembly costs
for both humans and machines. Ordinary tasks are allocated to either humans or machines
with lower disassembly costs wherever feasible.

Table 1. Special subassembly and task index of the washing machine.

Type Complex
Subassemblies

Complex Tassk Hazardous
Subassemblies

Hazardous Tasks

Index 3 2, 6, 9, 12 6 4, 7, 11

Given that a disassembly system is a discrete event system, various formal methods,
such as Petri nets [20–22], timed Petri nets [23], or any other recognized techniques [24],
can be employed for modeling and analyzing the disassembly processes. For simplicity,
an AND/OR graph is used to represent task precedence relationships. The corresponding
AND/OR graph for the washing is depicted in Figure 2. Similar cases are referenced for
certain parameter values of the model [25]. To ensure that the final disassembly sequence
aligns with requirements, the following assumptions are made about the model:

1. The disassembly AND/OR figure of each EOL product is known.
2. When each disassembly task is assigned to a workstation in the order in which it is

disassembled, the priority matrix and the conflict matrix (both matrices are known)
are satisfied.

3. Not all EOL products can be completely disassembled.
4. The cycle time of each workstation is known, and the processing time of each work-

station does not exceed the cycle time.
5. The complex subassemblies and hazardous subassemblies of each EOL product

are known.
6. The cost and energy consumption associated with workers and robots performing

different disassembly tasks are known.
7. The value of each sub-subassembly is known.
8. Each workstation can be assigned a maximum of two disassemblers.

Figure 2. The AND/OR graph of a washing machine.

2.2. Description of an Example with an AND/OR Graph

As illustrated in Figure 2, an AND/OR graph is utilized to depict the precedence
and conflict relationship in each EOL product disassembly task. The number enclosed in
angle brackets within the rectangular box denotes the subassembly index, followed by the
sequence index of parts. Arrows signify disassembly tasks, with the number positioned
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between the two arrows indicating the task index. Complex subcomponents are represented
by green rectangles, with associated tasks indicated by green numbers. Similarly, hazardous
subassemblies are depicted by red rectangles, with corresponding hazardous tasks denoted
by red numbers. Table 1 provides an overview of the specialized tasks and subassemblies
associated with the washing machine.

As illustrated in Figure 2, a subassembly can have multiple disassembly ways, but it
can only perform one disassembly task. For instance, Subassembly 〈3〉 1, 2, 3, 5, 6 can
obtain child Subassemblies 〈4〉 1, 2, 5, 6 and 〈11〉 3 via Task 2, or alternatively obtain child
Subassemblies 〈5〉 2, 3, 6 and 〈12〉 1, 5 via Task 3. Task 2 and Task 3 cannot be performed
in parallel, so Tasks 2 and 3 have an ‘OR’ relationship, which is the conflicted relationship
between tasks. The ‘AND’ relationship is represented by the fact that every two child
subassemblies can be dismantled by the parent component via a specified task. There is an
‘AND’ relationship between the two child subassemblies, for example, as shown in Figure 2,
with child Subassembly 〈12〉 1, 5 and child Subassembly 〈7〉 2, 6. Moreover, a precedence
relationship exists between tasks. For example, in Figure 2, there is a feasible disassembly
sequence 1-3-7. Task 1 must be executed before Task 3 can be executed because Subassembly
〈1〉 1, 2, 3, 4, 5, 6 can obtain child Subassemblies 〈3〉 1, 2, 3, 5, 6 and 〈2〉 4 via Task 1.

The precedence and conflict relationships ensure the rationality of the disassembly
order of the parent components. The precedence relationship matrix, conflict relationship
matrix, and relationship matrix for the washing machine are outlined. For instance, in
Figure 3, the precedence relationship matrix of the washing machine is presented. Simi-
larly, the precedence relationship, conflict relationship, and relationship matrices for other
products can be derived from the AND/OR graph. The elements in matrices P, C, and R
are defined below.

Figure 3. The precedence matrix of a washing machine.

Pij =

{
1, if task i is performed before task j
0, otherwise

Cij =

{
1, if task i is conflict with task j
0, otherwise

Rij =

{
1, if subassembly i is obtained by task j
0, otherwise

Notations used in the model to be presented are summarized as follows:
Indexes:
g Index of products, g ∈ {1, 2, . . . , G}.
h Index of humans, h ∈ {1, 2, . . . , H}.
i Index of tasks, i ∈ {1, 2, . . . , I}.
j Index of tasks, j ∈ {1, 2, . . . , J}.
k Index of disassemblers, k ∈ {1, 2, . . . , K}.
l Index of disassembly lines, l ∈ {1, 2}.
m Index of workstations, m ∈ {1, 2, . . . , M}.
w Index of subassemblies, w ∈ {1, 2, . . . , W}.
Parameters:
om The cycle time of each workstation m.
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em Startup cost of workstation m.
Nl Total number of product disassembly tasks on disassembly line l.
dg

iw A relationship between subassemblies and tasks of product g derived from the
AND/OR graph.

pg
ij A priority relationship derived from the AND/OR graph. If task i of product g

takes precedence over task j of product g, pg
ij=1; otherwise, pg

ij=0.

qg
ij A conflict relationship derived from the AND/OR graph. If task i of product g

and task j of product g are in conflict, qg
ij=1; otherwise, qg

ij=0.

α
g
i Complex task. If task i of product g is a complex task, α

g
i = 1; otherwise, α

g
i = 0.

β
g
i Hazardous task. If task i of product g is a hazardous task, β

g
i = 1; otherwise,

β
g
i = 0.

cg
ik The cost when task i of product g is assigned to disassembler k.

tg
ik The time when task i of product g is assigned to disassembler k.

vg
w The reuse value of subassembly w in product g.

Decision variables:

xgiml =


1, if task i of product g is assigned to side l
of workstation m to be executed, xgiml = 1;

0 otherwise.

ygimlk =


1, if task i of product g is assigned to side l

of workstation m to be executed by
disassembler k, ygimlk = 1;

0 otherwise.

um =

{
1, if the m-th workstation is started,um = 1;
0 otherwise.

zmlk =


1, if disassembler k is assigned to side l on

workstation m, then zmlk = 1;
0 otherwise.

2.3. Mathematical Model

Based on the listed notations, parameters and decision variables, the mathematical
models of HCPDP are formulated as follows:

max f =
G

∑
g=1

I

∑
i=1

W

∑
w=1

M

∑
m=1

2

∑
l=1

K

∑
k=1

dg
iwvg

wygilmk

−
G

∑
g=1

I

∑
i=1

M

∑
m=1

2

∑
l=1

K

∑
k=k

tk
gic

k
giygimlk −

M

∑
m=1

emum

(1)

M

∑
m=1

2

∑
l=1

K

∑
k=H+1

ygilmkα
g
i = 0,∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, α

g
i = 1 (2)

M

∑
m=1

2

∑
l=1

H

∑
k=1

ygilmkβ
g
i = 0,∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, β

g
i = 1 (3)

M

∑
m=1

2

∑
l=1

K

∑
k=1

ygilmk ≤ 1, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I} (4)
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K

∑
k=1

zmlk ≤ um, ∀m ∈ {1, 2, . . . , M}, l ∈ {1, 2}

2

∑
l=1

M

∑
m=1

zmlk ≤ 1, ∀k ∈ {1, 2, . . . , K}

 (5)

M

∑
m=1

2

∑
l=1

xgilm ≤ 1, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}

G

∑
g=1

I

∑
i=1

2

∑
l=1

xgilm ≥ um, ∀m ∈ {1, 2, . . . , M}

 (6)

xgilm ≤ um, ∀m ∈ {1, 2, . . . , M}, g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, l ∈ {1, 2} (7)

um−1 ≥ um, m ∈ {2, 3.....M} (8)

ygilmk ≥ xgilm + zmlk − 1, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, m ∈ {1, 2, . . . , M},

l ∈ {1, 2}, k ∈ {1, 2, . . . , K}
(9)

ygilmk ≤ xgilm, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, m ∈ {1, 2, . . . , M}, l ∈ {1, 2},

k ∈ {1, 2, . . . , K}
(10)

ygilmk ≤ zmlk, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, m ∈ {1, 2, . . . , M}, l ∈ {1, 2},

k ∈ {1, 2, . . . , K}
(11)

G

∑
g=1

I

∑
i=1

K

∑
k=1

tg
ikygimlk ≤ om, ∀m ∈ {1, 2, . . . , M}, l ∈ {1, 2} (12)

M

∑
m=1

(mxgiml)−
M

∑
m=1

(mxgjml)− (
2

∑
l=1

Nl)(1 −
M

∑
m=1

xgjml) ≤ 0, ∀g ∈ {1, 2, . . . , G},

i ∈ {1, 2, . . . , I}, j ∈ {1, 2, . . . , J}, l ∈ {1, 2}, pg
ij = 1

M

∑
m=1

(mxgiml) + (
2

∑
l=1

Nl)(1 −
M

∑
m=1

xgjml) ≥ 0, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I},

j ∈ {1, 2, . . . , J}, l ∈ {1, 2}, pg
ij = 1


(13)

M

∑
m=1

2

∑
l=1

(xgilm + xgjml) ≤ 1, ∀g ∈ {1, 2, . . . , G}, i ∈ {1, 2, . . . , I}, j ∈ {1, 2, . . . , J}, qg
ij = 1 (14)

xgilm, ygilmk, zmlk, um,∈ {0, 1}, g ∈ {1, 2, . . . , G}, i, j ∈ {1, 2, . . . , I}, m ∈ {1, 2, . . . , M},

l ∈ {1, 2}, k ∈ {1, 2, . . . , K}
(15)

Objective Function (1) represents the maximum expected profit to disassemble EOL
products. Disassembly profit is calculated as total disassembly revenue minus total disas-
sembly cost. The total disassembly cost consists of the expenses associated with workers
and robots that perform the disassembly actions and the cost of workstations. Constraint
(2) ensures that complex tasks can only be dismantled by workers. Constraint (3) ensures
that hazardous tasks can only be disassembled by robots. Constraint (4) guarantees that
each task can be executed only once. Constraint (5) ensures that each workstation must
be operated by a different disassembler. The first formula of Constraint (5) specifies that
only when the workstation is operational can employees be assigned to corresponding
positions on each line. The second formula indicates that each employee can be assigned
to a maximum of one workstation. Constraint (6) ensures that each task can only be as-



Mathematics 2024, 12, 816 8 of 17

signed to one side of the workstation. The first formula of Constraint (6) implies that at
most one task of a product is scheduled on one side of the workstation, and the second
formula states that if the workstation is operational, at least one task is assigned. Constraint
(7) mandates that each open workstation must be assigned at least one task. Constraint
(8) ensures workstations are turned on one after another, disallowing idle workstations.
Constraint (9) guarantees the performance of each assigned task. Constraint (10) asserts
that tasks can only be executed if they are assigned to the workstation side. Constraint (11)
ensures that tasks can only be executed if the disassembler is assigned to the workstation.
Constraint (12) ensures that the processing time of each workstation cannot exceed the
cycle time. Constraint (13) enforces a priority relationship for each disassembly product.
Constraint (14) requires that the feasible disassembly sequence adheres to the conflict
relation. Constraint (15) indicates the range of values for variables.

3. Proposed Algorithm

Seyedali Mirjalili [26], drawing inspiration from the laws of nature, proposes a new
swarm intelligence optimization MFO algorithm. It is grounded in moth behavior, striking
a good balance between exploration and development through a specialized mechanism
called lateral directional navigation, thereby achieving globally optimized performance.
MFO has strong parallel optimization ability and good overall characteristics. MFO excels at
extensive exploration of search space and identifying the regions with a greater probability
of global optima; however, it is susceptible to falling into the local optimal situation. Many
researchers have made improvements to the local optimization ability of the algorithm.

In addressing the limitations of the standard algorithm—namely low optimization
accuracy and vulnerability to local optimal solutions—Zhang proposes an enhanced al-
gorithm based on sinusoidal mapping and Gaussian variation [27]. The incorporation of
Gaussian variation to regulate the population of individuals improves population diversity,
which is conducive to better searching potential areas. This modification also accelerates
the search speed and increases the probability of escaping from the local optimal solution.
The aforementioned improved algorithm, designed for continuous problems, may not be
suitable for the disassembly line balance problem. Consequently, a modification of the
continuous operator of the algorithm is necessary to solve HCPDP.

3.1. Introduction of Improved MFO

In MFO, each moth serves as a candidate solution, while in HCPDP, each moth
represents a disassembly sequence. The process of the moth flying in space is regarded as
the process of optimization. In the traditional MFO algorithm, the moth update formula
guides the moth search through the information carried by the jth flame. However, this
approach relies solely on the information obtained from one dimension that does not
effectively utilize the information carried by other flames, resulting in the slow convergence
of the algorithm in the late iteration period. To address this, the concept of the historical
optimal flame mean as a factor influencing the moth’s search behavior is introduced. It
provides relevant information for individual moths so that the reference information of
moth search behavior is no longer limited to the moths’ own dimensions. The improved
moth position updating formula is shown in Equation (16).

Mi = S(Mi, Fj) = Di ∗ ebt ∗ cos(2πt) + Aj (16)

S is the logarithmic spiral function, Mi is the ith moth individual, Fj is the Jth flame,
Di = |Fj − Mi| represents the distance between the ith moth individual and the Jth flame,
b is a constant that determines the shape of the flight spiral, and t is the random number
that controls the distance between the moth and the next flame. The value range is [−1, 1].
When t = −1, it indicates that the next flame is closest to the moth, and when t = 1, it implies
that the next flame is farthest from the moth. In Equation (16), the historical optimal flame
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average is introduced into the calculation of the moth flight target; see Equation (17) for
calculating the mean value.

Aj =
∑n

j=1 Fj

n
(17)

In Equation (17), n represents the number of flames that surpass the flame of moth i,
while Aj signifies the mean value of the superior flames relative to the historical optimal
flame position of moth i among all moths, which equates to the mean value of the historical
optimal flame. By leveraging the insights conveyed by each generation of optimal flames,
the breadth of flame-related information accessible to moths can be expanded. This expan-
sion guides the subsequent movements of moths and ensures the quality of the solutions
obtained by moths during each search behavior, facilitating a swifter approach towards the
optimal solution. Consequently, the algorithm’s convergence speed is accelerated.

3.2. Improved MFO Algorithm from MFO with Crossover Probability

Based on the aforementioned characteristics, a flowchart of the enhanced algorithm is
presented in Figure 4. Furthermore, improvements are made to the crossover section of the
MFO. Given the algorithm’s inherent continuity, it is not suitable for HCPDP, modifications
are implemented to render it discrete. This adaptation involves the introduction of a random
crossover probability. Notably, the cross-variation of the algorithm remains unchanged,
preserving its iterative approach. Following the initial crossover operation, the algorithm
incorporates the random crossover probability variable and repeats the crossover operation.
The pseudocode outlining the improved algorithm is provided in Algorithm 1.

Figure 4. The flow chart of IMFO.
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Algorithm 1 Improved Moth-Flame Optimization Algorithm

Input: case data, number of iterations, population size
Output: the best solutions

1: Initialize the moth population as solutions.
2: while (t < maximum number of iterations) do
3: for each individual do
4: The objective function value is taken as the fitness of each individual.
5: Calculate the fitness rank.
6: end for
7: for each individual do
8: Select one best individual I and one random individual II from M.
9: Choose a random number r between 0 and 2.

10: if r > 1 then
11: Execute the MFO interleaved operation.
12: Get new individual III.
13: else if r < 1 then
14: Execute the MFO interleaved operation.
15: Calculate and Aj and Mj then update Aj and Mj.
16: Get new individual III.
17: end if
18: The best individual is selected from individual I, individual II, and the new indi-

vidual III.
19: Check if the optimal value is improved.
20: Check if it is necessary to regenerate the population.
21: Update the best solutions.
22: end for
23: t = t + 1
24: end while
25: return the best solutions.

As shown in Figure 5, an enhanced crossover process is demonstrated. Every individ-
ual in a population is a feasible disassembly sequence. To distinguish the tasks of different
products, the task number of each product on the first conveyor belt is set to “+”. The fitness
of each individual is determined by the objective function value. Amalgamation of the two
disassembly sequences results in the iterative generation of a new disassembly sequence
treated as an individual within the algorithm. In the process of iteration and evolution of
the algorithm, each iteration identifies the best individual based on the magnitude of the
fitness function. Subsequently, these exceptional individuals are stored within the flame
matrix for preservation. Within MFO, it is observed that the moth matrix functions to retain
the individual population, while the flame matrix serves to preserve the optimal solution.
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Figure 5. Cross−Process.

3.3. Encoding and Decoding

Within the moth population, individuals are ranked according to their fitness rank [28].
Then, the better random individual is selected as the first parent. The flame matrix which
stores the local optimal solution is utilized to randomly select another individual from the
flame matrix as the second parent. This crossover mode guarantees the production of more
favorable individuals with each iteration. The MFO crossover and variation is retained
and the code of the random crossover to increase the diversity of the population is added.
The global searching ability of the algorithm is improved and the locally optimal solution
is avoided [29,30].

The following steps are performed:
Step 1: The fitness rank of each individual in the population is calculated, and

individuals are identified with the highest rank. An individual is randomly selected from
this group to act as Parent 1.

Step 2: A random search is conducted in the flame matrix which stores the optimal
solution in the iterative process, and then the individual is found as Parent 2. Equation (15)
is updated.

Step 3: Aj is calculated and then the new individual is evaluated. The new disassembly
sequence must meet the precedence relation matrix and the conflict relation matrix, and then
the fitness must be calculated. The fitness value is compared with that of the parent in the
moth population, and the parent is replaced if the fitness value is higher.

In this part, a three-step formula is used to represent a disassembly sequence: π = π1,
π2, π3. π1 = O1, O2, O3 composed of integer strings is a disassembly task sequence; π2 is
composed of binary strings and used to determine whether the task is executed; π2 = X1,
X2, X3 · · · Xj ; if Xj = 1, task j in π1 is executed; if Xj = 0, it is not executed. π3 = Y1, Y2, Y3
· · · Yj indicates whether the current task is performed by a human or a robot. If Yj = 1, then
task j in π1 is performed by a human. If Yj = 0, it means that task j in π1 is performed by
a robot.

In a decoding process, task sequence is allocated to each workstation, enabling the
workstation to execute the disassembly sequence. Concurrently, for each station, the initial
mission is commenced, and an assessment is performed to determine whether the task
execution time surpasses the cycle time of the workstations. If the execution time does not
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exceed the cycle time, the disassembly task is performed and the next task is added followed
by an evaluation to ascertain whether the cumulative time exceeds the workstation’s cycle
time. The task is not assigned to the next workstation until the specified time is exceeded.
As shown in Figure 6, a feasible coding diagram of the disassembly sequence is given.
The disassembly sequence is 1-4-9-13, Ordinary Task 1 and Ordinary Task 9 are assigned
to workers, Complex Task 4 is assigned to workers, and Hazardous Task 13 is assigned
to robots.

Figure 6. A coding example.

4. Experimental Studies
4.1. Test Instances

In the context of the parallel disassembly line, multiple products, including the wash-
ing machine [28], refrigerator [31], and copy machine [31], are employed to simulate
multi-product disassembly tasks. Table 2 presents combinations of three EOL products,
resulting in six distinct cases. The progression from Case I to Case VI reveals an increase
in the number of both subassemblies and tasks, indicative of heightened difficulty and
complexity in the disassembly process. Due to constraints stemming from incomplete
disassembly and division disassembly, the number of workstations, workers, and robots
along the parallel disassembly line varies across different combinations. As shown in
Table 3, indexes of complex subassemblies and complex tasks of three EOL products are
given, as well as indexes of hazardous subassemblies and hazardous tasks. Within the
mathematical model, it is implied that complex tasks are to be performed exclusively by
workers and hazardous tasks are to be performed by robots.

Table 2. Case description.

Case Num Instance Num of
Tasks

Num of
Subassemblies

I Refrigerator and washing machine 35 40
II Washing machine and copy machine 45 44
III Refrigerator and copy machine 57 54
IV Two copy machines and washing machine 52 59
V Two refrigerators and washing machine 82 79
VI Two copy machines and refrigerator 89 83

Table 3. Case index.

Case

Index Type Complex
Subassemblies

Complex
Task

Hazardous
Subassemblies

Hazardous
Task

Washing machine 3 2, 6, 9, 12 6 4, 7, 11
Copy machine 5, 6 1, 2, 17 26, 27 14, 22, 25, 27

Refrigerator 12 9, 11 21 2, 7

All of the algorithms and program tests are based on the implemented Intel IDEA
2021.2.2 “x64” and CPLEX and use the operating system Windows 10 AMD Ryzen 5 4600 h
CPU (3.0 GHz/16 G RAM) run on a PC. Population sizes of 300, 400, 500, and 600 are
used, respectively. The largest number of iterations is fixed 100 times, and each algorithm
runs 20 times. The trial is conducted to compare the data objective value of IMFO with
other algorithms.
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4.2. Performance Metrics

Multi-objective parallel disassembly lines were simulated and experiments were con-
ducted for each case. Optimal solutions were initially obtained using CPLEX. Subsequently,
IMFO, Discrete Fruit Fly Optimization Algorithm (DFOA) [32], Elitist Evolution Strategy
Algorithm (EA) [33], and Carnivorous Plant Algorithm (CPA) [34] were employed indi-
vidually within the jMetal framework to solve the model. Finally, the optimal solutions
obtained using the four algorithms were compared with those obtained using CPLEX.

The model studied is a single-objective model. CPLEX is used to to verify the cor-
rectness of the model. Six different cases were constructed for the three scenarios and
evaluated using CPLEX. The solution results and disassembly sequences of CPLEX and
IMFO algorithms are presented, respectively, in Tables 4 and 5. In these tables, hazardous
tasks, denoted in red, necessitate robotic disassembly, while complex tasks, marked in
green, require human intervention. CPLEX successfully resolved cases of medium and
small scales but struggled with larger cases; for instance, Case VI exhibited extensive
subassemblies and tasks, causing CPLEX to exceed its normal runtime. Conversely, IMFO
consistently delivered accurate results across all case sizes, albeit with increased solving
time corresponding to case complexity. Notably, as case complexity increased, IMFO
significantly outperformed CPLEX in terms of computational efficiency.

Table 4. Results of solving the instances set on CPLEX.

Case Num Disassembly Sequence f T

I 1 → 4 → 8 → 12 → −14 836.2 4.84 s
II 2 → 11 → −14 → 5 → −18 → 7 → 8 1306.3 4.798 s
III 2 → 4 → −20 → 12 → −22 → −26 → 13 1467.9 5.513 s
IV 2 → 5 → 8 → 9 → 11 → −25 → −33 → −35 → −44 1923.8 12.66 s
V 1 → 3 → −20 → −21 → −25 → 13 → 12 1411.0 10.737 s
VI – – 9000.00 s

The red numbers represent hazardous tasks, while the green numbers represent complex tasks.

Table 5. Results of solving the instances set based on IMFO.

Case Num Disassembly Sequence f T

I 1 → 4 → 8 → 12 → −14 836.2 2.865 s
II 2 →11 → −14 → 5 → −18 → 7 → 8 1306.3 2.679 s
III 2 → 4 → −20 → 12 → −22 → −26 → 13 1467.9 5.782 s
IV 2 → 5 → 8 → 9 → 11 → −25 → −33 → −35 → −44 1923.8 4.236 s
V 1 → 3 → −20 → −21 → −25 → 13 → 12 1411.0 6.456 s
VI 2 → −34 → −66 → 3 → 12 → −53 → −82 → 13 → −44 → −57 2450.3 5.836 s

The red numbers represent hazardous tasks, while the green numbers represent complex tasks.

4.3. Instance Analysis

In the Jemetal framework, the HCPDP is addressed using IMFO, DFOA, EA, and CPA
algorithms. Various population sizes, such as 300, 400, 500, and 600, are examined, and cor-
responding target values are provided. Additionally, the optimal target value attained at
the maximum number of iterations is presented. Table 6 illustrates the results. It is evident
that in Case I, the IMFO algorithm achieves the target value of 836.2, whereas DFOA only
reaches 789.9. Similarly, in Case V, IMFO attains 1411 compared to DFOA’s 1400. In Case
VI, IMFO reaches 2450.7 while DFOA reaches only 2432.3.

As evident from the results presented in Table 6, the performance of algorithms varies
due to the differing complexities of the cases. Cases I to IV, characterized by a relatively
small number of subassemblies and tasks, are deemed small-scale with low complexity.
IMFO outperforms DFOA and EA across small, medium, and large cases. Particularly
for small-scale cases, DFOA and EA exhibit relatively inferior performance. Moreover,
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Cases V and VI are large-scale with numerous subassemblies and tasks, resulting in longer
program runtimes. Different algorithms demonstrate varying capabilities in handling
large-scale cases. IMFO and EA display superior performance compared to DFOA in
managing large-scale cases, although EA also exhibits the longest runtime among the
algorithms evaluated.

The convergence of the algorithms can be assessed based on the number of iterations
and the final target value, as depicted in Figure 7. A comparison is made between the
number of iterations and the objective function values of the two algorithms. Notably,
in the experiment conducted for Case V with a population size of 600, the DFOA demon-
strates stronger optimization capabilities at the onset, particularly evident within the initial
10 iterations. However, beyond 12 iterations, the IMFO algorithm demonstrates supe-
rior optimization capabilities. Similarly, the EA algorithm exhibits better optimization
abilities initially, albeit consuming the most time. The IMFO algorithm achieves conver-
gence approximately 50 times, whereas the DFOA achieves convergence approximately
60 times. In conclusion, these results underscore the superiority of the IMFO algorithm in
addressing HCPDP.

Table 6. Profit obtained using different algorithms.

Cases Algorithm
Population Size

300 400 500 600

I

IMFO 708.3 759.5 789.9 836.2
DFOA 667.2 735.0 765.9 789.9

EA 688.6 733.0 746.7 759.5
CPA 673.3 719.9 767.3 820.2

II

IMFO 1617.9 1658.9 1687.6 1706.3
DFOA 1607.2 1622.9 1656.2 1688.9

EA 1579.3 1600.3 1640.3 1669.7
CPA 866.3 877.9 902.0 927.6

III

IMFO 1184.5 1267.9 1308.2 1467.9
DFOA 1136.9 1195.4 1244.3 1288.6

EA 1136.3 1344.2 1402.2 1447.8
CPA 714.3 756.4 792.5 876.8

IV

IMFO 1821.4 1871.6 1888.9 1923.8
DFOA 1809.5 1833.7 1853.0 1865.0

EA 1827.3 1833.7 1855.4 1863.1
CPA 1804.8 1810.5 1901.0 1916.4

V

IMFO 1406.0 1408.0 1411.0 1411.0
DFOA 1399.0 1399.0 1400.0 1400.0

EA 1402.3 1406.0 1410.1 1410.1
CPA 1385.4 1388.0 1391.9 1392.3

VI

IMFO 2434.9 2443.0 2450.3 2450.3
DFOA 2424.6 2427.3 2431.0 2432.3

EA 2424.6 2417.3 2424.6 2441.0
CPA 2426.3 2425.9 2433.7 2441.5
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Figure 7. Algorithm convergence of Case V with population size 600.

5. Conclusions

This paper, in view of the parallel disassembly line, proposes a mixed integer program-
ming mathematical model based on the human–robot disassembly joined division of sub-
assemblies that allows the model to deal with more scenarios. An improved multi-objective
optimization algorithm IMFO is proposed, which is adapted to HCPDP by changing the
algorithm from continuous to discrete. Multiple cases are used, combined with their respec-
tive AND/OR graphs, to distinguish between complex and hazardous tasks. The results
are compared with those of DFOA, EA, and CPA. The results show that IMFO is superior
to DFOA, EA, and CPA in solving HCPDP. Because the disassembly time required for
different disassembly sequences of the same product is not much different, and considering
the disassembly time increases the complexity of the model, this article uses disassembly
profit as the target value. The forthcoming endeavor involves the application of IMFO to
alternative disassembly configurations, such as bilateral routes, while also delving into
multi-objective optimization, encompassing factors such as disassembly time and profit.
Additionally, it seeks to integrate recently proposed optimization methodologies.
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