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Abstract: The aim of this study was to develop a multi-objective mathematical programming model
for the trade-off of time, cost, and quality in the project-scheduling problem (PSP) by taking priorities
and resource constraints as well as activity preemption into account. First, a small-sized problem
instance that was a sub-project of an oil and gas construction project was used for te validation of the
proposed model and algorithm. Subsequently, considering the sensitivity, complexity, and importance
of oil and gas projects, the proposed model was implemented in a large-sized oil and gas construction
project. Considering the NP-hardness of this problem, the NSGA-II metaheuristic algorithm was
used to deal with the time, cost, and quality trade-off problem. Finally, a sensitivity analysis was
implemented on the three main parameters of time, cost, and quality to investigate the effects of
changes on the results. The findings show that the proposed model is more sensitive to cost changes,
so an increase in project costs leads to a drastic change in the values of other objective functions.

Keywords: multi-objective optimization model; project planning; time, cost, and quality trade-off;
activity preemption; customer satisfaction; NSGA-II; sensitivity analysis

MSC: 90B50; 90C29; 90C31; 90C90

1. Introduction

In many construction projects, the time factor is significant. To reduce the project
completion time, the duration of some activities is often reduced in the project schedule,
which leads to increased costs. Projects that are awarded through tenders are pre-planned
for the completion time of the project. However, several problems may occur during the
execution of project activities that deviate from the project schedule from the schedule
baseline. In this case, the duration of some activities must be shortened to meet the project
deadline. In other words, more resources are needed to accelerate the implementation of
the activity, which leads to the project-scheduling problem (PSP) of time and cost trade-off.

In real-world construction projects, activities could typically be implemented in differ-
ent ways with varying duration, cost, and quality. Also, each activity execution mode has a
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different quality level that affects the overall quality of projects. The problem of minimizing
the time and cost of projects and maximizing the quality of projects, which are called time,
cost, and quality trade-offs of projects, has become one of the challenges facing project
managers and employees. Additionally, activities in projects may be interrupted several
times during implementation and resumed later with no additional cost. In preemptive
project-planning problems, it is assumed that an activity can be divided into several sub-
activities [1]. Babu and Suresh stated that all quality in a project could be affected by the
project momentum [2]. El-Rayes and Kandil investigated the discrete trade-off of the time,
cost, and quality problem for the first time [3].

Despite the importance of oil and gas projects in the development of the country, many
projects have not been completed, which forced us to conduct this research. Although
various studies have investigated time–cost trade-off problems in project construction,
little research has been carried out on the trade-off of the time, cost, and quality problem
in project construction. Also, the current research considers activity preemption, which
increases the complexity of the model and computing time significantly. In addition to
filling this research gap, the current research tries to maximize customer satisfaction by
considering various variables. The aim of this research is to present a multi-objective opti-
mization approach for the PSP of time, cost, and quality trade-off considering preemptive
activities. The proposed model finds activity start durations and execution styles to achieve
the optimal solution considering activity preemption and customer satisfaction for multiple
project goals and objectives.

• In time–cost trade-off problems, the quality is neglected, and the quality effects of
several execution types of activities are not considered. In addition to cost and time
factors, another project factor that is essential to the project stakeholders is the quality
of work. The important goal of the trade-off of time, cost, and quality problem is
to achieve the best ideal combination of these three objectives so that the project is
accomplished within the shortest possible time and cost together with the maximum
quality. Oil and gas companies need to check and carefully balance time, cost, and
quality to successfully implement their projects. For this reason, this research is carried
out on a project related to oil and gas, and mentioned above are the main contributions
of this research.

The rest of this article Is as follows: The next section briefly reviews related studies.
Section 3 proposes the multi-objective mathematical programming model (MOMPM) and
explains the research method. The case study that was carried out is outlined in Section 4,
and the results and discussions are presented in Section 5. And finally, the research
concludes in Section 6.

2. Literature Review

One of the main concerns of projects managers is to complete projects on time with
the highest level of quality and at the lowest cost. Therefore, it is important to balance the
three conflicting objectives of time, cost, and quality. To reduce project completion time,
activity time is usually reduced as the project budget increases, which is known as the time–
cost trade-off problem. Alavipour and Arditi presented an integrated mathematical model
which performs cost and time analysis and optimization [4]. Tareghian and Taheri proposed
a solution method to study the trade-off between cost, time, and quality in managing a
project [5]. The planning phase for the project begins after the project is properly defined
and approved, during which the project is divided into several manageable activities.
Khatami Firouzabadi et al. modeled a trade-off of the time–cost PSP considering resource
classification and solved it using a simulation technique and a metaheuristic algorithm [6].

Creemers proposed the preemptive resource-constrained project-scheduling problem
(RCPSP) [7]. Maghsoudlou et al. proposed a methodology for the active multi-skill
PSP [8]. Vanhoucke and Coelho presented a new solution algorithm to solve the RCPSP
by splitting activity and startup time [9]. Afshar-Nadjafi studied the multi-state resource-
constrained preemptive project-planning problem to minimize project length with respect
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to post-preemptive state change [10]. Khalilzadeh presented an optimization model for
construction PSPs with the aim of resource leveling, considering preventive and multi-mode
activities and renewable and non-renewable resources [11].

Sarkar and Singh proposed an integrated method for a complex infrastructure project [12].
Roghanian et al. demonstrated a scheduling method for project planning under uncer-
tainty [13]. Ammar and Abd investigated a method for measuring criticality in a project
network [14]. Antucheviciene et al. optimized the flow of materials in project supply chains
and determined the location of facilities [15].

Quality is the most important goal in projects, which is clearly stated in the knowledge
base of project management [2]. In this regard, the triangle of time, cost, and quality, which
is demonstrated as the iron triangle in projects, is continuously followed by the project
managers during the project life cycle. According to the triangle of time, cost, and quality,
any change in the time of the activity leads to a change in cost and quality [16], because
project quality, as one of the basic measures of the success of the project, is affected by
time compression and additional cost [17]. Diehlmann et al. extended the concept of
social cost of humanitarian procurement to a preference-based dual-objective approach [18].
Alavipour and Arditi presented a model that minimizes financing costs by considering
different financing options and work timing with a normal duration of activities [19].

Successful management in projects is related to the organization’s understanding that
a project is considered successful only if it can meet the customer’s needs [20]. Kristensen
et al. introduced the idea of the European customer satisfaction index [21]. Aluko et al. in-
vestigated the relationship between service quality and customer satisfaction indicators by
referring to engineering consulting services in construction projects [22]. Also, Aluko et al.
investigated the service domains responsible for determining customer satisfaction [23].
Ogbu and Imafidon reduced the selection criteria for construction consultants [24].

Monghasemi et al. used a proof-of-concept reasoning approach in project planning
to specify a solution for the discrete trade-off of the time, cost, and quality problems [25].
Farughi et al. minimized the project completion time and maximized the net present
value and flexibility of a project considering resource constraints and activity precedence
relationships [26]. Ghasemi et al. extended a new model to production planning with
execution modes [27]. Banihashemi et al. evaluated the environmental impact of project
activities in several aspects of construction projects [28]. Sajedi et al. investigated Iran’s
special conditions and optimized time and cost in a temporary housing construction
project [29]. Research on project scheduling has been carried out previously, which can be
mentioned [30].

Various models have been proposed for the trade-off of time and cost problems, and
several methods and algorithms have been used to solve these types of PSPs. Linear
programming models [31] and integer programming models [32,33] are examples of math-
ematical programming models that have been proposed by various researchers to deal
with time and cost issues. Kim et al. proposed a linear programming model that considers
the potential cost of quality loss for excessive failure activities [34]. A comparison of the
cost and time performance of construction projects was carried out in public and private
universities in Nigeria [35].

Hu and He proposed a time, cost, and quality optimization model that enables man-
agers to optimize multiple objectives [36]. Wood also developed a memetic algorithm for
a constrained stochastic trade-off of the time, cost, and quality problems, which consists
of ten metaheuristics configured to combine local exploitation of the feasible solution
space with time and cost [37]. Kebriyaii et al. developed a MOMPM for the trade-off
of the time, cost, and quality scheduling problems in construction projects considering
the time value of money, which is decreased over a long period and is a very important
matter [38]. Research on optimization in this area has been carried out previously, which
can be mentioned [39,40].

Juan and Lin proposed a trade-off of the cost and quality model using a genetic
algorithm [40]. Eirgash et al. identified a model using a multi-objective learning-based
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optimization algorithm for project-scheduling optimization [41]. Moniri et al. proposed a
model for risk assessment in projects [42].

Demir et al. addressed the research gap in the sensitivity analysis of optimization
models through bibliometric analysis while examining 1374 articles published between
January 2000 and March 2023 from the Scopus database. This research mentions that the
most cited authors in the analyzed field are Pamučar, Kahraman, and Zavadskas [43].
Majumder proposed seven different network models under different uncertain paradigms.
In this research, the uncertain programming techniques used to formulate the uncertain
network models are (i) an expected value model, (ii) a chance-constrained model, and
(iii) dependent chance-constrained model [44]. In another research work, a project time
optimization algorithm to optimize project duration in different phases of projects was
proposed [45]. The literature review in this research is categorized based on the topics
regarding the model proposed in this research, which is shown in Table 1.

Table 1. Relevant studies on time–cost–quality trade-off problems in oil and gas construction projects.

Author/s Year Coverage
Uncertainty Supplier Weight

Objective Function (Fuzzy) Integer Linear
Optimization

Metaheuristic
Algorithms

Exact
Method

Multi-
Objective

Fuzzy Probabilistic TOPSIS AHP

Babu and Suresh [2] 1996 ✓ ✓ ✓ ✓
Ghasemi et al. [27] 2023 ✓

Pinto et al. [20] 2000 ✓ ✓
Banihashemi et al. [28] 2021 ✓
El-Rayes and Kandil [3] 2005 ✓ ✓ ✓
Tareghian and Taheri [5] 2006 ✓ ✓ ✓ ✓

Kebriyaii et al. [38] 2021 ✓
Kristensen et al. [21] 2000 ✓ ✓

Kim et al. [34] 2012 ✓ ✓
Khang and Myint [17] 1999 ✓ ✓ ✓

Tavana et al. [1] 2014 ✓ ✓ ✓ ✓
Hu and He [36] 2014 ✓ ✓

Monghasemi et al. [25] 2015 ✓ ✓ ✓
Wood [37] 2017 ✓ ✓ ✓ ✓

Eirgash et al. [41] 2019 ✓ ✓ ✓
This paper ✓ ✓ ✓ ✓ ✓ ✓

Based on the literature review, very limited studies have been conducted on the trade-
off of time, cost, and quality problems, especially in oil and gas construction projects. In
addition, most studies have only focused on project optimization and have neglected other
fundamental factors such as customer satisfaction. Considering the customer satisfaction
factor, the present research examines the trade-off problem of the time, cost, and quality of
project scheduling in oil and gas construction projects, which is one of the innovations of
the proposed model.

3. Research Methodology

This study aimed to develop a multi-objective optimization model for oil projects.
First, a small-sample problem, i.e., a sub-project of an oil and gas construction project,
was used to initially evaluate the proposed model. Next, considering the sensitivity,
complexity, and importance of oil and gas projects, the proposed model was implemented
in an oil and gas construction project. Due to the NP-hardness of the problem, the non-
dominated classification genetic algorithm (NSGA-II) was used to deal with the trade-off
of the time, cost, and quality problem. Finally, sensitivity analysis was performed on the
three main parameters of time, cost, and quality to investigate the effects of changes in
model parameters. Taguchi’s method was used to adjust the parameters of the genetic
algorithm operators that were considered in the optimization of this system [46]. Figure 1
shows the method framework flow chart of the research:

In this algorithm, each solution identified by index i has two characteristics: the first is
the non-defeat rank of the solution in the population, which is the rank in which the related
response is located, and the second is the local crowding distance in the population, which
is obtained based on the distance between the previous and next points of each front and
for each point within that front. The algorithm was developed according to the trend in the
main NSGA-II algorithm by Mirjalili and Dong [45].
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For coding, the multi-objective genetic algorithm based on the model provided by
Coelho (2019) [9] was used. In this research, for the implementation of this algorithm,
ready-made codes were used, which are provided on reliable sites, including MATLAB
software v.9.2 (MathWorks Corp., Natick, MA, USA), and are considered standard.

3.1. Multi-Objective Mathematical Programming Model (MOMPM)

The MOMPM is proposed for the trade-off of the time, cost, and quality PSP consid-
ering activity and customer satisfaction. It is assumed that the precedence relationship
between activities is followed in Finish-to-Start (FS). This network is an Activity-On-Node
(AON) project. The project consists of n activities, and activity n + 1 is a dummy end
activity that represents the completion of the project. Project activities may be interrupted
for correct periods during execution. As explained earlier, the three factors of time, cost, and
quality are prominent in project management, which may have the following relationships:

• Quality may be affected if the project is completed with less duration and lower cost.
• If the project is completed with less duration and higher quality, the cost will increase.
• If the project is completed with lower quality and cost, time will increase.
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• The changes in values of time, quality, and cost were only based on the assumptions
and characteristics of the case study in hand. In other words, these changes may be
different for each case.

In oil and gas projects, like other construction projects, quality can be measured by the
result of implementing a task. For example, the strength of a specific structure should be
in a specific range. Since the quality of oil and gas projects is essential and very sensitive,
the general assumption was customers will be satisfied with a higher level of quality. This
relation is approved in the literature. Therefore, a penalty for a lower range of quality is
considered to make sure quality remains in the higher range.

In addition, overhead costs such as venue rent and utility bills should be considered
to accurately estimate the total costs. The overhead costs of a project also have a direct
relationship with the project delay. According to this assumption, the aim of this study
is to present an MOMPM for time, cost, and quality trade-off PSPs considering customer
satisfaction. In the model, it is assumed that each project activity has different execution
modes (k mode), and the model seeks to choose the optimal execution mode for each activity
in terms of cost, time, and quality factors. In addition, the number of project activities
performed at a minimum quality level is minimized to ensure customer satisfaction. The
sets, indicators, parameters, and decision variables used in the proposed mathematical
model are as follows:

Sets:

V Set of all project activities (nodes);
V1 Set of preemptive activities;
V2 Set of non-preemptive activities;
E Set of arches.

Indices:

i, j Activity index;
K Activity mode index;
P Activity predecessor index.

Parameters:

N Number of project activities;
T Maximum allowable time of the project;
C Maximum allowable budget for the project;
Q Minimum acceptable quality level of the project;
Ui Maximum number of allowable delays in performing activity i i ∈ V;
Maxnsubi Maximum number of sub-activities of activity i (Ui + 1) i ∈ V;
r(i) Number of execution modes of activity i i ∈ V;
εik Minimum duration of activity i in k execution mode without delay i ∈ V;
k = 1, 2, . . . , r(i);
αi Maximum allowable time for performing activity I (otherwise the activity will be
performed again) i ∈ V;
cik Cost of performing activity i in execution mode k i ∈ V-2; k = 1, 2, . . . , r(i);
cik,p Cost of performing sub-activity p of activity I in execution mode k i ∈ V-1;
k = 1, 2, . . . , r(i);
qik Quality of performing activity i in execution mode k i ∈ V-2; k = 1, 2, . . . , r(i);
qik,p Quality of performing sub-activity p of activity i in execution mode k i ∈ V-1;
k = 1, 2, . . . , r(i); p = 1, 2, . . . Ui;
Lij The lag between activity i and j i ∈ V; j = 1, 2, . . . , n;
dik Duration of activity i in execution mode k i ∈ V; k = 1, 2, . . . , r(i);
P Weighting parameter to the objective function of customer satisfaction.

Decision Variables:

Si Start time of activity i i ∈ V2;
Fi Finish time of activity i i ∈ V2;
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Si,p Start time of sub-activity p of activity i i ∈ V1; p = 1, 2, . . . Ui;
Fi,p Finished time of sub-activity p of activity i i ∈ V1; p = 1, 2, . . . Ui;
xik Binary variable: 1 If activity i is executed in mode k, otherwise 0 i ∈ V1;
p = 1, 2, . . . Ui;
xik,p Binary variable: 1 If part p of activity i is executed in state k, otherwise zero
i ∈ V1; k = 1, 2, . . . , r(i); p = 1, 2, . . . Ui;
tik,p Duration of performing sub-activity p of activity i in mode k.

i ∈ V1; k = 1, 2, . . . , r(i); p = 1, 2, . . . Ui

Multi-Objective Programming Model:

min Time = Sn+1,0 (1)

min Cost = ∑n
i = 1
i ∈ v2

∑r(i)
k=1 xikcik + ∑Ui+1

p=1 ∑n
i = 1
i ∈ v1

∑r(i)
k=1 xik,pcik,p (2)

max Quality = ∑n
i = 1
i ∈ v2

∑r(i)
k=1 xikqik + ∑Ui+1

p=1 ∑n
i = 1
i ∈ v1

∑r(i)
k=1 xik,pqik,p (3)

min Deviation = ∑n
i = 1
i ∈ v2

Pxir(i)qir(i) + ∑Ui+1
p=1 ∑n

i = 1
i ∈ v1

Pxir(i),pqir(i),p (4)

Equations (1)–(4) minimize the time and cost, maximize quality, and minimize the num-
ber of activities performed with the minimum quality level (in line with customer satisfaction).

∑r(i)
k=1 xik = 1 ∀ i ∈ V2 (5)

∑r(i)
k=1 xik,p = 1 ∀ i ∈ V1 ; ∀ p (6)

∑n
i = 1
i ∈ v2

∑r(i)
k=1 xikcik + ∑Ui+1

p=1 ∑n
i = 1
i ∈ v1

∑r(i)
k=1 xik,pcik,p ≤ C (7)

Equation (5) states that only one execution mode should be selected for each non-
preemptive activity. Equation (6) states that only one execution mode should be selected
for each preemptive activity. Equation (7) dictates that the total project cost must be less
than the maximum budget.

∑n
i = 1
i ∈ v2

∑r(i)
k=1 xikqik + ∑Ui+1

p=1 ∑n
i = 1
i ∈ v1

∑r(i)
k=1 xik,p qik,p ≥ nQ (8)

Fi + Lij ≤ Sj ∀ i, j ∈ V2; ∀ (i, j) ∈ E (9)

Fi + Lij ≤ Sj ∀ i, j ∈ V2; ∀ (i, j) ∈ E (10)

Equation (8) shows that the overall quality level of the project should be higher than
the minimum acceptable quality level. Equation (9) shows that the end time of the fictitious
project end activity must be less than the maximum allowable time of the project (Sn+1 ≤ T).
Equation (10) shows that the start time of preemptive activity j must be after the time delay
plus the end time of the previous non-preemptive activity i.

Fi,Ui + Lij ≤ Sj ∀ i ∈ V1; ∀ j ∈ V2; ∀ (i, j) ∈ E (11)

Fi + Lij ≤ Sj,1 ∀ i ∈ V2; ∀ j ∈ V1; ∀ (i, j) ∈ E (12)

Fi + Lij ≤ Sj,1 ∀ i, j ∈ V1; ∀ (i, j)Fi,Ui ∈ E (13)
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Equation (11) states that the start of non-preemptive activity j must be after the time
delay plus the end time of the last sub-activity of activity i. Equation (12) shows that the
start of the first sub-activity of preemptive activity j must be after the time delay plus the
end time of the previous non-preemptive activity i. Equation (13) shows that the start of
the first sub-activity of preemptive activity j must be after the time delay plus the end time
of the previous non-preemptive activity i.

εik ≤ tik,p ≤ dik ∀ i ∈ V1; p = 1, 2, . . . , Ui + 1; k = 1, 2, 3, . . . , r(i) (14)

Fi,p − Si,p = ∑r(i)
k=1 xik,ptik,p ∀ i ∈ V1; p = 1, 2, . . . , Ui + 1 (15)

Fi − Si = ∑r(i)
k=1 xikdik ∀ i ∈ V2 (16)

Equation (14) shows that the duration of sub-activity p of activity i in mode k must be
longer than the minimum duration of activity i in execution mode k without delay and less
than the duration of activity i in execution mode k. Equation (15) states that the difference
between the start time and the end time of each sub-activity of preemptive activity i is
equal to the duration of the same sub-activity of activity i in state k. Equation (16) shows
that the difference between the start time and the end time of non-preemptive activity i is
equal to the duration of the activity.

Si,p+1 − Fi,p ≤ αi ∀ i ∈ V1; p = 1, 2, .., Ui + 1 (17)

xik,p+1 ≤ xik,p ∀ i ∈ V1 (18)

∑Ui+1
p=1 ∑r(i)

k=1 (
tik,p

dik
)xik,p = 1 ∀ i ∈ V1 (19)

Fi,p ≤ Si,p+1 ∀ i ∈ V1; p = 1, 2, .., Ui + 1 (20)

Equation (17) shows that the interval between the end and the start of each con-
secutive sub-activity of the preemptive activity must be less than the specified value.
Equation (18) shows that each sub-activity is executed if the previous sub-activity is
finished. Equation (19) guarantees that all sub-activities of preemptive activity i are per-
formed. Equation (20) states that the next sub-activity of activity i starts when the previous
sub-activity ends.

Si,p, Fi,p ≥ 0 ∀ i ∈ V1; p = 1, 2, . . . , Ui + 1 (21)

Si, Fi ≥ 0 ∀ i ∈ V2 (22)

S0, F0 = 0 (23)

xik, xik,p ∈ {0, 1} ∀ i, k, p (24)

Equations (21)–(24) express the range and types of decision variables of the model.

3.2. Solution Approach

This study aimed to develop a multi-objective optimization model for oil and gas
construction projects. First, a small example of a problem including 6 activities, which is a
sub-problem of the oil and gas construction project, was solved with the Epsilon Constraint
(EC) method, which is one of the most accurate methods known, in Excel software (2016;
Microsoft Corp., Redmond, WA, USA) for the proposed evaluation. The multi-objective
model was subsequently implemented in a large-scale oil and gas construction project, and
the NSGA-II algorithm was applied to solve the problematic needle.

4. Case Study

The example case that is investigated in this article is Elfin Bushehr factory. The
proposed model of this research was first implemented on a small-sized sample project
and solved using the Epsilon Constraint method (EC) and NGA-II algorithm for validating
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the proposed model and metaheuristic algorithm. Then, the model was implemented on a
large-scale real project and solved using the NSGA-II algorithm. The small-scale example
includes six activities. The project network is shown in Figure 2.

Mathematics 2024, 12, x FOR PEER REVIEW 9 of 16 
 

 

3.2. Solution Approach 
This study aimed to develop a multi-objective optimization model for oil and gas 

construction projects. First, a small example of a problem including 6 activities, which is 
a sub-problem of the oil and gas construction project, was solved with the Epsilon Con-
straint (EC) method, which is one of the most accurate methods known, in Excel software 
(2016; Microsoft Corp., Redmond, WA, USA) for the proposed evaluation. The multi-ob-
jective model was subsequently implemented in a large-scale oil and gas construction pro-
ject, and the NSGA-II algorithm was applied to solve the problematic needle. 

4. Case Study 
The example case that is investigated in this article is Elfin Bushehr factory. The pro-

posed model of this research was first implemented on a small-sized sample project and 
solved using the Epsilon Constraint method (EC) and NGA-II algorithm for validating the 
proposed model and metaheuristic algorithm. Then, the model was implemented on a large-
scale real project and solved using the NSGA-II algorithm. The small-scale example includes 
six activities. The project network is shown in Figure 2. 

 
Figure 2. An example network of small-scale projects. 

Table 2 presents the number of this project’s parameters, including engineering ac-
tivities, procurement, construction, inspection, transportation, and the final booklet. 

Table 2. Parameters of the small-scale project example. 

N T (day) (C) USD Million nQ 𝑼𝒊 𝑴𝒂𝒙𝒏𝒔𝒖𝒃𝒊 𝒓(𝒊) 𝜺𝒊𝒌 𝜶𝒊 𝒄𝒊𝒌 𝒄𝒊𝒌,𝒑 𝒒𝒊𝒌 𝒒𝒊𝒌,𝒑 𝒅𝒊𝒌 
1 

750 800 6.8 

0 1 1 100 10 70 70 0.8 0.8 100 

2 1 2 1 50 100 143 59 
0.85 0.85 

150 
84 0.85 

3 1 2 
1 50 20 390 190 

0.97 0.97 
210 

200 0.97 

2 40 20 420 200 
0.9 0.9 

170 
220 0.9 

4 0 1 1 60 10 20 20 0.85 0.85 120 
2 30 10 39 39 0.6 0.6 80 

5 0 1 1 95 0 39 39 0.8 0.8 95 
6 0 1 1 60 0 8 8 0.7 0.7 60 

To implement a real large-scale project, the parameters of the NSGA-II algorithm 
were set using the Taguchi method to solve a large-scale oil and gas construction project 
including 3158 activities. Primavera v.6 software was used for planning and scheduling 
this project. Up to level 3 of the project, the activities can be seen in Figure 3. 

FS

5

6

4

3

2

1Start Finish

Figure 2. An example network of small-scale projects.

Table 2 presents the number of this project’s parameters, including engineering activi-
ties, procurement, construction, inspection, transportation, and the final booklet.

To implement a real large-scale project, the parameters of the NSGA-II algorithm
were set using the Taguchi method to solve a large-scale oil and gas construction project
including 3158 activities. Primavera v.6 software was used for planning and scheduling
this project. Up to level 3 of the project, the activities can be seen in Figure 3.

It should be noted that different methods can be used to set the parameter. But
Taguchi’s method is superior to other methods in terms of cost and time. Three-level tests
are the most suitable design for this study. According to the Taguchi orthogonal array
(OA), the L27 array was chosen as a suitable experimental design to adjust the parameters
of the proposed algorithm. To set the optimal parameters, Taguchi considers a statistical
performance measure called the signal-to-noise (S/N) ratio [46].

S/N = −10 log

(
sum

(
y2)

n

)
(25)

The NSGA-II was implemented for the different main variables proposed in each
Taguchi experiment. Subsequently, the S/N ratios were calculated by the Minitab software
v.20.1 (Minitab, LLC, State College, PA, USA).
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Table 2. Parameters of the small-scale project example.

N T (day) (C) USD
Million nQ Ui Maxnsubi r(i) εik αi cik cik,p qik qik,p dik

1

750 800 6.8

0 1 1 100 10 70 70 0.8 0.8 100

2 1 2 1 50 100 143 59 0.85 0.85 15084 0.85

3 1 2
1 50 20 390 190 0.97 0.97 210200 0.97

2 40 20 420 200 0.9 0.9 170220 0.9

4 0 1 1 60 10 20 20 0.85 0.85 120
2 30 10 39 39 0.6 0.6 80

5 0 1 1 95 0 39 39 0.8 0.8 95
6 0 1 1 60 0 8 8 0.7 0.7 60

5. Results and Discussions

According to the method of this research, first, a small-scale project example was
carried out using the EC method, and then, a real large-scale project was carried out using
the NSGA-II algorithm method.

5.1. The Small-Scale Project Example

Each objective function of the model must be considered separately each time to solve
the single-objective model using the EC method. Table 3 shows the optimal value of each
objective function.

Table 3. The optimal value of each objective function.

Objective Functions Z1 Z2 Z3 Z4

Min Time 425 719 6.4 6.4
Min Cost 510 670 6.79 4.85
Max Quality 490 670 6.79 4.85
Min Lowest Quality 465 689 6.54 4.6

According to the optimal value of each objective function, the optimal solution of
the proposed multi-objective model was obtained using the EC method, which is given in
Table 4. Also, the sample problem was solved by using the NSGA-II algorithm to show the
validity of the algorithm shown in Table 5.

Table 4. The optimal solution of the proposed multi-objective model obtained by the EC method.

Objective Functions Values

Z1 Time 490
Z2 Cost 670

Z3 Quality 6.89 (84%)
Z4 Lowest Quality 4.7 (77%)

Table 5. The optimal solution of the proposed multi-objective model obtained by the NSGA-
II algorithm.

Objective Functions Values

Z1 Time 425
Z2 Cost 710

Z3 Quality 6.79 (82%)
Z4 Lowest Quality 4.4 (75%)

5.2. The Large-Scale Real Project

Several studies were conducted to estimate the best parameter values of the NSGA-II
algorithm for various problems. We refer to Mirjalili and Dong [45] for more detailed infor-
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mation. The initial values of the parameters and their levels for the Taguchi experimental
tests are shown in Table 6.

Table 6. Parameters of the algorithm.

Parameters
The Symbol in

Taguchi Test
Levels of Parameter

Level 1 Level 2 Level 3

Mutation A 0.1 0.5 0.9

Intersection B 0.8 0.9 0.7

Initial Population C 50 100 150

No. of Replications D 100 500 1000

Figure 4 shows a plot of S/N values for the four parameters of mutation, crossover,
initial population, and multiple replicates, denoted by A, B, C, and D, respectively. As can
be seen in this figure, the maximum S/N values belong to level 2 of all parameters. In other
words, the findings of Taguchi’s experiments confirmed the results of studies conducted
by Mirjalili and Dong [45]. According to the results of Taguchi’s tests, the optimal values
of NSGA-II algorithm parameters are as follows: initial population size, 100; number of
iterations, 500; mutation rate, 0.5; and, finally, crossover rate, 0.9.
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The NSGA-II algorithm method was implemented in an oil and gas construction
project as a real case study using MATLAB software. The results of 30 runs of the algorithm
are shown in the Pareto chart in Figure 5.

As shown above, the following results were obtained:

• The “Time-Quality” graph shows that the project quality will also increase if the project
time increases. Time and quality have a direct relationship.

• The “Cost-Quality” graph indicates that if the project cost increases, the project quality
will increase as well. For example, using high-quality materials that are costlier will
yield higher project quality.

• The “Time-Last Quality” graph shows that if the project time increases, the lowest
quality of the project also increases. This means that the lowest quality, the minimum
quality level of the selected activities, will increase if the project time increases. In other
words, it verifies that increasing project time will lead to increased project quality.

• The “Cost-Lowest Quality” graph shows that the lowest quality will also increase if
the project cost increases. In this sense, increasing the project budget increases the
quality of activities that will result in improving the project quality.

• The last graph, “Quality-Lowest Quality”, illustrates that increasing the project quality
will result in decreasing the number of activities that have the lowest quality level,
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which means that if the project quality increases, the quality of activities will increase,
so the number of activities that do not have the desired quality level will be reduced.
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5.3. Sensitivity Analysis

To perform sensitivity analysis, first, the values of the quality objective function and
the minimum quality objective function were divided by the number of related activities to
determine the average quality of the activities. Changing the value of the quality objective
function is not necessarily the same as changing the value of the quality objective function
because the increase in quality logically leads to an increase in the minimum quality level.
However, the fourth objective function minimizes the sum of activities with the minimum
quality level. Therefore, the changes in this value of the objective function can be in line
with or against the changes in the value of the third objective function. Sensitivity analysis
was performed on time, cost, and quality factors. As a result, the values of the objective
functions were recalculated, the results of which can be seen in Table 7.

Table 7. Results of the objective function values based on different time, cost, and quality values.

Type Parameter Z1 (Time) Z2 (Cost) Z3 (Quality) Z4 (Lowest Quality)

Time values
T = 650 - 710 80% 65%
T = 750 - 670 84% 71%
T = 850 - 655 84% 72%

Cost values
C = 700 634 - 69% 60%
C = 800 490 - 84% 71%
C = 900 488 - 93% 79%

Quality values
Q = 70% 435 650 - 61%
Q = 80% 490 670 - 71%
Q = 90% 520 820 - 80%

Table 7 shows that reducing the project time from 750 days to 650 days leads to an
increase in the values of other objective functions of cost, quality, and lowest quality. An
increase in project time from 750 to 850 days (13%) leads to a decrease in project cost, but
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the quality of the project remains unchanged and the minimum quality increases by 1%.
This means that the model is more sensitive to reducing project time; the cost increases by
5%, and quality decreases significantly. However, a 13% increase in project time reduces the
cost by 2% and the quality remains unchanged. Table 7 indicates that with a cost reduction
of 14%, the time significantly increases, and the quality is considerably reduced. Increasing
the project budget from 800 to 900 (14%) yields a decrease in time by 2 days; however, the
quality is significantly increased (10% more than expected).

In this research, quality may be affected if the project is completed with less duration
and lower cost. If the project is completed with less duration and higher quality, the
cost will increase. Also, if the project is completed with lower quality and cost, time
will increase. The changes in values of time, quality, and cost were only based on the
assumptions of the author, and there were no real-world data to cross-check or compare
the results of changes in the value of those variables. Table 7 shows the changes in the
values of the objective functions that result from the changes in the value of the quality
objective function. If the quality decreases by 10%, the time and cost also decrease slightly.
If the quality increases by 10%, the time and cost increase drastically, which means that the
model is more sensitive to changes, and the increase in cost leads to a drastic change in the
values of other objective functions.

6. Conclusions

This study investigated the trade-off of the time, cost, and quality of the PSP consider-
ing activity progress and customer satisfaction. It was assumed that each project activity
could be performed in different execution modes. In addition, division was allowed for
some activities depending on the characteristics and specifications of the project. First,
the proposed multi-objective model was evaluated using the sub-project of the oil and
gas construction project. The Epsilon Constraint (EC) method was used to solve the small
project example as one of the known exact methods. Then, this model was implemented
in a large oil and gas construction project. According to the NP-hardness of the proposed
model, the NSGA-II algorithm was used to deal with the problem at hand. The Taguchi
method was also used to adjust the parameter. Finally, sensitivity analysis was performed
on the three main parameters of time, cost, and quality to investigate the effects of changes
in model parameters. The results show that the model is more sensitive to cost changes, so
an increase in project cost leads to a drastic change in the values of other objective functions.

Customer satisfaction as an important factor should be paid more attention to in
various construction projects by project managers and organizational decision makers.
Customer satisfaction is not possible without an increase in time and quality as well
as a decrease in cost. This study provides some instruction for project practitioners to
incorporate this crucial factor into their planning approaches. On the other hand, the
literature review showed that the trade-off of the time, cost, and quality problem has been
neglected in relevant studies in oil and gas construction projects.

As some recommendations for further research, the proposed multi-objective model
should be implemented in other projects and industries. Also, other metaheuristic al-
gorithms can be applied and the results compared. In addition, the uncertainty of the
parameters should be considered in the model. In addition, other aspects of customer
satisfaction may also be considered. In addition, sustainability factors that include social
and environmental impacts should be considered in the model.
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