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Abstract: Motion sequence data comprise a chronologically organized recording of a series of
movements or actions carried out by a human being. Motion patterns found in such data holds
significance for research and applications across multiple fields. In recent years, various feature
representation techniques have been proposed to carry out sequence analysis. However, many of these
methods have not fully uncovered the correlations between elements in sequences nor the internal
interrelated structures among different dimensions, which are crucial to the recognition of motion
patterns. This study proposes a novel Adaptive Sequence Coding (ASC) feature representation
with ensemble hidden Markov models for motion sequence analysis. The ASC adopts the dual
symbolization integrating first-order differential symbolization and event sequence encoding to
effectively represent individual motion sequences. Subsequently, an adaptive boost algorithm based
on a hidden Markov model is presented to distinguish the coded sequence data into different
motion patterns. The experimental results on several publicly available datasets demonstrate that
the proposed methodology outperforms other competing techniques. Meanwhile, ablation studies
conducted on ASC and the adaptive boost approach further verify their significant potential in motion
sequence analysis.

Keywords: motion sequence; dual symbolization; event encoding; hidden Markov model; adaptive
boost

MSC: 68T01; 92C55

1. Introduction

Motion sequence data comprise a kind of multi-dimensional time series that describes
a motion phenomenon from various dimensions over time [1–3]. Motion sequence data
are commonly found in real-world activities such as sports [4,5], traffic transportation
prediction [6], smart home security threat detection [7], and medical rehabilitation [8].
Using aerobics training as an example, the motion sequence data collected from athletes
during their training activities can be analyzed to better guide their strategy for difficult
movements, thereby enhancing the effectiveness of training [9]. The intelligent analysis of
motion sequences has also attracted widespread attention from the healthcare research field
in recent years [2,8]. However, motion sequence data exhibit characteristics such as high
dimensionality and strong coupling, and they are highly susceptible to noise caused by
environmental interference [10,11]; all of these factors pose difficulties for the detection and
analysis of motion signals manually. Therefore, a reliable approach should be developed to
accurately and autonomously process complicated motion data.
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Raw motion sequence data should first be transformed into structured and meaning-
ful representations using feature representation methods to reduce data dimension and
computational cost [12–14]. In addition, this process improves the signal-to-noise ratio,
enabling traditional classification approaches to more accurately analyze the transformed
sequences [10,15].

Existing representation methods can be roughly categorized into two groups: non-
data-adaptive and data-adaptive methods [16,17]. Non-data-adaptive methods rely on
predefined transformation parameters or structures for handling input data. They cannot
be dynamically adjusted to adapt to the characteristics of a specific dataset during pro-
cessing. In contrast, data-adaptive methods are capable of dynamically adjusting internal
representations to learn and capture intricate patterns and variations present in the data.
Due to their flexible representational capacity and excellent generalization performance,
data-adaptive methods can reduce the need for manual intervention [18] and have been
widely adopted to handle various types of multi-dimensional sequence data [19]. Common
data-adaptive approaches include Symbolic Aggregation approXimation (SAX) and its vari-
ants [18,20]. For instance, the work of Lima et al. [21] revealed that symbolic representation
techniques (e.g., SAX, Symbolic Fourier Aggregation (SFA)) can reduce the computational
cost of human activity recognition. Nguyen et al. [22] presented a framework based on
symbolic representation and the linear classification model to address a series of challenges
including the adaptation of variable-length motion data and interpretability.

Once all of the features have been identified for a motion sequence, an appropriate
classification approach needs to be designed to discriminate between the motion pat-
terns. Widely used classification approaches include but are not limited to support vector
machine [21], hidden Markov model (HMM) [23], Naive Bayes [24], K-nearest neighbor
(kNN) [25], and adaptive boosting (AdaBoost) [26]. Among these methods, AdaBoost has
been extensively applied to classify motion sequences [26,27] as it can adaptively adjust the
weights of base learners and sequence samples via a learning process, thereby improving
the performance of sequence analysis.

Despite the remarkable success achieved by symbolization-based sequence analysis, es-
pecially those rooted in data-adaptive methods, some limitations still exist that researchers
should pay attention to. First, most symbolization-based feature representations ignore
intrinsic structure relationships in different dimensions of sequences and the correlations
between elements in sequences, which are crucial clues for identifying motion patterns.
Moreover, since some existing symbolization strategies are very sensitive to outliers or
noise in the sequence data, certain information unrelated to classification may be identified,
adversely affecting performance. Second, the classification accuracy of single classifiers
may be constrained, especially in small sample size cases, since their dependence on a
particular set of parameters hampers generalization across diverse datasets or distinct
feature sets with disparate distributions.

To address the above challenges, we propose a novel motion sequence analysis frame-
work that adaptively encodes and compresses multi-dimensional motion sequences via
dual symbolization and assembles multiple base learners for efficient and accurate classifi-
cation. More specifically, this framework first applies a first-order differential symbolization
to find the correlations between elements and denoise the raw sequences. Then, a new
adaptive event coding is devised to encode multi-dimensional symbol sequences into
one-dimensional event sequences, with the objective of uncovering the inherent relation-
ships within motion sequences across different dimensions. Finally, an ensemble learning
classifier AdaBoost using HMM as the base learner is applied to discriminate between
event sequences. The framework is used to carry out experiments on a series of real-life
motion sequence datasets, and the experiment results evidence its superiority over its
competitors. In addition, ablation experiments demonstrate the effectiveness of the devised
feature representation mechanism in dimensional reduction.

Overall, this study has the following major contributions:
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1. We propose a novel feature representation approach, namely, adaptive sequence
coding (ASC), for motion data analysis. ASC is a data-adaptive learning method
that does not require large-scale hypeparameters, which has the ability to capture
the correlations between elements as well as the internal interrelated structures of
multi-dimensional sequences.

2. We propose an ensemble learning classifier that utilizes HMMs as base learners. It
can effectively excavate internal interconnections and variations of elements within
symbolized sequences, thus further boosting the performance of motion recognition.

3. Extensive experiments on several popular real-world datasets show that our method
compares well to competing techniques. Additionally, ablation studies also confirm
the benefits of the proposed dual symbolization mechanism and ensemble learning.

The rest of this paper is organized as follows. Section 2 provides a literature review of
related methods. Section 3 describes, in detail, the datasets used and the principle of our
proposed method. Section 4 provides an analytical discussion of the experimental results.
Finally, we give our conclusions and outline recommendations for future work in Section 5.

2. Related Works

A significant number of studies have been conducted for the identification and analysis
of motion sequence data in recent years. They can be roughly grouped into two groups:
no-data-adaptive and data-adaptive approaches. In this section, we briefly review these
two categories of approaches.

2.1. Non-Data-Adaptive Methods

Non-data-adaptive methods involve analyzing and predicting data based on pre-
determined rules and parameters without any kind of data adjustment or training. Spec-
trum analysis is a common non-data-adaptive representation approach [28,29]. For example,
Agrawal et al. [28] proposed a feature representation approach based on the Discrete Fourier
Transform, which maps time series data to the frequency domain and then performs sim-
ilarity queries using R*-trees. Liu et al. [30] utilized the Discrete Wavelet Transform to
jointly represent the time-frequency domain information of data. In addition, some other
non-data-adaptive methodologies in [29,31,32] have also been proposed for the analysis
of motion sequence. Keogh et al. [33] proposed a method based on segment-by-segment
linear segmentation for determining the shape of the sequences. Similarly, Chatzigeor-
gakidis et al. [31] adopted a piecewise aggregate approximation to extract the representative
features from the sequence data, which divides the original data into segments and then
calculates the average value of each segment as a representative feature. Overall, non-data-
adaptive methods are fast and simple due to their minimal reliance on training data and
model parameter adjustments, but their strong dependence on a priori assumptions can
often lead to underfitting or high error classification results, especially when dealing with
complex motion sequences [29].

2.2. Data-Adaptive Methods

Data-adaptive methods have garnered significant attention in the analysis of sequence
data, due to the fact that they can adaptively change transformation parameters when
transforming sequences. In this regard, Lin et al. [18] first introduced a SAX method for the
feature representation of sequence data. It utilizes the piecewise aggregate approximation
to process the original sequence and partition the distribution space of the sequences into
equiprobable regions according to the standard normal distribution. Then, each segment is
mapped to the corresponding symbols. The SAX can preserve the overall shape and local
features of the original sequence, making the distance between the characterized sequence
and the original one strongly correlated. Due to its excellent characteristics, many SAX-
based approaches have been proposed to analyze motion sequences involving humans
and objects in the literature [21,34]. For instance, Junejo et al. [35] proposed a human
motion recognition method based on profiles and SAX-Shapes, which transforms the raw
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data into symbol sequences by shape information to reduce dimensionality while retaining
important information. Recently, Zhou et al. [36] applied the SAX to explore the relationship
between gaze focus and hand movement. Later, Riza et al. [37] used the SAX and Basis
Order Discovery Random Projection algorithm to detect orbital resonance data describing
asteroid motion. However, most existing symbolization-based motion sequence approaches
ignore noise reduction processing and correlation information in various dimensions of
sequences and among different elements in each one-dimensional sequence, negatively
affecting classification performance. Thus, this work focuses on proposing an innovative
feature representation mechanism to effectively tackle these challenges.

3. Materials and Methods

This section presents a novel framework for enhancing the analysis performance of
motion sequences. The machine learning pipeline used in this research is depicted in
Figure 1. It mainly encompasses two phases: feature representation learning and classifica-
tion. Detailed discussions of each phase are presented in the subsequent subsections.

Figure 1. Flowchart of the proposed motion sequence analysis framework.

3.1. Dataset

Five publicly available datasets on human motion are used in this research. Their
details are displayed in Table 1. Among these datasets, LIBRAS1, LIBRAS2, HAR, and
JSI are relatively small and OPPORTUNITY has a larger sample size. It should also be
noted that JSI and OPPORTUNITY are unbalanced datasets, while the other three datasets
are balanced.

The first two datasets, LIBRAS1 and LIBRAS2, are derived from the same public
dataset called Lingua Brasileira de Sinais (LIBRAS) [38], which is commonly used for
Brazilian gesture language recognition studies. Both datasets comprise various instances of
gesture movements, with each instance represented by 45 two-dimensional data trajectories.
In LIBRAS1, the gestures include swing (curved), swing (horizontal), swing (vertical), arc
(anti-clockwise), and arc (clockwise); in LIBRAS2, the gestures include zigzag (vertical),
wavy (horizontal), wavy (vertical), circle, and curve (up).

The third dataset is a Human Activity Recognition (HAR) dataset [39]. It was collected
from 30 participants aged from 19 to 48 years old using smartphones attached to the left
side and right side of their waists. The participants performed daily life activities such
as sitting and walking. The corresponding triaxial accelerometer (linear acceleration) and
gyroscope (angular velocity) data were collected at a sampling rate of 50 Hz.

The fourth dataset selected is the localization data provided by the Jozef Stefan Institute
(JSI) [40]. This database contains recordings of five individuals performing various activities.
Each wore four sensors (tags) to record the motion data while repeating the same scenario
five times. The 427 samples in this dataset were selected, and each sample is associated
with one of four human motions (e.g., sitting down, walking).

The fifth dataset, known as the OPPORTUNITY Activity Recognition dataset [3], is
introduced to serve as a benchmark for algorithms aimed at recognizing human motion
recorded by a multitude of body-worn sensors. The dataset incorporates numerous inertial
sensors embedded in everyday objects, along with tags and switches distributed throughout
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the environment. The dataset comprises 1672 samples, and each sample contains a three-
dimensional motion sequence capturing human motion, covering four primary activity
types: standing, walking, sitting, and lying down.

Table 1. Detailed information of the experimental datasets

Datasets Classes Dimensions Sequence Lengths Sample Sizes of Sequences

LIBRAS1 5 2 [45, 45] 120
LIBRAS2 5 2 [45, 45] 120

HAR 4 3 [10, 48] 242
JSI 4 3 [133, 133] 427

OPPORTUNITY 4 3 [4028, 4028] 1672

3.2. Adaptive Motion Sequence Coding

In general, motion sequence data has high dimensionality and strong coupling. Se-
quence representation techniques can transform the original multi-dimensional sequences
into an approximate representation, improving the detection performance of subsequent
tasks. Among these methods, symbolic representation has emerged as a research hotspot
for sequence representation learning. As mentioned above, SAX utilizes time-domain
information to extract the important features, and SFA processes sequence data in the
frequency domain. However, they only symbolize the sequence data on a single di-
mension and may lose important correlation information between sequences. To solve
this issue, this work presents a novel dual symbolization framework to capture both
time-wise and dimension-wise information of the motion sequence data. We begin by
introducing the notation used throughout the paper. In what follows, the motion se-
quence dataset is denoted by SDB = {(X(1), y1), (X(2), y2), . . . , (X(n), yn), . . . , (X(N), yN)},
with X(n) = (X(n)

1 ; X(n)
2 ; . . . ; X(n)

d ; . . . ; X(n)
D ), n = 1, 2, . . . , N; and d = 1, 2, . . . , D. Here, N

denotes the total number of motion sequence samples, D denotes the dimensions of the
sequence data, yn ∈ {1, 2, . . . , K} represents the class label of the n-th sequence sample,
and K represents the total number of motion categories in the dataset. Note that D is
usually 2 or 3 in this work. The d-th dimension data of the motion sequence X(n) can
be represented as X(n)

d = {x(n)d1 , x(n)d2 , . . . , x(n)dt , . . . , x(n)dT }, where T and x(n)dt ∈ < denote the
sequence length and the t-th observation (t = 1, 2, . . . , T), respectively.

Since motion sequences are highly susceptible to noise caused by various sources such
as sensor errors and environmental effects, a first-order difference method is adopted to
smooth out the data and highlight the changes or trends between consecutive observations.
The logic of this method can be mathematically expressed as [14]:

5x(n)dt = x(n)d(t) − x(n)d(t−1), t = 2, 3, . . . , T. (1)

where 5x(n)dt represents the first-order difference at time t. Subsequently, a novel dual
symbolization mechanism is designed to analyze the coupling relationship between multi-
dimensional sequences and reduce the effect of the noise and outliers. Similar to SAX,
the newly presented mechanism first transforms the difference data into a one-dimensional
symbolic sequence quickly, using the following processing rule:

s(n)dt =


A, 5x(n)dt > ε

B, | 5 x(n)dt | ≤ ε

C, 5x(n)dt < −ε

(2)

where s(n)dt denotes the symbolic representation of the value at time t in difference data
(t = 2, 3, . . . , T) and ε is a small positive real value that represents the sensitivity to spatial
variation. Based on this, the first-order difference sequence can be represented using the
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following sequence of symbols S(n)
d = {s(n)d2 , s(n)d3 , . . . , s(n)dt , . . . , s(n)dT }. Symbols “A”, “B”, and

“C” are the three potential trend changes calculated from the value of the sequence in
the current moment with respect to the value from the previous moment. To be more
specific, the positive and negative values are represented by the symbols “A” and “C”,
respectively; when the absolute value of the difference is less than ε, it means that the value
at successive moments is almost unchanged, which is denoted by the symbol “B”. In this
way, the newly presented first-order difference symbolization strategy would capture the
correlations between elements in each unidimensional series, such as variation trends.

Although symbolized sequences from the multi-dimensional data can be directly
flattened into a one-dimensional feature vector as the input of classifiers, this might result
in the loss of correlation information among distinct channels and high dimensionality.
Meanwhile, the results of this processing could not only substantially increase the com-
putation burden but also result in performance degradation [18,41]. To cope with these
issues, a novel event sequence encoding method is proposed as a second symbolization to
sufficiently exploit the spatial correlations. This method involves combining and encoding
the values from multi-dimensional symbolized sequences at the same moment into a single
event symbol. For a D dimension motion sequence, there are at most 3D possible event
cases, which are denoted by V = {β1, β2, . . . , β3D}. Obviously, the channel number of
encoded data is only 1/D of the original channel dimension. Figure 2 depicts an example of
symbolic representation of 2-dimensional sequence data through the ASC method, where
the used data comprise a six-circle gesture motion data from the LIBRAS2 dataset. It can be
seen from the figure that the recorded six-circle gesture motion sequence is initially divided
into two one-dimensional sequences X(n)

1 and X(n)
2 , and then each sequence is encoded by

using the proposed first-order differential symbolization. Finally, all symbolized sequences
are converted into a single event sequence as the input of the classification methods.

Figure 2. Representation of the six-circle gesture motion sequence in LIBRAS2.
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3.3. Ensemble Learning Classification

To build on the above premise, it is necessary to design a model that can effectively
process the features finally obtained. Toward this end, a novel HMM-based AdaBoost
model is constructed to perform the classification of motion sequences. HMM is a powerful
statistical model that can capture the implicit relationships among elements in sequences,
namely, the intricate interplay between state transitions and observations within sequence
data [42], and provide a comprehensive understanding and representation of chronological
feature. At the same time, AdaBoost provides two advantages: firstly, this classifier pro-
ficiently classifies multiple classes through the amalgamation of numerous base learners.
Secondly, since multi-dimensional motion sequence data usually contain noise and uncer-
tainty; AdaBoost can effectively reduce the risk of overfitting. It will adaptively adjust the
weights of the samples and pay more attention to the misclassified samples, thus improving
the robustness of the model [26,27].

3.3.1. Constructing Hidden Markov Models

As an extension of Markov chains, HMM is a stochastic process with multiple states.
Each state is associated with an observation, and transitions between states are associated
with transition probabilities. The key feature of a Markov process is that transitions
to the next state depend solely on the current state, independent of the previous other
states [24,42]. Since this technology has the property of the unobservability of the real state
sequence, it is also referred to as an HMM in the literature.

Let Q = {q1, q2, . . . , qZ} be the set of hidden states and M be the number of all event
symbols, where Z is the total number of hidden states. An HMM has a parameter set
λ = (Ξ, G, Π) consisting of an initial state matrix Π, a state transition matrix Ξ, and an
observation matrix G [42]. The state transition matrix Ξ(Z× Z) is composed of elements
ξi,j, and its specific form is defined as:

Ξ = [ξi,j]Z×Z (3)

ξi,j = P(hl+1 = qj | hl = qi), 1 ≤ i, j ≤ Z, l = 1, 2, . . . , L (4)

Z

∑
j=1

ξi,j = 1 (5)

where hl is a random variable associated with the hidden state of the l-th observed coding
symbol in the event sequence, L refers to the length of the event sequence, and ξi,j represents
the probability of transitioning from hidden state qi to hidden state qj(i, j ∈ {1, 2, . . . , Z}).

Suppose that gj(m) is the probability of the m-th category event symbol appearing
from hidden state qj; the observation matrix G can be expressed as:

G = [gj(m)]Z×M (6)

gj(m) = P(ol = βm | hl = qi), m = 1, 2, . . . , M (7)

M

∑
m=1

gj(m) = 1 (8)

where ol stands for a random variable associated with the l-th coding symbol in sequence.
Lastly, the initial state matrix Π(Z× 1) is determined based on the frequency of the

initial hidden states in the symbol sequence. Figure 3 presents an illustrative diagram
outlining the process for determining the motion category of an event sequence. Specifically,
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given any one event sequence, the motion category of the event sequence θ is calculated as
follows [23]:

P(θ | λ) = Πh1 · g1(o1)ξ1,2(o1)g2(o2) · · · ξL−1,LgL(oL) (9)

Figure 3. Illustration of the employed event sequence-based HMM.

In this study, each base learner (SequenceHMM) consists of the same number of HMMs
as the total number of motion categories in the testing dataset. For instance, the HAR
dataset encompasses six distinct motion classes, so the constructed HMM-based learner
would contain six HMMs. That is to say, each class constructs a corresponding HMM,
denoted by P(θ | λy=k) as the probability of the event sequence θ under the k-th HMM
(k = 1, 2, . . . , K). Thus, if P(θ | λy=k) exceeds the probability values of the other K − 1
HMMs, the event sequence θn would be identified as the k-th motion class [23]:

ŷ(θn) = arg max
k=1,2,...,K

P(θ | λy=k). (10)

3.3.2. Constructing Ensemble-SequenceHMM Using AdaBoost

In this step, we deploy an ensemble of SequenceHMM to reflect the diversity of human
motion. A single SequenceHMM may effectively classify categories within the training data,
while it degenerates in human motion, in which the category is relatively less recorded.
Different human motion activities can be influenced by various factors such as environment,
age, and scenario. In addition, certain activities with similar movement patterns (e.g.,
zigzag (vertical) and wavy (vertical)) may be easily confused. Consequently, this work
attempts to design an ensemble-SequenceHMM that uses multiple SequenceHMMs with
varying hidden states to discriminate between motion sequences, which can enhance model
flexibility and effectiveness.

The fundamental principle of the ensemble learning method is that in the learning
process, it assigns weights to numerous base learners, which are subsequently amalgamated
to form a classifier that can surpass the performance of any individual one [26,27]. The more
variable and diverse individual base learners are, the stronger the classification performance
of the ensemble learning [23]. Thus, this work constructs several sequence-based HMMs
with AdaBoost methodology to classify the categories of the input human motion data.

AdaBoost is an iterative adaptive boosting methodology that can be roughly seg-
mented into three stages, as illustrated in Figure 4. Initially, each sample is assigned equal
weight before training the classification model. Then, AdaBoost learns a small number of
weak classifiers and iteratively boosts them into a strong classifier with higher precision.
In each iteration φ (φ = 1, 2, . . . , Φ), the samples assigned different weights are applied
to train the SequenceHMM, and the corresponding base learner weights are updated ac-
cording to the classification error rate of the event sequences. Subsequently, all sample
weights are updated, where the weights of correctly classified samples are decreased and
the weights of incorrectly classified samples are increased. Finally, each SequenceHMM
with different weights is integrated into the final classifier by a weighting strategy. To sum
up, the above process not only pays more attention to the misclassified samples but also inte-
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grates multiple SequenceHMMs to capture the correlation information between sequences
more effectively, thus improving the overall discriminative ability of the model.

The detailed algorithm for the proposed framework is shown in Algorithm 1. Here,
I(·) represents the indicator function. The time complexity of the ASC is O(3DL). The time
complexity of the Adaboost is O(ΦK f ) [43], where f is the complexity of a base learner.
In this work, the used base learner is the HMM, and the corresponding time complexity
is O(LZ2) [44]. Therefore, the overall computational complexity of the Algorithm 1 is
O(3DL + ΦKLZ2).

Algorithm 1: Pseudo-code for ASC and Ensemble-SequenceHMM
Input: Multi-dimensional motion sequence

SDB = {(X(1), y1), (X(2), y2), . . . , (X(n), yn), . . . , (X(N), yN)}.
Initialize: Define number of iterations Φ;

Initialize all weights over training samples wn = 1
N , n = 1, 2, . . . , N.

Output: Estimate the class label ŷ of each sample:
ŷ = argmax

k
{∑Φ

φ=1α(φ)P(θ | λ
(φ)
y=1), . . . , ∑Φ

φ=1α(φ)P(θ | λ
(φ)
y=K)}.

1 for n = 1 to N do
2 for t = 2 to T do
3 Compute first-order differential symbolization by Equations (1) and (2) ;

4 Encode event sequence θn with D-dimensional symbol sequences and generate
sample (θn, yn) ;

5 Θ← {θ1, θ2, . . . , θN};
6 for φ = 1 to Φ do
7 for k = 1 to K do
8 Extract DB(φ)

y=k from Θ ;

9 Train SequenceHMM(φ), λ
(φ)
y=k, using DB(φ)

y=k and weight wn, as in
Section 3.3.1;

10 Estimate the class label ŷ(φ)n of each sample by Equation (10);
11 Compute error rate err(φ) = ∑N

n=1wn · I(ŷ(φ)(θn) 6= yn) ;

12 Compute weight of SequenceHMM(φ), α(φ) = log 1−err(φ)

err(φ)
+ log(K− 1) ;

13 Update weight wn ← wn · exp(α(φ) · I(ŷ(φ)(θn) 6= yn));

Figure 4. Framework of the proposed Ensemble-SequenceHMM.
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4. Experimental Results and Analysis

In this section, we evaluate the effectiveness of the proposed feature representation
method on five real-world motion sequence datasets. Meanwhile, we also conduct compar-
ative experiments with several representative approaches. All experiments are conducted
on a PC configured with 3.20 GHz, AMD Ryzen 7 5800H CPU, NVIDIA GeForce RTX
3060 GPU, 16 GB RAM, and Windows 11 as the operating system.

4.1. Experimental Setup

To ensure the rigor of our experiment, we selected two mainstream sequence repre-
sentations for comparison. The first one was SAX [18]. The second one was Adaptive
SAX based on Entropy (ASAX_EN) [20], which segments the sequences into different
parts according to their entropy and symbolically represents each segment. The processed
data of these two feature representations were fed into three different classifiers, namely,
KNN, Bayesian, and HMM, to carry out a comprehensive comparison. Note that the input
features of KNN and Bayesian are constructed by using six-gram.

Furthermore, we also compared our results against several deep learning models that
utilize embedded sequence representations. The first selected model, namely, LSTM, is a
variant of a recurrent neural network that can capture intricate dependencies in sequential
data. According to the work of Maulik et al. [45] and Tiumentsev et al. [46], the LSTM
method generally consists of an LSTM layer with 32 neurons, followed by a fully connected
layer. Meanwhile, the Softmax function is used for classification. The second model is
the Multilayer Perceptron (MLP), representing an alternative neural network architecture
in deep learning. It also has the capability to automatically learn latent features within
sequences. Ismail et al. [13] experimented with time series datasets from different domains
and showed that a four-layer MLP obtained good overall performance. Due to its success,
the MLP used in this work adopted the same network architecture. Additionally, two
relatively recent embedded sequence representation methods are also selected as compar-
ative algorithms: Time Le-Net (t-LeNet) [47] and the Neural Network Augmented with
Task-Adaptive Projection (TapNet) [12]. The TapNet is a multivariate time series classifica-
tion method with an attentional prototype network. The t-LeNet is a convolutional neural
network based on LeNet, which incorporates specialized structures and layers designed
for sequence data to effectively identify and extract features within it.

In all of our experiments, the input length of all deep learning networks is set as
the maximum length among all sequences. For our proposed approach, the hidden state
number of five SequenceHMMs is set to 4, 5, 6, 7, and 8, respectively. Meanwhile, the Baum–
Welch algorithm is applied to learn the model parameters λ of the SequenceHMM from the
dataset in this work.

In addition, this work follows a similar experimental protocol to Lima et al. [21] and
employs five-fold cross-validation to evaluate the performance of the proposed framework.
During five-fold cross-validation, the complete dataset is randomly partitioned into five
subsets, where one subset function was used for testing and the rest for training. Subse-
quently, five experiments were conducted, and the average performance of all iterations
was reported.

4.2. Evaluation Metrics

To evaluate the proposed framework, we adopt two widely used classification metrics.
The first metric is overall accuracy, which is capable of measuring the classification accuracy
of the classifier over the entire multi-class dataset. The second metric is Macro-F1 [25],
which integrates precision and recall for each motion category, providing a comprehensive
evaluation of the model’s performance through the computation of their harmonized
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average. For each motion class, F1-measure is used for evaluation. The calculation of these
metrics can be expressed using the following mathematical formulations:

Overall accuracy =
∑(1|yn = Pyn)

∑(1|yn = yn)
(11)

F1 =
2× Recall × Precision

Recall + Precision
(12)

Macro− F1 =
∑K

j=1 F1j

K
(13)

where yn and Pyn stand for the true and predicted label of the n-th sample, respectively.
Recall is the ratio of accurate positive predictions to the total number of positive samples.
Precision is the proportion of real positive samples recognized as positive samples. F1j is
the F1 score of j-th class.

4.3. Overall Comparison with Previous Studies

To illustrate the performance of the proposed framework, we conducted a comparative
analysis using five real-world motion sequence datasets. Tables 2 and 3 summarize the
comparison between our framework and other methodologies on different datasets. We
can discover that our framework outperforms the two mainstream sequence representation
approaches. In terms of accuracy, the proposed framework surpasses SAX coupled with
N-gram+Bayes by 34.17%, 30.00%, 56.89%, 27.58%, and 55.92% on the LIBRAS1, LIBRAS2,
HAR, JSI, and OPPORTUNITY datasets, respectively. In terms of Macro-F1 measure,
the proposed framework improved the baseline (SAX + HMM) by more than 35% in all
datasets used. Similar results can also be found in comparison with other SAX-based
methods. Through in-depth analysis, we think the performance improvement comes
mainly from the following two key advantages. On the one hand, the first-order difference
symbolization in the proposed ASC can effectively perform both denoising and data
smoothing through the differencing of adjacent data points; its ability to learn correlations
between sequence elements is an essential aspect that is especially overlooked by other
existing representation approaches. On the other hand, adaptive event sequence coding
can significantly compress data dimensionality and facilitate the more efficient capture of
structural relationships among motion sequences, thus enhancing subsequent classification
performance. Furthermore, it is well known that some existing conventional classifiers
(e.g., Naive Bayes) often need to rely on the independence assumption—that elements in
sequences are independent of each other, to ensure mining efficiency—but this assumption
might be violated in practical scenarios [48]. Conversely, the base learner HMM used can
capture the dependencies among elements in sequences [23]. Interestingly, it can also be
observed from the Tables 2 and 3 that the HMM-based methods generally achieved better
classification performance compared to the Bayes-based methods.

Also, when compared against deep learning methods, the proposed framework
matches the highest overall accuracy and Macro-F1 on the LIBRAS1, LIBRAS2, and HAR
datasets, respectively. Particularly, the overall accuracy of our method on the LIBRAS1,
LIBRAS2, HAR, JSI, and OPPORTUNITY datasets demonstrates notable improvements of
14.35%, 8.63%, 67.42%, 40.13%, and 38.00%, respectively, as opposed to the TapNet model.
Likewise, the proposed approach outperforms t-LeNet in both evaluation metrics, where
the latter obtained suboptimal accuracies on four datasets, except for the LIBRAS2 dataset.
This discrepancy can be attributed to the deep learning method’s demand for substantial
data for effective model training, and it often falls short of achieving satisfactory results
when dealing with small sample datasets. The complex model with large-scale parameters
is another key for the performance of the deep learning models [13]. Conversely, our
proposed framework can achieve satisfactory results without such requirements. Intrigu-
ingly, this finding aligns with the results reported in the literature [49,50]. Furthermore,
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our proposal enhances data interpretability due to the fact that a finite set of symbols is
adapted to represent original numerical values, making the data more understandable
and interpretable for further analysis. Consequently, in the context of analyzing small-size
motion datasets with small sample, this work focuses on machine learning techniques
instead of deep learning.

Table 2. Comparison of overall accuracy (%) with different methods using multiple same pub-
lic datasets.

Feature Representation Classifier LIBRAS1 LIBRAS2 HAR JSI OPPORTUNITY

N-gram+KNN 56.67 51.67 22.00 43.08 27.52
SAX N-gram+Bayes 60.00 58.33 30.75 37.05 20.22

HMM 54.17 43.33 31.50 46.84 38.16

N-gram+KNN 63.33 54.17 33.25 43.85 50.60
ASAX_EN N-gram+Bayes 66.67 66.67 23.25 34.66 51.26

HMM 66.67 57.50 39.25 49.67 51.26

Embedded

LSTM 20.25 21.01 21.25 40.98 37.86
MLP 25.29 16.85 29.75 66.48 74.93

t-LeNet 93.33 76.52 58.25 42.15 52.45
TapNet 79.82 78.95 24.50 38.86 38.14

ASC AdaBoost 94.17 88.33 87.64 64.63 76.14

The best results are highlighted in bold.

Table 3. Comparison of Macro-F1 (%) with different methods using multiple same public datasets.

Feature Representation Classifier LIBRAS1 LIBRAS2 HAR JSI OPPORTUNITY

N-gram+KNN 54.61 44.97 13.93 27.98 10.61
SAX N-gram+Bayes 59.03 54.61 18.28 20.56 8.41

HMM 52.06 37.60 18.73 24.81 13.81

N-gram+KNN 61.62 51.05 31.95 39.34 34.71
ASAX_EN N-gram+Bayes 66.52 64.02 17.78 33.26 34.89

HMM 65.25 54.06 34.82 40.14 34.89

Embedded

LSTM 8.17 14.12 9.98 14.51 13.74
MLP 14.73 10.78 20.75 54.05 70.10

t-LeNet 93.28 73.19 56.24 16.31 39.44
TapNet 81.55 78.69 20.14 34.08 32.71

ASC AdaBoost 93.99 87.32 87.56 60.68 61.64

The best results are highlighted in bold.

In conclusion, these results validate the effectiveness of our proposal and highlight
the potential advantages of learning inter-correlations among elements and sequences and
implementing efficient dimensionality reduction, thereby improving subsequent classi-
fication performance. In conjunction with the analysis of the experimental results, our
proposed machine learning framework is more tailored for handling multi-dimensional
small sample sequence data. This is in contrast to deep learning methods, which demand
substantial amounts of training data to ensure their discriminative capacity. Thus, this
work chooses to construct a new machine learning framework to address the challenges of
motion sequence analysis.

4.4. Ablation Experiments

In this subsection, we provide two additional ablation experiments in five real-life
human motion datasets, aiming to conduct an in-depth analysis. The primary experiment
is to validate the capability of the presented feature representation through the evaluation
of the dual symbolization strategy. The secondary experiment seeks to authenticate the
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dependability of ensemble learning. This is achieved by comparing the proposed AdaBoost
classifier with a single SequenceHMM based on different hidden states.

4.4.1. Impact of Adaptive Motion Sequence Coding

ASC employs a dual symbolization strategy for fully exploring potential intrinsic
structural relationships between sequences. To comprehensively assess the performance of
the ASC on motion sequence detection, we have chosen the ASC method without the event
sequence coding, and we have used the SAX to replace first-order differential symbolization,
which are named model A and model B, respectively. Here, we refer to the first step of
symbolization as Symbolization I. Table 4 shows the experimental results obtained on
various datasets.

Table 4. Ablation study classification accuracy (%) of the proposed ASC method.

Feature
Representation Symbolization I Event Sequence

Coding LIBRAS1 LIBRAS2 HAR JSI OPPORTUNITY

Model A X 59.17 51.67 57.85 49.89 50.03
Model B X(SAX) X 88.33 75.83 52.50 59.81 70.16

ASC X X 94.17 88.33 87.64 64.63 76.14

The best results are highlighted in bold.

As shown in Table 4, when compared to the ASC, the accuracies of Model A on
the LIBRAS1, LIBRAS2, and HAR datasets significantly decrease from 94.17%, 88.33%,
and 87.64% to 59.17%, 51.67%, and 57.85%, respectively, which indicates the importance of
hidden structural information among multi-dimensional sequences to improve classifica-
tion performance. These results support that the designed event sequence encoding can
be a reasonable strategy to identify the motion pattern with efficiency and reliability. In
addition, when compared to Model B, the accuracy of the ASC has 5.84%, 12.50%, 35.14%,
4.82%, and 5.98% improvements on the LIBRAS1, LIBRAS2, HAR, JSI, and OPPORTUNITY
datasets, respectively. The comparison means that the proposed first-order difference sym-
bolization can characterize sequence data more efficiently and optimize subsequent analysis
performance. This can be attributed to the fact that our method utilizes the first-order
difference to filter out random fluctuations and discern the correlation between elements
(i.e., variant trends), which is key for characterizing motion sequences. More importantly,
it also effectively mitigates the effects of noise or outliers in the sequences. In a nutshell,
the above result showcases that the proposed dual symbolization mechanism may not
only be highly optimal but also plays an important role in constructing a more compact
representation, which enables the classification method to gain better performance with
limited training data.

4.4.2. Impact of Ensemble Learning

The classification of multi-dimensional sequence data often involves various types
of motion activities and exhibits an imbalance in the dataset across different data classes.
Therefore, the use of an AdaBoost classifier, which combines multiple base learners, can
significantly enhance the classification performance. In order to further investigate the
effect of a single base learner versus an ensemble learning classifier on the classification
performance of motion sequences, five single SequenceHMMs as classifiers, whose hidden
states were set as 4, 5, 6, 7, and 8, respectively, were applied to test and compare with
the AdaBoost classifier proposed in this work. This ablation experiment assessed overall
accuracy across the five datasets mentioned before.

As shown in Figure 5, the ensemble learning method achieved the best performance
in classifying motion sequences, where the HSN denotes the hidden state number of the
corresponding SequenceHMM. In comparison to the suboptimal results (HSN = 8), our
method exhibits noteworthy enhancements in overall accuracy, with improvements of
4.17%, 0.83%, 1.25%, 11.45%, and 9.57% on the LIBRAS1, LIBRAS2, HAR, JSI, and OP-
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PORTUNITY datasets, respectively, which demonstrates the effectiveness of constructing
ensemble-sequenceHMM using AdaBoost for motion sequence detection. This is one of
the main reasons why we adopt the ensemble learning technique to solve the multiple
classification problem of motion sequences in this paper. To our knowledge, it can mit-
igate the limitations of individual models by combining predictions from multiple base
classifiers, resulting in a more robust and accurate prediction. Specifically, it can adapt to
data diversity, mitigate the risk of overfitting, and improve the generalization capabilities
on new data, based on a collective decision. Moreover, ensemble learning could typically
show better performance compared to other machine learning approaches when dealing
with unbalanced data [51]. Therefore, this work will provide valuable insights for research
aiming to enhance the performance of motion sequence classification systems.
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Figure 5. Ablation study classification accuracy (%) of the proposed AdaBoost method.

5. Conclusions and Future Scope

In this study, we propose an adaptive coding feature representation methodology
for multi-dimensional motion sequence analysis, which is a critical yet challenging task
in motion recognition field. The novel feature representation model, namely, ASC, can
sufficiently achieve efficient dimensionality reduction and noise reduction with the help
of first-order difference and dual symbolization. To the best of our knowledge, no similar
methodologies have been applied to motion sequence detection in the literature. The exper-
iments on real-life human motion datasets show that our proposed framework outperforms
rival methodologies, indicating the potential effectiveness of our approach. Additionally,
the ablation experiments provide supporting evidence for the superiority of the dual sym-
bolization mechanism and ensemble learning in enhancing the performance of motion data.

Despite the strength of the proposed framework, the discussion is incomplete without
mentioning its limitations. Through in-depth analysis of our method, it can be observed
that an exponential relationship exists between the sequence dimension and the size of
possible event cases. Excessively high dimensions of sequences may result in reduced
coding efficiency and increased computational cost. One possible future development of
this work involves mitigating the risk of rapid expansion of event cases, via incorporating
an unsupervised adaptive grouping strategy. It will further partition highly similar event
cases into the same group and encode distinct groups with a finite number of new cases.
Another aspect of future work can be enhancing first-order difference symbolization by
optimizing spatially sensitive values using local feature statistics or other data distribution-
based statistical analysis strategies.
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