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Abstract: In this paper, two-dimensional (2D) heat equations on disjoint rectangles are considered.
The solutions are connected by interface Robin’s-type internal conditions. The problem has external
Dirichlet boundary conditions that, in the forward (direct) formulation, are given functions. In the
inverse problem formulation, the Dirichlet conditions are unknown functions, and the aim is to be
reconstructed upon integral observations. Well-posedness both for direct and inverse problems is
established. Using the given 2D integrals of the unknown solution on each of the domains and the
specific interface boundary conditions, we reduce the 2D inverse problem to a forward heat 1D one.
The resulting 1D problem is solved using the explicit Saul’yev finite difference method. Numerical
test examples are discussed to illustrate the efficiency of the approach.

Keywords: heat equation; disjoint domains; inverse problem; integral observation; difference scheme;
Saul’yev method
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1. Introduction

Inverse problems arise in the modeling of many physical and social processes [1,2].
Most of these models are dynamical; thus, they are governed by evolution differential
equations. If all essential parameters, including coefficients, sources, and initial and bound-
ary conditions in the evolutionary equation problem, are provided, the solution can be
calculated, enabling the prediction of the process’s behavior under different conditions.
However, in processes involving, for example, chemical diffusion, heat conduction, and
population dynamics (such as honey bee populations), certain inputs such as the coef-
ficients and boundary conditions of the differential equations are unknown and need
to be reconstructed based on additional state observations. Such problems are usually
ill-posed [2–7], and they are difficult to solve, even numerically.

One class of such identification problems is inverse problems, where the boundary
condition(s) have to be determined. Recently, many papers concerning boundary inverse
problems for diffusion equations of integer and fractional orders have been published.

The authors of [8] solved the inverse problem of recovering an unknown boundary
condition in a parabolic problem from given observations at a boundary point. In [9],
by applying a semigroup approach, the authors study boundary inverse problems for a
linear parabolic equation. A numerical method, based on the decomposition technique,
for solving the inverse problem of recovering the unknown boundary condition of a heat
conduction equation is proposed in [10].

The inverse problem for boundary condition determination in time-fractional diffusion
and equations on the basis of overspecified data is studied, for example, in [11–14]. The
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existence and uniqueness of the inverse problem is established in [11,13]. The authors
of [13] apply a meshless method based on radial basis functions to solve the inverse
problem. In [12,14], a spectral regularization technique is introduced, which relies on the
solution provided by the Fourier method, to address the Cauchy problem for time-fractional
diffusion and advection–dispersion equations.

The heat equation has many real-life applications; see, e.g., [15,16]. Various phenomena
in fields such as ecology, biology, heat and mass transfer, and material science encompass
diffusion processes across materials. For instance, [17] presents a model of diffusion-
limited contamination and decontamination in a two-layer porous medium. Additionally,
multilayer diffusion in a composite medium with imperfect contact is investigated in [18].
In [19], the authors examine how coupled heat and mass transfer affect the peristaltic
motion of a magnetohydrodynamic stress–strain Jeffery-type hybrid nanofluid flowing
through an inclined asymmetric micro-channel with a porous medium. The fractionalized
flow and thermal transmission of a Brinkman-type tri-hybrid nanofluid over an infinite
plate saturated in a porous medium are studied in [20]. Semi-analytical and numerical
solutions for transport in a multi-layered profile are constructed, for example, in [21–24].

The basic model motivating the present paper is that of heat conduction in multiple
species on different layers, where the effect of the intermediate region (layer) is modeled by
special nonlocal jump conditions across the layer [24–29].

In [30], the authors consider one transient heat conduction problem in 1D multilayered
slabs, cylinders, and spheres. They propose an analytical solution, based on the computa-
tion of the eigenvalues and the eigenfunctions of the resulting Sturm–Liouville-type system.
The Fokas transform method is implemented in [31] to solve a multidomain linear reaction–
diffusion equation with a discontinuous diffusion coefficient in order to investigate highly
diffusive brain tumors while also considering the heterogeneity of brain tissue.

A second order in space finite volume scheme for solving multilayer diffusion prob-
lems is developed in [24]. In [27,29], the authors obtain an a priori estimate in Sobolev-like
space for the weak solution of 1D and 2D parabolic problems on a disconnected domain. To
solve the problem, a finite difference scheme is constructed and analyzed. In [26], a strong
solution using the finite difference method for a parabolic problem on a disjoint domain
is investigated.

One-dimensional boundary identification and backward heat conduction problems for
layer materials are studied in [32]. In our previous works, we constructed a decomposition
method to recover external boundary conditions in a time-fractional parabolic problem [33]
and a hyperbolic–parabolic problem [34] on disjoint domains under point measurements.

Saul’yev asymmetric methods [35] have been used to solve a large class of integer and
fractional order partial differential equations; see, e.g., [36–40]. In general, these schemes
are unconditionally stable and first-order accurate, and they have an implicit form but can
be realized explicitly. The restriction of the ratio between the time and square of the space
step size is because of the consistency. The main advantage of this numerical method is
computational efficiency.

In this work, we construct an explicit numerical method for solving the inverse
problem to identify external Dirichlet boundary conditions in a 2D parabolic problem,
defined on disjoint domains with imposed Dirichlet, Neumann, and interface boundary
conditions. The approach is based on the idea presented in [41] to formulate the inverse
problem as a one-dimensional problem, resolved by the Saul’yev method. We extend this
conception for a more complicated problem, where we have to overcome the interface
boundary and domain disconnectedness. Our method also differs in the construction of the
approximations of the Neumann boundary conditions of the 2D direct problem. Moreover,
special attention is paid to discretization at the corner nodes, where the interface boundary
intersects with the Neumann boundary. The numerical scheme is constructed in a manner
that decouples the problem at each time layer, namely, each solution can be computed in its
own domain.
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The paper is structured as follows. In the next section, we present the direct (forward)
interface problem and establish well-posedness. In Section 3, we formulate the inverse prob-
lem, prove the well-posedness and describe the algorithm that reduces the two-dimensional
inverse problem into the one-dimensional one. By applying the Saul’yev method [35], we
realize the analytical approach through the explicit finite difference method in Section 4.
Numerical tests are discussed in Section 5 and then the paper ended with some conclusions.

2. Direct Problem

In this section, we introduce the direct (forward) problem and discuss its well-posedness.

2.1. Formulation of the Problem

First, we formulate the 2D direct problem. As a model example, we consider the
following initial boundary value problem, defined on disjoint domains; see Figure 1.

Ω1 Layer Ω2

a1 b1 a2 b2

c

d

Figure 1. Spatial domain of the problem (1)–(8): two disconnected rectangles Ω1, Ω2; the solution is
coupled by interface conditions (7), (8) at x = b1 and x = a2.

∂u1

∂t
= p1

∂2u1

∂x2 + q1
∂2u1

∂y2 + f1(x, y, t), (x, y, t) ∈ Q1T = Ω1 × (0, T] (1)

∂u2

∂t
= p2

∂2u2

∂x2 + q2
∂2u2

∂y2 + f2(x, y, t), (x, y, t) ∈ Q2T = Ω2 × (0, T] (2)

where Ωi = (ai, bi)× (c, d), with Dirichlet and Neumann external boundary conditions

u1(a1, y, t) = µ1(y)φ1(t), c ≤ y ≤ d, 0 < t ≤ T (3)

u2(b2, y, t) = µ2(y)φ2(t), c ≤ y ≤ d, 0 < t ≤ T (4)
∂u1

∂y
(x, c, t) = g1c(x, t),

∂u1

∂y
(x, d, t) = g1d(x, t), a1 ≤ x ≤ b1 (5)

∂u2

∂y
(x, c, t) = g2c(x, t),

∂u2

∂y
(x, d, t) = g2d(x, t), a2 ≤ x ≤ b2 (6)

and interface mixed-type boundary conditions

p1
∂u1

∂x
(b1, y, t) + α1u1(b1, y, t) = β1u2(a2, y, t) + γ1(y, t), c ≤ y ≤ d, 0 < t ≤ T (7)

−p2
∂u2

∂x
(a2, y, t) + α2u2(a2, y, t) = β2u1(b1, y, t) + γ2(y, t), c ≤ y ≤ d, 0 < t ≤ T (8)

where −∞ < a1 < b1 < a2 < b2 < +∞ and −∞ < c < d < +∞.
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The problem (1)–(8) is completed by the initial conditions

ui(x, y, 0) = u0
i (x, y), (x, y) ∈ Ωi = [ai, bi]× [c, d], i = 1, 2 (9)

Further, we assume that

αi > 0, βi > 0, i = 1, 2 (10)

In Equations (1) and (2), u1 and u2 can represent temperature fields in a two slabs. The
interface conditions in Equations (7) and (8) are specific to this problem and describe the
heat interaction of the slabs. For example, Equation (7) specifies that the flux p1

∂u1
∂x (b1, y, t)

is proportional to the proportionality coefficients (contact transfer coefficients) α1 and β1,
to the difference in the temperatures u2(a2, y, t) and u1(b1, y, t) of the slabs, and to the heat
source γ1(y, t).

A motivated heat–mass transfer process that leads to the one-dimensional version of
the present forward problem is described in [42].

The direct (forward) problem is to find the solutions u1(x, y, t) and u2(x, y, t) of Equa-
tions (1) and (2) at the given initial, boundary, and interface conditions (3)–(9).

2.2. Well-Posedness of the Direct Problem

In order to establish the well-posedness of the direct problem, i.e., existence, unique-
ness, and continuous dependence from the input data, we follow the results from [27].

Without a loss of generality, we can suppose that the external Dirihlet boundary
conditions (3) and (4) are zero, as well as γi(y, t) = 0, i = 1, 2. Otherwise, this can be
archived by applying linear transformations like those in [33].

We use the product Hilbert space

L = L2(Ω1)× L2(Ω2) = {w = (w1, w2) : wj ∈ L2(Ωi), j = 1, 2}

subjected to the inner product and the corresponding norm

(v, w)L = (v1, w1)L2(Ω1)
+ (v2, w2)L2(Ω2)

, ∥w∥L = (w, w)1/2
L

with
(vj, wj)L2(Ωj)

=
∫

Ωj

vjwjdxdy, j = 1, 2

Next, we introduce the Sobolev spaces

Hl := {w = (w1, w2) : wj ∈ H1(Ωj)}, l = 1, 2, . . .

subjected to the inner products and norms

(v, w)Hl = (v1, w1)Hl(Ω1)
+ (v2, w2)Hl(Ω2)

∥w∥ = (w, w)1/2
Hl ,

with

(wj, vj)Hl(Ωj)
=

l

∑
S=0

S

∑
m=0

(
∂Swj

∂xm∂yS−1 ,
∂Svj

∂xm∂yS−1

)
L2(Ωj)

, j = 1, 2, l = 1, 2, . . .

Now, we are able to introduce the bilinear form:

A(u, w) =
∫

Ω1

(
p1

∂u1

∂x
∂w1

∂x
+ q1

∂u1

∂y
∂w1

∂y

)
dxdy +

∫
Ω2

(
p2

∂u2

∂x
∂w2

∂x
+ q2

∂u2

∂y
∂w2

∂y

)
dxdy

+α1u1(b1, y)w1(b1, y) + α2u2(a2, y)w2(a2, y)

−β1u2(a2, y)w1(b1, y)− β2u1(b1, y)w2(a2, y)
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Next, by applying Theorem 26.1 of [43], we prove the boundedness and weak def-
initeness of the bilinear form A. Now, for the bilinear form A(u, w) = A(t; u, v), the
following applies.

Lemma 1. Suppose that the conditions (10) are fulfilled. Then, the bilinear form A(u, w) = A(t; u, w),
measurable on [0, T], is bounded on H1 × H1, and A satisfies the Garding inequality on H1

A(u, u) + k∥u∥2
L ≥ m∥u∥2

H , ∀ u ∈ H1

where k and m are positive constants.

Further, we need the following facts from the theory of Hilbert spaces; see, e.g., [43].
Let Ω be bounded in Rn and v(t) be a function mapping from Ω to a Hilbert space

H. We introduce the Sobolev space of vector-valued functions Hl(Ω, H), subjected to the
inner product

(v, w)Hl(Ω,H) =
∫

Ω
∑
|β|≤l

(Dβv(t), Dβw(t))Hdt, l = 0, 1, 2, m

Let H1/2(0, T) be the fractional Sobolev space, as defined in [43,44]. We define the
space L2(Ω, H) = H0(Ω, H), H1,1/2 = L2((0, T), H1) ∩ H1/2((0, T), L) and the space

W(0, T) = {v : v ∈ L2(v|v ∈ L2((0, T), H1),
∂u
∂t

∈ L2((0, T), L))}

subjected to the inner product

(v, w)w(0,T) =
∫ T

0

[
(v(·, t), w(·, t))H1 +

(
∂v
∂t

(·, t),
∂w
∂t

(·, t)
)

L

]
dt

Now, the weak formulation of the problem (1)–(9) is as follows: for ∀ w ∈ L2((0, T), H1),
find u satisfying the identity(

∂u
∂t

(·, t), w(·, t)
)

L
+ A(u(·, t), w(·, t)) = ( f (·, t), w(·, t))L

Theorem 1. If (10) holds and u0 = (u0
1, u0

2) ∈ L, f = ( f1, f2) ∈ L2((0, T), L), then the
initial boundary value problem (1)–(9) have a unique weak solution u ∈ W(0, T), and it depends
continuously on u0 and f .

Proof. We apply the theory of differential operators in Hilbert spaces [43] to the problem
(1)–(9). First, let us note that the all of the above, starting with Lemma 1, are preparation
for the proof. Namely, we use the theory for parabolic equations in Chapter 4 of [43]. Then,
following the methods used in [27], we apply Theorem 26.1 from [43] to obtain the results
of the present theorem.

3. Inverse Problem

This section formulates and studies the inverse problem. First, using the integral
observation, we reduce the 2D inverse problem to an equivalent 1D direct one. Then, we
prove the well-posedness of the new 1D problem, from which we can obtain the existence
and uniqueness of the solution to the original 2D inverse problem.

In the Dirichlet external boundary conditions (3) and (4), let the function φi(t), i = 1, 2
be unknown; they have to be identified using some over-specified data.

The inverse problem (IP) for identifying the function φi(t), i = 1, 2 in the external
boundary conditions (3) and (4) can be formulated as follows:
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IP: Find (u1(x, y, t), u2(x, y, t), φ1(t), φ2(t)), if the following integral observations
are imposed: ∫ bi

ai

∫ d

c
ui(x, y, t)dxdy = mi(t), i = 1, 2, 0 ≤ t ≤ T (11)

This shows that if ui(x, y, t), i = 1, 2 are temperature, the mean temperature of each of
the slabs is measured and the results are mi(t), t ∈ [0, t], i = 1, 2.

3.1. Reducing the Two-Dimensional Inverse Problem to One-Dimensional Ones

Here, we propose the main strategy to design a method for the reduction of the 2D
inverse problem to a simple 1D direct problem.

We introduce the function

vi(x, t) =
∫ d

c
ui(x, y, t)dy, ai ≤ x ≤ bi, 0 ≤ t ≤ T, i = 1, 2 (12)

Then, from (1) and (2), we obtain the equation

∂vi
∂t

− pi
∂2vi
∂x2 − q̃i(x, t) = f̃i(x, t), ai ≤ x ≤ bi, 0 ≤ t ≤ T, i = 1, 2 (13)

where

q̃i(x, t) = qi
(

gid(x, t)− gic(x, t)
)
, f̃i(x, t) =

d∫
c

f (x, y, t)dy i = 1, 2

with initial conditions

vi(x, 0) = v0
i (x) =

∫ d

c
u0

i (x, y)dy, ai ≤ x ≤ bi, 0 ≤ t ≤ T, i = 1, 2 (14)

external boundary conditions

v1(a1, t) = φ1(t)
∫ d

c
µ1(y)dy, 0 ≤ t ≤ T (15)

v2(b2, t) = φ2(t)
∫ d

c
µ2(y)dy, 0 ≤ t ≤ T (16)

and interface mixed-type boundary conditions

p1
∂v1

∂x
(b1, t) + α1v1(b1, t) = β1v2(a2, t) + γ̃1(t), θ ≤ t ≤ T (17)

−p2
∂v2

∂x
(a2, t) + α2v2(a2, t) = β2v1(b1, t) + γ̃2(t), 0 ≤ t ≤ T (18)

γ̃i(t) =
d∫

c

γi(y, t)dt, i = 1, 2

The overspecified data (11) take the form

∫ bi

ai

vi(x, t)dx = mi(t), i = 1, 2, 0 ≤ t ≤ T (19)

Equation (13) is obtained by integrating (1) and (2) over the interval [c, d] and then
integration by parts is used for the boundary conditions (5)–(6). The interface and external
Dirichlet boundary conditions are obtained in the same manner—by integrating over the
interval [c, d] and using (12). Finally, the non-local conditions (19) directly follow from (11).
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From (15) and (16), one calculates

φ1(t) =
v1(a1, t)
d∫
c

µ1(y)dy

, φ2(t) =
v2(b2, t)
d∫
c

µ2(y)dy

(20)

Therefore, the inverse problem IP is reduced to the determination of the boundary
values v1(a1, t) and v2(b2, t) from the observations (19).

3.2. Well-Posedness of the Inverse Problem

In this subsection, we prove the well-posedness of the direct problem (13)–(19), from
which the well-posedness of the inverse problem follows.

Theorem 2. Assume that f = ( f1, f2) ∈ L2(0, T; L(Ω)), u0 = (u1, u2) ∈ L, γ = (γ1, γ2) ∈ L2(c, d).
Then, the problem (13)–(19) has a unique solution v = (v1, v2) ∈ H1,0 = L2(0, T; H1), which
satisfies the following weak formulation:

−β2

∫
Q1T

v1
∂ϕ1

∂t
dxdt − β1

∫
Q2T

v2
∂ϕ2

∂t
dxdt +

T∫
0

A
(
v(·, t), ϕ(·, t)

)
dt

= β2

∫
Ω1

v0
1(x)ϕ1(x, 0)dx + β1

∫
Ω2

v0
2(x)ϕ2(x, 0)dx

+β2

∫
Ω1

u0
1(x)ϕ1(x, 0)dx + β1

∫
Ω2

u0
2(x)ϕ2(x, 0)dx

+β2

∫
Q1T

(
f̃1(x, t) + q̃1(x, t)

)
ϕ1dxdt + β1

∫
Q2T

(
f̃2(x, t) + q̃2(x, t

)
ϕ2dxdt

where ϕi(x, t) ∈ H1(QiT), i = 1, 2 and ϕi(x, T) = 0 are a pair of test functions, ϕ = (ϕ1, ϕ2),
and

Ã
(
v(·, t), ϕ(·, t)

)
dt =

2

∑
i=1

β3−i pi

∫
Ωi

∂vi
∂x

∂ϕi
∂x

dx

−
2

∑
i=1

(−1)3−i(ϕi(bi, t)− ϕi(ai, t))(β1β2v3−i(a3−i, t)− β3−iαivi(bi, t))

+
3

∑
i=1

piβ3−i(−1)3−i(ϕi(bi, t)− ϕi(ai, t))γ̃i(t)

Proof. We differentiate both sides of (19) and then use the Equations (12) and (13) to derive

pi
∂vi
∂x

(bi, t)− p1
∂vi
∂x

(ai, t) + f̂i(t) =
dmi
dt

, i = 1, 2 (21)

where

f̂i(t) =
b1∫

ai

( f̃i(x, t)− q̃i(x, t)dx), i = 1, 2
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Further, we have

−p1

∫
Q1T

∂2v1

∂x2 ϕ1(x, t)dxdt

=

T∫
0

p1
∂v1

∂x
(b1, t)ϕ1(b1, t)− p1

∂v1

∂x
(a1, t)ϕ1(a1, t)− p1

∫
Q1T

∂v1

∂x
∂ϕ1

∂x
dxdt


The use of (21), i = 1, and (17) leads to∫

Q1T

p1
∂2v1

∂x2 ϕ1(x, t)dxdt =
∫ T

0

[(
ϕ1(b1, t)− ϕ1(a1, t)

)(
β1v2(a2, t)− α1v1(b1, t)

)]
dt

+
∫ T

0

[(
ϕ1(b1, t)− ϕ1(a1, t)

)
γ̃1(t) +

(
dm1

dt
− f̄1(t)

)
ϕ1(a1, t)

]
dt −

∫
Q1T

p1
∂v1

∂x
∂ϕ1

∂x

In a similar way, using (21), i = 2, and (18), we obtain

∫
Q2T

p2
∂2v2

∂x2 ϕ2(x, t)dxdt =
∫ T

0

[(
ϕ2(b2, t)− ϕ2(a2, t)

)(
α2v2(a2, t)− β2v1(b1, t)

)]
dt

+
∫ T

0

[
−
(
ϕ2(b2, t)− ϕ2(a2, t)

)
γ̃2(t) +

(
dm2

dt
− f̄2(t)

)
ϕ2(b2, t)

]
dt −

∫
Q2T

p2
∂v2

∂x
∂ϕ2

∂x

Further, using the inequality from [44]

g2(t) ≤ 2
ε
∥g∥2

L2(0,T) + 2ε

∥∥∥∥dg
dt

∥∥∥∥
L2(0,T)

, ε ∈ (0, T), g ∈ H1(0, T)

together with the Poincare-type inequality

∫
Ωi

w2
i (x)dx ≤

b2
i − a2

i
2

∫
Ωi

(
dwi
dx

(x)
)2

dx, i = 1, 2

we prove that for A
(
v(·, t), ϕ(·, t)

)
, Lemma 1 holds.

This completes the proof of the theorem.

As a consequence of Theorem 2 and (20), we deduce that the functions φi(t), i = 1, 2
are uniquely determined.

4. Numerical Solution of the Direct and Inverse Problems

We follow the strategy proposed in [41] to use the Saul’yev scheme in order to re-
cover φi(t), i = 1, 2 numerically; but, in our case, we apply both first- and second-kind
approximations and pay special attention to the discretization of the interface conditions.
Then, the 2D direct problem (1)–(9) is discretized by the right and left Saul’yev schemes,
which can be implemented explicitly. To this aim, we construct a suitable approximation
for the Neumann boundary conditions, different from that in [41]. Moreover, interface
conditions and conditions on the corner nodes, where the interface boundary intersects
with the Neumann boundary, are also overcome. At each time layer, the computations
in the first domain are performed from the upper right corner to the lower left corner (a
backward method), while in the second domain, we start from the bottom left corner and
move to the upper right corner (a forward method). This is possible because the numerical
scheme is constructed such that at each time layer, the solution un+1

1 does not depends on
un+1

2 , and conversely, the solution un+1
2 does not depend on un+1

1 .
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Note that using forward and backward methods in one and the same domain and
then averaging the result leads to an improvement in the order of accuracy [45]. Here, we
use these methods in different domains, and the idea is to move from a known boundary
to an unknown boundary in order to solve the inverse problem.

Let us introduce uniform temporal and spatial meshes:

ωhi
= {xi ji = ai + jihi, ji = 0, 1, . . . , Ni, hi = (bi − ai)/Ni}, i = 1, 2

ωhy = {ys = c + shy, s = 0, 1, . . . , Ny, hy = (d − c)/Ny}
ωτ = {tn = nτ, n = 0, 1, . . . , M, τ = T/M}

The values of the mesh function wi in the 1D case at grid node (xi ji , tn) are denoted
by (wi)

n
ji , and, similarly, the values of the mesh function wi in the 2D case at grid node

(xi ji , ys, tn) are denoted by (wi)
n
ji ,s .

4.1. Numerical Solution of the Inverse Problem

Following the Saul’yev idea [35], we approximate (13) for i = 1 using the second kind
formula and (13) for i = 2 using the first kind formula to derive

(v1)
n+1
j1 − (v1)

n
j1

τ
− p1

(v1)
n+1
j1+1 − (v1)

n+1
j1 − (v1)

n
j1 + (v1)

n
j1−1

h2
1

= (q̃1)
n+1
j1

+ ( f̃1)
n+1
j1

(22)

(v2)
n+1
j2 − (v2)

n
j2

τ
− p2

(v2)
n
j2+1 − (v2)

n
j2 − (v2)

n+1
j2 + (v2)

n+1
j2−1

h2
2

= (q̃2)
n+1
j2

+ ( f̃2)
n+1
j2

(23)

The interface conditions (17) and (18) are discretized as follows:

p1
(v1)

n+1
N1+1 − (v1)

n+1
N1

h1
+ α1(v1)

n+1
N1

= β1(v2)
n
0 + γ̃n+1

1 (24)

−p2
(v2)

n+1
0 − (v2)

n+1
−1

h2
+ α2(v2)

n+1
0 = β2(v1)

n+1
N1

+ γ̃n+1
2 (25)

From (24), we express (v1)
n+1
N1+1 and substitute (22) for j1 = N1 to obtain

(v1)
n+1
N1

− (v1)
n
N1

τ
+ p1

(v1)
n
N1

− (v1)
n
N1−1

h1
+

α1

h1
(v1)

n+1
N1

=
β1

h2
(v2)

n
0 +

γn+1
1
h1

+ (q̃2)
n+1
N1

+ ( f̃1)
n+1
N1

(26)

Similarly, the substitution of (v2)
n+1
−1 from (24) to (23) for j2 = 0 yields

(v2)
n+1
0,s − (v2)

n
0,s

τ
− p2

(v2)
n
1,s − (v2)

n
0,s

h2
+

α2

h2
(v2)

n+1
0,s

=
β2

h2
(v1)

n+1
N1,s +

γn+1
2
h2

+ (q̃2)
n+1
0 + ( f̃2)

n+1
0

(27)

The discretizations (22), (23), (26), and (27) are realized in an explicit manner. Let
ki = piτ/h2

i , κi = τ/hi, and i = 1, 2. Thus, we have
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(v1)
n+1
N1

=
1

1 + α1κ1

[
(1 − p1κ1)(v1)

n
N1

+ p1κ1(v1)
n
N1−1 + β1κ2(v2)

n
0

+κ1γn+1
1 + τ(q̃2)

n+1
N1

+ τ( f̃1)
n+1
N1

]
(v1)

n+1
j1 =

1
1 + k1

[
(1 − k1)(v1)

n
j1 + k1(vn+1

j1+1 + vn
j1−1) + τ(q̃1)

n+1
j1

+ τ( f̃1)
n+1
j1

]
,

j1 = N1 − 1, N1 − 2, . . . , 1

(v2)
n+1
0 =

1
1 + α2κ2

[
(1 − p2κ2)(v1)

n
0 + p2κ2(v2)

n
1 + β2κ2(v1)

n
N1

+κ2γn+1
2 + τ(q̃2)

n+1
0 + τ( f̃2)

n+1
0

]
(v2)

n+1
j2 =

1
1 + k2

[
(1 − k2)(v2)

n
j2 + k2(vn

j2+1 + vn+1
j2−1) + τ(q̃2)

n+1
j2

+ τ( f̃2)
n+1
j2

]
,

j2 = 1, 2, . . . , N2 − 1

(28)

To obtain the approximate values of v1(a1, t) and v2(b2, t), as in [41], we use the
trapezoidal rule approximation for (19):

(v1)
n+1
0 =

2
h1

mn+1
1 −

(
2

N1−1

∑
j1=1

(v1)
n+1
j1

+ (v1)
n+1
N1

)

(v2)
n+1
N2

=
2
h2

mn+1
2 −

(
(v1)

n+1
0 + 2

N2−1

∑
j1=1

(v1)
n+1
j1

) (29)

Finally, from (20), we obtain

φn+1
1 =

(v1)
n+1
0

d∫
c

µ1(y)dy

, φn+1
2 =

(v2)
n+1
N2

d∫
c

µ2(y)dy

, n = 1, 2, . . . , M
(30)

4.2. Numerical Solution of the Direct Problem

In this section, we construct a Saul’yev scheme for solving the direct problem (1)–(9) for
an already determined external Dirichlet boundary condition. Let us define the operators

△−(ui)
n+1
ji ,s

= piδx(ui)
(n+1,n)
ji ,s

+ qiδy(ui)
(n+1,n)
ji ,s

△+(ui)
n+1
ji ,s

= piδx(ui)
(n,n+1)
ji ,s

+ qiδy(ui)
(n,n+1)
ji ,s

δx(ui)
(ν1,ν2)
ji ,s

=
(ui)

ν2
ji+1,s − (ui)

ν2
ji ,s

− (ui)
ν1
ji ,s

+ (ui)
ν1
ji−1,s

h2
i

δy(ui)
(ν1,ν2)
ji ,s

=
(ui)

ν2
ji ,s+1 − (ui)

ν2
ji ,s

− (ui)
ν1
ji ,s

+ (ui)
ν1
ji ,s−1

h2
i

The finite difference scheme for (1) and (2) is

(u1)
n+1
j1,s − (u1)

n
j1,s

τ
−△+(u1)

n+1
j1,s = ( f1)

n+1
j1,s , j1 = N1 − 1, . . . , 1, s = Ny − 1, . . . , 1 (31)

(u2)
n+1
j2,s − (u2)

n
j2,s

τ
−△−(u2)

n+1
j2,s = ( f2)

n+1
j2,s , j2 = 1, . . . , N2 − 1, s = 1, . . . , Ny − 1 (32)
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First, we consider the boundary of the discrete domain Ωh
1 = ωh1 × ωhy . For the

approximation of (5) at the Neumann boundary y = d, a1 < x1 < b1, we have

(u1)
n+1
j1,Ny+1 − (u1)

n+1
j1,Ny

+ (u1)
n
j1,Ny

− (u1)
n
j1,Ny−1

2hy
= (g1d)

n+1
j1

(33)

Then, from (33), we express
(
(u1)

n+1
j1,Ny+1 − (u1)

n+1
j1,Ny

)
/hy and substitute (31) for s = Ny

to derive

(u1)
n+1
j1,Ny

− (u1)
n
j1,Ny

τ
= p1δx(u1)

(n,n+1)
j1,Ny

− 2q1

hy

(
(u1)

n
j1,Ny

− (u1)
n
j1,Ny−1

hy
− (g1d)

n+1
j1

)
+( f1)

n+1
j1,Ny

, j1 = N1 − 1, . . . , 2, 1

(34)

At the Neumann boundary y = c, a1 < x1 < b1, we proceed similarly. We introduce
the following approximation of (5):

(u1)
n+1
j1,1 − (u1)

n+1
j1,0 + (u1)

n
j1,0 − (u1)

n
j1,−1

2hy
= (g1c)

n+1
j1

(35)

By using (u1)
n
j1,0 − (u1)

n
j1,−1 from (35) and substituting (31) and s = 0, we obtain

(u1)
n+1
j1,0 − (u1)

n
j1,0

τ
= p1δ1

x(ui)
(n,n+1)
ji ,0

+
2q1

hy

(
(u1)

n+1
j1,1 − (u1)

n+1
j1,0

hy
− (g1c)

n+1
j1

)
+( f1)

n+1
j1,0 , j1 = N1 − 1, . . . , 2, 1

(36)

At the interface boundary x1 = b1, c < y < d, we construct the following approxima-
tion of (7):

(u1)
n+1
N1+1,s − (u1)

n+1
N1,s + (u1)

n
N1,s − (u1)

n
N1−1,s

2h1
+ α1(u1)

n+1
N1+1,s = β1(u2)

n
0,s + (γ1)

n+1
s (37)

By using ((u1)
n+1
N1+1,s − (u1)

n+1
N1,s)/h1 from (37) and applying (31) for j1 = N1, we obtain

(u1)
n+1
N1,s − (u1)

n
N1,s

τ
+

2α1

h1
(u1)

n+1
N1,s = q1δy(u1)

(n,n+1)
N1,s − 2p1

h2
1

(
(u1)

n
N1,s − (u1)

n
N1−1,s

)
+

2β1

h1
(u2)

n
0,s +

2(γ1)
n+1
s

h1
+ ( f1)

n+1
N1,s, j1 = N1 − 1, . . . , 2, 1

(38)

We consider corner nodes (x1 = a1, y = c) and (x1 = a1, y = d), where the interface
boundary intersects Neumann boundaries. Using (33), j1 = N1, (37), s = Ny, (35), j1 = 0,
(37), and s = 0, we derive

(u1)
n+1
N1,0 − (u1)

n
N1,0

τ
+

2α1

h1
(u1)

n+1
N1,0 +

2q1

h2
y
((u1)

n+1
N1,0 − (u1)

n+1
N1,1) = −2q1

h1
(g1c)

n
N1

− 2p1

h2
1

(
(u1)

n
N1,0 − (u1)

n
N1−1,0

)
+

2β1

h1
(u2)

n
0,s +

2(γ1)
n+1
0

h1
+ ( f1)

n+1
N1,0

(39)
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(u1)
n+1
N1,Ny

− (u1)
n
N1,Ny

τ
+

2α1

h1
(u1)

n+1
N1,Ny

=
2q1

hy

(
(g1d)

n+1
N1

−
(u1)

n
N1,Ny

− (u1)
n
N1,Ny−1

hy

)

− 2p1

h2
1

(
(u1)

n
N1,Ny

− (u1)
n
N1−1,Ny

)
+

2β1

h1
(u2)

n
0,Ny

+
2(γ1)

n+1
0

h1
+ ( f1)

n+1
N1,Ny

(40)

The discrete Dirichlet boundary condition at x = a1, c ≤ y ≤ d is the standard

(u1)
n+1
0,s = φn+1

1 (µ1)s, s = Ny, Ny − 1, . . . , 1 (41)

Therefore, the second kind Saul’yev finite difference scheme in the domain
ωh1 × ωhy × ωτ is formed by Equations (31), (34), (36), and (38)–(41) and initial condi-
tion (u1)

0
j1,s = u0

1(x1 j1 , ys). Note that at each time layer, this discretization is independent
of the solution in the second domain and can be executed in an explicit fashion as well.

Further, we construct the corresponding discretizations at the boundary of the second
domain: Ωh

2 = ωh2 × ωhy . At each time level, we compute the solution first in Ωh
1 and

then in Ωh
2, so that the solution un+1

1 is already known. We proceed in the same manner
as for the construction of the numerical scheme in Ωh

1 but take into account that now, we
move from the bottom left corner to the upper right corner, and first kind Saul’yev formula
is used. The resulting discretizations for (4), (6), and (8) at the boundary grid nodes are
as follows:

(u2)
n+1
0,0 − (u2)

n
0,0

τ
+

2α2

h2
(u2)

n+1
0,0 =

2p2

h2
2

(
(u2)

n
1,0 − (u2)

n
0,0
)
+

2q2

h2
y

(
(u2)

n
0,1 − (u2)

n
0,0
)

+
2β2

h2
(u1)

n+1
N1,0 +

2(γ2)
n+1
0

h2
− 2q2

hy
(g2c)

n+1
0 + ( f2)

n+1
0,0

(42)

(u2)
n+1
j2,0 − (u2)

n
j2,0

τ
= p2δx(u2)

(n+1,n)
j2,0

+
2q2

h2
y
((u2)

n+1
j2,1 − (u2)

n+1
j2,0 )− 2q2

hy
(g2c)

n+1
j2

, j2 = 1, 2, . . . , N2 − 1
(43)

(u2)
n+1
0,s − (u2)

n
0,s

τ
+

2α2

h2
(u2)

n+1
0,s = q2δy(u2)

(n+1,n)
0,s − 2p2

h2
2

(
(u2)

n
0,s − (u2)

n
1,s
)

+
2β2

h2
(u1)

n+1
N1,s +

2(γ2)
n+1
s

h2
+ ( f2)

n+1
0,s , s = 1, 2, . . . , Ny − 1

(44)

(u2)
n+1
0,Ny

− (u2)
n
0,Ny

τ
+

2α2

h2
(u2)

n+1
0,Ny

+
2q2

h2
y

(
(u2)

n+1
0,Ny

− (u2)
n+1
0,Ny−1

)
+

2β2

h2
(u1)

n+1
N1,Ny

=
2p2

h2
2

(
(u2)

n
1,Ny

− (u2)
n
0,Ny

)
+

2(γ2)
n+1
Ny

h2
+

2q2

hy
(g2c)

n+1
Ny

+ ( f2)
n+1
0,Ny

(45)

(u2)
n+1
j2,Ny

− (u2)
n
j2,Ny

τ
+

2q2

h2
y
((u2)

n+1
j2,Ny

− (u2)
n+1
j2,Ny−1)

= p2δx(u2)
(n+1,n)
j2,Ny

+
2q2

hy
(g2d)

n+1
j2

, j1 = 1, 2, . . . , N2 − 1

(46)

(u2)
n+1
N2,s = φn+1

2 (µ2)s, s = 1, 2, . . . , Ny (47)
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The finite difference scheme in the second domain Ωh
2 is formed by Equations (32) and

(42)–(47) and initial condition (u1)
0
j1,s = u0

1(x1 j1 , ys).

5. Numerical Tests

In this section, we illustrate the efficiency of the developed numerical method for
solving the IP. The test example is (1)–(9) with the following parameters:

a1 = 1, b1 = 2, a2 = 3, b2 = 4, c = 0, d = 1, T = 1

p1 = 2, p2 = 3, q1 = 2, q2 = 1.5, α1 = 3, α2 = 1, β1 = 2, β2 = 0.5

We deal with exact measurements (48) and the exact solution of the problem (1)–(9)
in order to verify the accuracy. The computations are performed for h = h1 = h2 = hy
(N = N1 = N2 = Ny) and τ = h2. We give errors in the maximal discrete norm (εi, Ei)
and the order of convergence (cri, CRi) of the recovered functions φn

i and solutions (ui)
n
ji ,s

,
obtained for φn

i , in comparison with the corresponding exact ones φ(t) and ui(x, y, t),
i = 1, 2.

εi = εi(M) max
0≤n≤M

|φi(tn)− φn
i |, Ei = Ei(N) = max

0≤n≤M
max

0≤ji≤N
max

0≤s≤N
|ui(xji , ys, tn)− (ui)

n
ji ,s|,

cri = log2
εi(M)

εi(2M)
, CRi = log2

Ei(N)

Ei(2N)
.

Example 1 (Convergence test). We take the following functions in the model problem (1)–(9):

f1(x, y, t) = eλ1t
(

π2

8
+ λ1

)(
cos

πx
4

+ cos
πy
4

)
f2(x, y, t) = eλ2t

[(
3π2

8
+ λ2

)(
cos

πx
4

+ cos
πy
4

)
+

3π2

8
cos

πx
2

]
γ1(y, t) = eλ1t

(
3 cos

πy
4

− π

2

)
− 2eλ2t cos

πy
2

γ2(y, t) = eλ2t
(

3π

2
+ cos

πy
2

)
− 1

2
eλ1t cos

πy
4

µ1(y) =
√

2
2

+ cos
πy
4

, µ1(y) = cos
πy
4

− 1, φ1(t) = eλ1t, φ2(t) = eλ2t

u0
1(x, y) = cos

πx
4

+ cos
πy
4

, u0
2(x, y) = cos

πx
2

+ cos
πy
2

Then, the exact solution of (1)–(9) is

u1(x, y, t) = eλ1t
(

cos
πx
4

+ cos
πy
4

)
, u2(x, y, t) = eλ2t

(
cos

πx
2

+ cos
πy
2

)
and in view of (19), the exact measured functions are

m1(t) =
4
π

eλ1t, m2(t) =
4
π

eλ2t. (48)

The computational results for λ1 = −1/2, λ2 = −1/3 and λ1 = 1, λ2 = −2 are listed
in Tables 1 and 2, respectively. We observe that for both tests, the order of convergence of
the recovered functions φi is first.

In Tables 3 and 4, we give the errors of the corresponding numerical solutions, com-
puted for recovered functions φi with both sets of parameters λi, i = 1, 2. The results show
that the numerical method is convergent of order one.

In Figure 2, we plot the error (i.e., ui(xji , ys, tn)− (ui)
n
ji ,s

) of the numerical solution of
the 2D direct problem at the final time for λ1 = −1/2, λ2 = −1/3 and λ1 = 1, λ2 = −2.
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Table 1. Errors and convergence rate of φn
1 and φn

2 , λ1 = −1/2, λ2 = −1/3, Example 1.

N ε1 cr1 ε2 cr2

20 3.6480 × 10−3 5.7428 × 10−3

40 1.7277 × 10−3 1.0782 3.2817 × 10−3 0.8073
80 8.4978 × 10−4 1.0237 1.8136 × 10−3 0.8556
160 4.2181 × 10−4 1.0105 9.5262 × 10−4 0.9289
320 2.1017 × 10−4 1.0050 4.8802 × 10−4 0.9650
640 1.0491 × 10−4 1.0025 2.4697 × 10−4 0.9826

Table 2. Errors and convergence rate of φn
1 and φn

2 , λ1 = 1, λ2 = −2, Example 1.

N ε1 cr1 ε2 cr2

20 1.5829 × 10−2 2.2918 × 10−2

40 7.8168 × 10−3 1.0179 1.0155 × 10−2 1.1743
80 3.8849 × 10−3 1.0087 4.9144 × 10−3 1.0471
160 1.9367 × 10−3 1.0043 2.4263 × 10−3 1.0183
320 9.6692 × 10−4 1.0021 1.2062 × 10−3 1.0083
640 4.8310 × 10−4 1.0011 6.0141 × 10−4 1.0040

Table 3. Errors and convergence rate of (u1)
n and (u2)

n, λ1 = −1/2, λ2 = −1/3, Example 1.

N E1 CR1 E2 CR2

20 6.2275 × 10−3 1.1486 × 10−2

40 2.9494 × 10−3 1.0782 6.5635 × 10−3 0.8073
80 1.4507 × 10−3 1.0237 3.6273 × 10−3 0.8556
160 7.2008 × 10−4 1.0105 1.9052 × 10−3 0.9289
320 3.5879 × 10−4 1.0050 9.7604 × 10−4 0.9650
640 1.7907 × 10−4 1.0026 4.9230 × 10−4 0.9874

Table 4. Errors and convergence rate of (u1)
n and (u2)

n, λ1 = 1, λ2 = −2, Example 1.

N E1 CR1 E2 CR2

20 2.7022 × 10−2 4.5835 × 10−2

40 1.3344 × 10−2 1.0179 2.0309 × 10−2 1.1743
80 6.6320 × 10−3 1.0087 9.8288 × 10−3 1.0471
160 3.3061 × 10−3 1.0043 4.8525 × 10−3 1.0183
320 1.6506 × 10−3 1.0021 2.4123 × 10−3 1.0083
640 8.2469 × 10−4 1.0011 1.2032 × 10−3 1.0035

Example 2 (Noisy data). We repeat the same experiment as in Example 1, but now, we give a noise
to the measurements:

mσi
i (tn) = mi(tn) + 2σimi(tn)(ρi(tn)− 0.5), i = 1, 2

where σi is the noise level and ρi(tn) is a random function, uniformly distributed on the interval
[0, 1]. Then, we smooth the data through polynomial curve-fitting of the third degree.

In Figures 3 and 4 we present exact and recovered functions φi, i = 1, 2 for N = 80,
σ1 = 0.02, σ1 = 0.03, with parameters λ1 = −1/2, λ2 = −1/3 and λ1 = 1, λ2 = −2,
respectively. The algorithm successfully restores the external boundary conditions. The
largest error is close to the initial time.



Mathematics 2024, 12, 1499 15 of 18

1
1.5

2
2.5

3
3.5

4

0

0.2

0.4

0.6

0.8

1
−1

−0.5

0

0.5

1

1.5

x 10
−3

x

y

E
rr

o
r

1 1.5 2 2.5 3 3.5 4

0

0.5

1
−8

−6

−4

−2

0

2

4

6

x 10
−3

x
y

E
rr

o
r

Figure 2. Error of the numerical solution, λ1 = −1/2, λ2 = −1/3 (left) and λ1 = 1, λ2 = −2
(right), N = 80, Example 1.
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λ1 = −1/2, λ2 = −1/3, Example 2.
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Figure 4. Exact and recovered functions φ1 (left) and φ2 (right), N = 80, σ1 = 0.02, σ1 = 0.03, λ1 = 1,
λ2 = −2, Example 2.

The corresponding errors of the recovered solution ui at the final time layer are
depicted in Figure 5. The precision is quite satisfactory. Therefore, we may conclude that
the method is efficient also for noisy measurements.
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Figure 5. Error of the recovered solutions u1 and u2, N = 80, σ1 = 0.02, σ1 = 0.03 and λ1 = −1/2,
λ2 = −1/3 (left), λ1 = 1, λ2 = −2 (right), Example 2.

6. Conclusions

This paper concerns an initial boundary-value problem for a two-dimensional heat
equation, defined on disjoint domains. It is a special interface parabolic problem, in
which the interface boundary conditions are of Robin’s type, while the external boundary
conditions are of Dirichlet and Neumann form. We first establish the well-posedness of the
direct (forward) problem. The Dirichlet conditions are unknown functions for the inverse
problem and have to be determined on the basis of two integral observations—one on
each rectangle. We reduce the inverse problem to a direct one with Dirichlet boundary
conditions and integral conditions on the interface of the corresponding rectangle. We
prove the well-posedness of the new problem, and as a consequence, the well-posedness of
the original inverse problem follows.

The new, non-local problem is solved using the Saul’yev explicit difference scheme.
Computational tests showed that the order of convergence of the numerical method for
exact data is first. For noisy measurements, we show that the algorithm successfully restores
external boundary conditions, and the precision of the solution is optimal.

The main advantage of the proposed method is that the 2D ill-posed problem is
reduced to a 1D well-posed problem. Moreover, the numerical discretization is uncondi-
tionally stable and can be realized explicitly. The disadvantages are that the method is
first-order accurate (for exact measurements) and conditionally consistent.

An even more challenging problem is to reconstruct the reaction space-dependent
coefficient using integral observations. We hope to be able to address these issues and to
report additional progress in the future.
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Abbreviations
The following abbreviations and nomenclature are used in this manuscript:

Ωi, i = 1, 2 Spatial disconnected domains
pi Diffusion coefficient in ith domain
qi Diffusion coefficient in ith domain
fi Heat source function in ith domain
αi, βi Reaction coefficients in interface conditions in ith domain
µi(y) Space-dependent part of the external boundary conditions in ith domain
φi(t) Time-dependent part of the external boundary conditions in ith domain
γi(y, t) Interface boundary source in ith domain
gic(x, t) Dirichlet boundary source at y = c in ith domain
gid(x, t) Dirichlet boundary source at y = d in ith domain
IP Inverse problem
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