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Abstract

:

The hydrodynamic and thermal interaction of water with the high-temperature melt of a heavy metal was studied via the Volume-of-Fluid (VOF) method formulated for three immiscible phases (liquid melt, water, and water vapor), with account for phase changes. The VOF method relies on a first-principle description of phase interactions, including drag, heat transfer, and water evaporation, in contrast to multifluid models relying on empirical correlations. The verification of the VOF model implemented in OpenFOAM software was performed by solving one- and two-dimensional reference problems. Water jet penetration into a melt pool was first calculated in two-dimensional problem formulation, and the results were compared with analytical models and empirical correlations available, with emphasis on the effects of jet velocity and diameter. Three-dimensional simulations were performed in geometry, corresponding to known experiments performed in a narrow planar vessel with a semi-circular bottom. The VOF results obtained for water jet impact on molten heavy metal (lead–bismuth eutectic alloy at the temperature 820 K) are here presented for a water temperature of 298 K, jet diameter 6 mm, and jet velocity 6.2 m/s. Development of a cavity filled with a three-phase melt–water–vapor mixture is revealed, including its propagation down to the vessel bottom, with lateral displacement of melt, and subsequent detachment from the bottom due to gravitational settling of melt. The best agreement of predicted cavity depth, velocity, and aspect ratio with experiments (within 10%) was achieved at the stage of downward cavity propagation; at the later stages, the differences increased to about 30%. Adequacy of the numerical mesh containing about 5.6 million cells was demonstrated by comparing the penetration dynamics obtained on a sequence of meshes with the cell size ranging from 180 to 350 µm.






Keywords:


numerical simulation; VOF method; multiphase hydrodynamics; heat exchange; phase transition; nuclear safety; lead-cooled fast reactor; severe accident; water–melt interaction




MSC:


76T06; 76T30












1. Introduction


Melt–water interactions can be featured by significant dynamic effects due to the rapid boil-up of volatile coolant upon contact with high-temperature molten material. Such events are encountered in nature (underwater volcano eruptions); however, they draw close attention in connection with hazards of industrial accidents in nuclear or smelting industries. Major research efforts were focused on the problem of steam explosions upon severe accidents with core meltdown in water-cooled nuclear power reactors. With the advent of heavy metal cooled-fast reactors, a relevant problem arises due to possible steam generator tube rupture (SGTR) accidents, when a high-pressure vapor–water mixture can flow into the space filled with lead melt at a much lower pressure [1]. Such an event can be dangerous due to jet impact on the adjacent tubes and structures, as well as heavy coolant oscillations in the steam generator. In order to understand the complex features of melt–water interactions and evaluate their consequences, experimental research and empirical studies must be accompanied by the development of theoretical approaches. Below, a brief overview of the existing knowledge in the field is presented, and the main knowledge gaps are identified.



Experimental studies on water interaction with molten pools of heavy metals have, for the most part, been related to the problem of steam generator tube rupture (SGTR). This event triggers several physical processes that, taken together, determine the impact on the internal structures of the steam generator, as well as on the reactor as a whole [2]. After the tube is damaged, the critical discharge of water is established almost instantly in the rupture, followed by the critical discharge of vapor–water mixture [3]. Therefore, the water flowrate through the rupture is determined solely by the high pressure in the heat exchange tube, being independent of the much lower pressure in the molten lead. Due to water discharge, a depressurization wave propagates upstream from the failure location towards the tube inlet connected to the collector providing feedwater to the heat exchange tubes of the steam generator. As a result, a much higher than nominal pressure drop will be established between the tube inlet and rupture point, with the water pressure near the rupture being determined by the critical discharge conditions. In the conditions of significant pressure decrease, water becomes superheated and boils up near the rupture, so that two-phase mixture is going to flow out of the rupture opening.



The first portion of water ejected from the ruptured tube into the low-pressure molten lead becomes superheated and boils up, with a sharp increase in the volume. This process generates the propagation of a shock wave in the molten lead. Since the expansion of the two-phase mixture in the molten lead is relatively slow due to the high density of the melt, the shock wave is of quite low amplitude, having no significant impact on the steam generator internal structures [4].



After the termination of fast wave processes, the discharge from the steam–water mixture reaches a quasi-steady state, and a multiphase mixture of molten lead, water, and steam is formed near the rupture’s opening. Steam is ejected out of the tube; additionally, it is generated by the evaporation of the released water due to (i) the rapid pressure drop to the level in the surrounding molten lead, making water superheated and causing its bulk boil-up; and (ii) contact with high-temperature surrounding lead.



Since the molten lead temperature exceeds, by far, the boiling temperature of water, direct contact between the water and melt is thermodynamically prohibited, and a vapor film separates the two fluids. In these conditions, heat transfer from melt to water proceeds in the film-boiling regime, with the convective flow of vapor in the film determining the heat exchange intensity. In the experimental work [5], a value of 145 W/m2 K was obtained for the heat exchange coefficient for the film boiling of water droplets with a diameter under 1 cm, surrounded by vapor film and rising in molten lead with the temperature of 500–600 °C. This value is about two orders of magnitude lower than in the case of direct water–melt contact. The relatively low heat transfer rate, limited by the film boiling, allows the quite long existence (about dozens of seconds) of the “melt–vapor–water” multiphase system.



The experimental studies on water jet interaction with molten lead–bismuth eutectic performed in a LIFUS5 facility are reported in [6,7]. In these experiments, 80 L of melt with the temperature of 400 °C was placed in the test vessel, and the gas space above the melt surface was filled with argon at a pressure of 0.1 MPa. Water was injected into the vessel under the melt level through a pipe with an internal diameter of 18 mm; the injection time was 3 s, water pressure was 18.5 MPa, and water temperature was 300 °C (subcooling of 59 °C). In the course of the experiment, pressure and temperature were measured at various vessel points.



The first (very sharp) pressure spike of the order of 3.4 MPa was registered at the instant of initial water discharge; it was related to fast expansion of water in the low-pressure melt. Then, the vessel pressure dropped to 0.3 MPa, after which, over the time of 0.5 s, it rose to 2.5 MPa or became 25 times higher than the initial vessel pressure. This pressure rise indicates that this period was featured by intensive water jet interaction with the melt. Afterwards, the vessel pressure decreased to about 1 MPa and stayed at that level until the termination of the water supply to the test vessel; finally, the pressure dropped to about 0.5 MPa.



A different experimental setup was used in [8,9,10], where the evolution of a water volume submerged in a melt pool was studied. The interaction proceeded in a cylindrical vessel with the internal diameter of 140 mm, filled with molten alloy of Bi 60%-Sn 20%-In 20%; the melt density was 8500 kg/m3, and the melting temperature was 79 °C. Water was delivered under the melt level in a fragile cone-shaped glass flask with a flat bottom. The contents of the flask were transported into the melt at the speed of 250 mm/s; it was ruptured by a crushing cone pre-positioned on the bottom of the interaction vessel. As a result, direct contact between the water and the surrounding melt occurred, initiating their interaction. In the course of the experiment, the pressure and temperature were measured by respective transducers installed at several points in the vessel. In the experiments, the water volume was in the range of 5–100 cm3, and its initial temperature was 58–99 °C. The initial melt temperature was in the range of 296–545 °C, and the initial pressure in the gas space above the melt was 0.1 MPa. After the flask rupture, the melt–water interaction was signified by the rise in the in-vessel pressure by approximately an order of magnitude. However, the peak pressure registered in these experiments was lower than in LIFUS 5 tests. A probable reason for this difference is that, when water is supplied into the melt vessel as a jet, the fragmentation of water and melt occurs, creating an intensive interaction between the materials. In the experiments [8,9,10], however, the water–metal contact occurs on the surface of the initial water volume, where fragmentation is quite moderate.



In 2018, experimental results on water–melt interaction were published [11], obtained on a facility closely resembling that used in References [8,9,10], with the following differences: (i) the internal diameter of the test vessel in [11] was 250 mm; (ii) the glass flask was spherical; (iii) its breaking was performed via contact with vessel bottom, without a crushing cone; and (iv) the flask was transported into the melt at a speed of 100 mm/s. The results obtained in [11] confirmed the conclusions of experiments [8,9,10]: in the conditions where the mixing of the materials was of low intensity (as opposed to water injection into melt as a jet), the interaction is featured by relatively low levels of pressure rise in the vessel.



Water jet interaction with lead–bismuth eutectic alloy (density, 10,600 kg/m3; melting temperature, 125 °C) in a flat vessel (slice geometry) was studied in the experiments [12,13,14]. The vessel was 150 mm high, its width was 170 mm, and its thickness was 10 mm. The bottom surface of the vessel was rounded. Subcooled water impacted the melt surface for 0.5 s; it was supplied through a vertical tube with and internal diameter of 6 mm. The outlet of the tube was located 50 mm above the initial melt surface, and the gas space was connected to the atmosphere. In the experiments, the initial water temperatures were 25, 60, 80, and 90 °C; and the melt temperatures were 273, 280, 290, 480, 500, and 530 °C. The water jet velocity varied in the range from 5.8 m/s to 7.8 m/s. Visualization of the melt and water phases was performed by high frame-rate neutron radiography. At the initial stage of the water–melt interaction, the formation and then expansion of a cavity filled with water and vapor were observed, signified by the boiling of water on the cavity’s surface. Later on, this interaction proceeded differently, depending on the water jet velocity and initial temperatures of the water and melt. In some cases, energetic interactions were observed, as indicated by a significant pressure increase in the melt, which even caused plastic deformations of the vessel walls manufactured from 1 mm thick stainless steel.



The above overview of experimental results clearly demonstrates the difficulties encountered by experimentalists: the interactions between the water jet and melt pool are of short duration, and the presence of opaque melt prevents the use of optical registration methods requiring application of a lot more sophisticated X-ray and neutron radiography techniques. Also, large-scale tests are expensive, while laboratory-scale results are difficult to scale to the dimensions required for the evaluation of reactor safety. For this reason, the development of analytical and numerical approaches to the simulation of fluid dynamics and thermal processes in water–heavy-metal interactions is of significant fundamental and applied value. In particular, detailed numerical simulations provide a possibility to fill the knowledge gaps on the processes that are not amenable to direct experimental measurement.



There exist two principal approaches to the mathematical modeling of the systems, and they are considered here. The first one (multifluid models) is based on the concept of multiphase fluid mechanics [3,15], where each phase (fluid) is described as a locally volume-averaged continuous field having its own volume fraction, velocity, and temperature. Several universal multiphase flow types (bubbly flow, dispersed droplet flow, etc.) correspond to some particular combinations of phase volume fractions and some other parameters (so-called flow regime maps). The phases interact via heat and mass exchanges, as well as drag; these interactions are described, as a rule, by empirical or semi-empirical correlations derived from a large volume of experimental data. A distinctive feature of this approach is that the interfaces between the phases are not resolved directly; rather, the volume-averaged specific interface area is taken into account in the correlations for interphase interactions.



One of the computational codes based on the multifluid approach is SIMMER-III [16], a code developed for the analysis of accidents in nuclear power reactors with liquid metal coolant. This code was applied in [7,17] to the analysis of the abovementioned LIFUS 5 experiments; also, it was applied in [16] to the analysis of experiments on the interaction of water volume submerged in a vessel with high-temperature melt [8,9]. Numerical simulations of these experiments by SIMMER-III demonstrated reasonable agreement with the test data in some cases, while significant differences were obtained in a number of cases. The principal problem in the modeling of a water jet injection in a melt pool is that there is a great variety of arising multiphase flow structures absent from the deterministic set of flow regimes implemented in the code. In such intermediate or transient cases, a description of the interphase exchanges is performed via interpolation between the flow regimes available in the code. Evidently, this can lead to the significant deviation of numerical results from the test data.



Another approach to the numerical modeling of multiphase flows is the direct numerical simulation where interfaces between the phases are tracked, and fluid dynamics equations are solved in each phase [18,19]. In contrast to the volume-averaged multifluid models, the phases are considered immiscible, transported by a common velocity; however, some velocity jumps can exist if phase change occurs on the interface. Quite a few interface tracking methods have been developed so far. These include the “sharp interface” immersed boundary (or level-set) method, where the interface is described as a geometrical surface corresponding to zero of the signed distance function; and the “smeared interface” method, where the interface is represented by a thin transitional zone. A popular interface tracking method of the latter type is the VOF (Volume-of-Fluid) method [20]. The volume fraction of each phase is a step-like function, changing abruptly from 0 to 1 at the phase interface. Numerically, however, this step-like behavior is approximated by a continuous function, allowing for some (controlled) phase mixing in the finite-thickness transitional layers representing the interfaces. As a result, simulations are performed for a single effective fluid with properties defined as volume fraction-weighted respective phase properties. Also worth noting are such interface tracking techniques as the phase-field model that was successfully applied to solidification problems, or the Lattice Boltzmann Method (LBM), which is based on the solution of kinetic equations (see review in [18]).



The VOF method gained its popularity in simulations of complex multiphase flows due to its relative simplicity and ability to naturally describe such complex processes as fluid fragmentation, the breakup and coalescence of jets, drops, etc. In reaction to the problem of melt–water interactions, VOF simulations of melt jet breakup in water were performed in the two-phase framework (no vapor phase present) in [21,22,23,24]. In particular, the VOF method was applied to numerical simulations of the interaction of a water jet issuing in a vessel filled with liquid lead [24]. In this work, mostly the fluid-dynamical aspects of the interaction were considered with no vapor taken into account. It was shown that, due to high density of the molten lead, the water jet rapidly loses its momentum and undergoes significant fragmentation. Size distribution function was obtained for the dispersed water fragments by processing the simulation results; it was shown that, for the assumed jet parameters (inlet velocity, 20 m/s; diameter, 12 mm), the highest fraction (by mass) has the average size of 4.5 mm.



In the current work, Reference [24] is extended in several important avenues. A complete three-phase system (melt, water, and vapor) is considered, with phase change on the water–vapor interface taken into account. Three-dimensional simulations are performed, allowing for a more adequate description of phase surface instabilities, fragmentation, etc., and then the two-dimensional simulations [24]. The VOF model’s capability of capturing the important features of melt–water interactions was validated in recent works [25,26], where single-droplet steam explosions, as well as melt splashes due to the impact of short-duration water jet on a shallow melt layer, were simulated.



Here, the model [25,26] was applied to a water jet’s interaction with a molten pool of heavy metal. Three-dimensional simulations were performed for the conditions of previous experiments [12,13,14], where a water jet was injected in a planar vessel filled with lead–bismuth eutectic alloy; the results obtained are compared with the experimental data.



Note that only a few attempts of two- and three-dimensional modeling of water–heavy-melt interactions, with account for the presence of three phases and phase changes, have been performed so far. For example, simulations of experiments [12] were performed on the basis of multifluid (volume-averaged) models in [27] (by MC3D code) and [28] (by two-dimensional ACENA code). The only VOF simulations known to the authors so far were performed in [29]; however, these simulations were performed for high-velocity water jets and in a different geometry. Therefore, the novelty of the presented research is related to the detailed three-phase modeling of water–melt interactions on the basis of the VOF model, formulated for compressible phase with evaporation on the interface, as well as in the validation of the predictions by this model against the experiments [12].




2. Statement of the Problem


The evolution of melt, water, and vapor separated by the respective interfaces is described in the framework of the Volume-of-Fluid (VOF) approach [18,19,20]. According to the VOF model for the total of    N  p h     phases, each  i -th phase is assigned a respective volume fraction,    α i    (such that     ∑  i = 1    N  p h       α i    = 1  ), and sharp interfaces are smoothed into thin zones where the volume fractions are continuous but change rapidly from 0 to 1. This interface smoothing allows one to solve the transport equations for the volume fractions on the Eulerian mesh without the need to track the interfaces as geometric surfaces, thus avoiding the problems of surface topology changes due to liquid fragmentation and coalescence, etc. The smoothed surface, however, requires the application of specific models to take into account the processes that proceed on the phase interfaces, including the effects of surface tension (related to the surface curvature) and phase changes. Typically, the surface processes are recast as equivalent volumetric source terms acting in the thin zone of high gradients of volume fractions, providing the same integrated quantities as their surface-related counterparts.



In this work, we applied the formulation of the VOF method that takes into account the phase compressibility (i.e., variation in the phase density,    ρ i   , with temperature and pressure), as well as possible phase changes on the interfaces. In the presence of    N  p h     phases, the phase continuity, momentum, and energy equations take the form of


    ∂  ρ i   α i    ∂ t   + ∇    ρ i   α i   U    =  Γ i   



(1)






  ρ     ∂  U    ∂ t   +    U  ⋅ ∇    U    = − ∇ P + ∇  τ  + ρ  g  +   F  s   



(2)






  ρ     ∂ h   ∂ t   +    U  ⋅ ∇   h   =   d P   d t   + ∇ λ ∇ T − Γ Δ  H  e v    



(3)




where  t  is the time,    ρ i    is the i-th phase density;    Γ i    is the volumetric source term describing the i-th phase appearance in phase transitions;   U  ,  P , and  T  are the velocity, pressure, and temperature fields common to all the phases; and   g   is the gravity acceleration. The viscous stress tensor in the momentum equation is written as


   τ  = μ   ∇  U  + ∇   U  T  −   2 3    I    ∇ ⋅  U       



(4)







The momentum and energy Equations (2) and (3), as well as relationship (4), involve the volume fraction-averaged density,  ρ ; specific enthalpy,  h ; dynamic viscosity,  μ ; and thermal conductivity,  λ , defined by


   ρ =   ∑  i = 1    N  p h       α i   ρ i      ,   ρ h =   ∑  i = 1    N  p h       α i   ρ i   h i      ,   μ =   ∑  i = 1    N  p h       α i   μ i      ,   λ =   ∑  i = 1    N  p h       α i   λ i      



(5)







In (5), the respective phase properties are determined from the respective equations of state and relationships for the transport coefficients:


    ρ i  =  ρ i    P , T     ,    h i  =  e i   T  +  P   ρ i      ,    μ i  =  μ i  ( T )   ,    λ i  =  λ i  ( T )   



(6)




where    e i    is the specific internal energy of the i-th phase. The surface tension force acting on the interfaces is     F  s  =   ∑  i = 1    N  p h        F   s , i      , where the respective forces acting on each liquid phase interface are described by the continuous surface force (CSF) model [19]:


    F   s , i   =  σ i   κ i  ∇  α i   



(7)




where    σ i    is the surface tension of i-th fluid at the interface with vapor, and    κ i  = − ∇     ∇  α i   /    ∇  α i          is the surface curvature of  i -th phase interface.



The last term on the right-hand side of energy Equation (3) takes into account heat release or consumption in the phase transition occurring between all physically possible phases. In the current work, however, we consider three phases (   N  p h   = 3  , including melt, water, and vapor, which are denoted hereafter by the subscripts   i = m  ,  w , and  v , respectively). In this system, phase transition can occur only on the water–vapor interface the water evaporation rate per unit volume is denoted by   Γ =  Γ v  = −  Γ w    (with    Γ m  = 0  ), and   Δ  H  e v     is the specific heat of evaporation. Similar to the surface tension force (see (7)), the evaporation rate,  Γ , must be expressed as a volumetric source term distributed over the thin zone to which the interface is smeared in the VOF model (bulk boiling of water is not possible in this approach). Here, we use the evaporation model proposed in [30] (with slight modifications [25]), containing no user-defined constants:


  Γ =   3  2   λ w    ∇  α w      5 Δ x Δ  H  e v     max ( T −  T  s a t   , 0 )  



(8)




where   Δ x   is the cell size,    T  s a t    P    is the saturation temperature corresponding to the local pressure, and    λ w    is the thermal conductivity of water. In the multidimensional problems where the mesh cells can have different sizes in different directions, the mesh cell size,   Δ x  , entering Equation (8) must be defined. The model (8) was derived in [30] from the comparison of water superheat energy (expressed by the temperature difference factor) and the conductive heat flux proportional to water conductivity divided by the distance between the current and adjacent cell centers. In the current implementation (see also [25]), all neighbors of the cell where phase transition occurs were checked, and the one having the highest water volume fraction was chosen for the determination of   Δ x  .



All of the gas phase is considered water vapor, with condensation suppressed; this allows us to simplify the model by avoiding the consideration of the multicomponent gas mixture, which does not play any significant role in the current problems where small amounts of water interact with high-temperature melt. In these conditions, water vapor rapidly becomes superheated upon contact with the melt, and its condensation is not possible, at least in the interaction zone.



Note finally that, unlike the classical VOF formulations, the current VOF model takes into account the effects of phase compressibility and phase changes. This can be demonstrated by recasting the phase continuity Equation (1) in the following form:


    ∂  α i    ∂ t   +    U  ⋅ ∇    α i  +  α i    ∇  U    = −    α i     ρ i      d  ρ i    d t   +    Γ i     ρ i     



(9)




where    d /  d t   =  ∂ /  ∂ t +  U  ⋅ ∇     is the material derivative. By summing up Equation (9) over all phases, it can be determined that the velocity field is subject to the constraint


  ∇  U  = −   ∑  i = 1    N  p h         α i     ρ i      d  ρ i    d t     + Γ    1   ρ v    −  1   ρ w       



(10)




with the first term on the right-hand side related to the compressibility of all phases; the second one describes dilatation due to vapor release and expansion.




3. Numerical Implementation and Verification


Numerical simulations were carried with the open-source CFD toolbox OpenFOAM-v2112 [31]. OpenFOAM (standing for Open-Source Field Operation and Manipulation) is an open-source toolbox containing a set of libraries that implement a wide range of operations (e.g., vector and tensor algebra operations, mesh function interpolation, integration, approximation of differential operators, linear algebra solvers, etc.). The libraries can be used to create executables implementing numerical solvers for a plethora of specific problems in continuum mechanics; the current distribution of OpenFOAM comes with a set of ready-to-use solvers, while new solvers and utilities can be created by users by writing respective main program and functions and relying on the methods implemented in the libraries to solve the resulting equations.



A new solver, fciFOAM, that allows one to model the flows of immiscible compressible phases separated by interfaces tracked by the VOF method with phase changes was developed; no standard solvers in OpenFOAM take into account both effects described by Equation (10). Pressure–velocity coupling in transient simulations is performed by using the familiar PISO method. The solver was verified on a set of test cases, including the one-dimensional Stefan problem and two-dimensional film boiling on a flat horizontal plate.



The 1D Stefan problem is a standard test in OpenFOAM for the verification of solvers with phase transitions. It considers the propagation of an evaporation front in a saturated liquid contacting a hot wall superheated with respect to the saturation temperature of the liquid. An analytical solution is available for the Stefan problem [32,33], making it a convenient problem for the verification of numerical solvers.



Simulations were performed for the following problem parameters: saturated water at the temperature of    T  s a t   = 373.15   K is heated by a wall that is hotter by   Δ T = 5   K, the water and vapor densities are    ρ w  = 958.4   kg/m3 and    ρ v  = 0.581   kg/m3, the corresponding specific heat capacities are    c  p , w   = 4216   J/(kg·K) and    c  p , v   = 2030   J/(kg·K), the thermal conductivities are    λ w  = 0.65   W/(m·K) and    λ v  = 0.0246   W/(m·K), and the latent heat of evaporation is   Δ  H  e v   = 2.26   MJ/kg.



In Figure 1, the boiling front coordinate is plotted against time. The solid line represents the analytical solution; the dots correspond to the numerical simulations performed by fciFOAM on three different meshes, with the cell size,   Δ x  , indicated in the graph legend. It can be seen that the numerical results obtained on the mesh sequence converge to the exact analytical solution [32,33].



The second verification problem is the two-dimensional film boiling on a hot horizontal plate (see Figure 2). This problem was used for the verification of evaporation models in many works, particularly in [30,33]. Here, simulations were performed for the same model parameters as in [33]: the space above a horizontal wall is filled with saturated liquid at    T  s a t   = 500.15   K, the temperature difference between the wall and liquid is   Δ T = 5   K, and the corresponding liquid and vapor properties are as follows: densities,    ρ l  = 200   kg/m3 and    ρ v  = 5   kg/m3; dynamic viscosities,    μ l  = 0.1   Pa·s and    μ v  = 5 ⋅   10   − 3     Pa·s; specific heat capacities,   c  p , l   = 400   J/(kg·K) and    c  p , v   = 200   J/(kg·K); thermal conductivities,    λ l  = 40   W/(m·K) and    λ v  = 1   W/(m·K); latent heat of evaporation,   Δ  H  e v   = 10   kJ/kg; and surface tension,   σ = 0.1   N/m.



Initially, the hot bottom wall is separated from the liquid above it by a vapor film, with the thickness,    y f   , described as a function of the horizontal coordinate,  x :


   y f  =    λ 0    128     4.0 + cos     2 π x    λ 0        ,  



(11)




where    λ 0    is the width of the film, equal to the “most dangerous” Taylor wavelength [34]:


   λ 0  = 2 π       3 σ      ρ l  −  ρ v    g       1 / 2   ,  



(12)




where  g  is the gravity acceleration.



Periodic growth of mushroom-shaped vapor bubbles develops with time, leading to oscillations in the heat flux on the bottom plate. The space-averaged Nusselt number   Nu   on the bottom wall (directed along the  x  axis) is calculated by integrating the local Nusselt number     Nu  l    defined by


    Nu  l  =   λ ′   Δ T         ∂ T   ∂ y       y = 0   ,  



(13)




where   λ ′   is a characteristic length


   λ ′  =      σ     ρ l  −  ρ v    g       1 / 2    



(14)







Then, the average Nusselt number is


  Nu =  1 L     ∫ 0 L     λ ′   Δ T         ∂ T   ∂ y       y = 0      d x  



(15)







In the simulations, the width of the bottom plate was taken to be   L =  λ 0  / 2  .



In Figure 3, the time history of the average Nusselt number is presented, demonstrating that, following the initial few cycles, the process becomes periodic (after approximately 1.2 s), when the bubble detachment is followed by the formation of the subsequent bubble, repeating with the period of about 0.4 s.



The time-averaged Nusselt number can be obtained by averaging the Nusselt number (15) over a few periods at the stage where oscillations become periodic (see the last three oscillations in Figure 3). In the current simulations, the time-averaged Nusselt number obtained was equal to 2.56, which agrees quite well with the analytical solution [34] shown in Figure 3 by the solid line (the deviation is within 2.5%). This agreement is quite good, considering that, in other similar numerical works, the discrepancy in the Nusselt numbers reached some 30%.



The results obtained confirm that the developed solver fciFOAM is suitable for the solution of problems involving the interaction of the high-temperature melt with water, the key feature of which is the formation of large volumes of steam when the water boils. More validation results for fciFOAM obtained in different types of melt–water interactions can be found in [25,26].




4. Geometry and Parameters


Simulations were performed in a computational domain reproducing the test section in experiments by Sibamoto et al. [12]. The upper part of the computational domain (see Figure 4) of the height    H v  = 50   mm represents the space filled with saturated vapor, while the lower part is a pool of hot melt with the depth of    H m  = 100   mm. The total width of the calculation domain is   L = 170   mm, and the radius of the bottom is   R = 85   mm. The upper boundary of the domain is open, with a round area of the diameter    D j    = 6 mm representing the subcooled water inlet. The remaining boundaries are adiabatic solid walls.



Numerical modeling was performed for the experimental case Run 4 [12] with the following parameters: jet velocity,    v j  = 6.2   m/s; melt temperature,    T m  = 820   K; and water jet temperature, 298 K. On the open upper boundary of the computational domain, a constant atmospheric pressure of    P 0  = 0.1   MPa was maintained.



The melt pool material is lead–bismuth eutectic alloy with the physical properties taken from [35]; its properties are presented in Table 1, along with the properties of other phases (water and vapor). In the current problem, density changes in the water and melt are negligible in comparison with the compressibility of vapor; therefore, an incompressible liquid model was used for the liquid phases, while the ideal gas law was applied to vapor. Surface tension was set for each pair of phases: the surface tension on the water–vapor interface was   σ = 0.06   N/m; on melt–vapor and melt–water interfaces, it was   σ = 0.39   N/m.



Simulations were performed on a multiblock structured mesh with 5,623,200 cells shown in Figure 5. The mesh was refined in the domain where the most important interactions (water jet fragmentation and cavity development) occurred; this domain was filled with cubic cells with a side length of   Δ x = 250   µm. The required mesh size was determined in a set of preliminary simulations. We started our studies from coarse meshes (below 1 million cells), and it was found that, on such meshes, water jet fragmentation occurs very weakly, so that a nearly cylindrical water jet reached the vessel bottom, while the jet perturbations clearly seen in the experiments by Sibamoto et al. [12] were not reproduced at all. Gradual mesh refinement allowed us to obtain more realistic water jet fragmentation, and the qualitative picture obtained with the mesh containing 5,623,200 cells was found to be adequate. A simulation on an even finer mesh, with doubled cell count, was made afterwards in order to confirm that our “baseline” mesh was adequate, as a reasonable trade-off between the prediction accuracy and computational overheads. More details on the mesh sensitivity study can be found below, in Section 8 of the present paper.




5. Two-Dimensional Simulations of Nonboiling Water Jet Penetration into Melt


To better understand the three-dimensional effects and influence of water boiling on the interaction between water jet and a melt pool, a two-dimensional analysis of this process in the absence of water boiling was first performed. A set of two-dimensional calculations was carried out for water jet penetration into a molten-lead–bismuth alloy (the melt–water density ratio is    R d  =    ρ m   /   ρ w  =   10  ). The calculated results were compared with the results of simplified theoretical estimates [12] for the depth of the penetration of the water jet into the melt,    H c   , carried out for the case of the absence of water boiling.



In Figure 6, the spatial distributions of phase volume fractions are presented for the case where a water jet velocity is    v j  = 7.5   m/s, and its diameter (width) is    D j  = 5   mm. Figure 6 is adapted from the actual simulation results at the instant   t = 25   ms, with the key geometric parameters added:    H c    is the depth of the jet penetration,    W c    is the width of the cavity formed in the heavy melt, and    v c    is the velocity of cavity propagation in the melt.



An estimate for the maximum possible steady-state penetration of a nonboiling jet was obtained in [12] from the balance between the jet stagnation pressure and the pool static pressure at the interface elevation:


     H c     D j    =    v j 2    2    R d  − 1   g  D j    = 0.5      R d     R d  − 1       Fr  d 2  ,  



(16)




where    R d  =  ρ m  /  ρ w    is the density ratio (for the molten-lead–bismuth alloy,    R d  = 10.0   to   10.4  ), and     Fr  d  =  v j  /    R d  g  D j      is the densimetric Froude number. In fact, Equation (16) follows from the Bernoulli equation for the water jet; it predicts the quadratic dependence of the penetration depth on the jet velocity.



The water jet penetration in boiling liquids of different densities, ranging from 0.81 to 13.6, was studied experimentally in [36,37]. It was found that the jet penetration length (or the maximum cavity depth,    H c   ) is described by the linear function of the Froude number,     Fr  d   , and, therefore, it depends linearly on the jet velocity,    v j   . In particular, the following correlation was obtained in [36]:


     H c     D j    = 2.1 ⋅   Fr  d   



(17)







The influence of the jet velocity on the maximum depth of the jet penetration was studied in the set of two-dimensional simulations performed under the assumption of a nonboiling jet. The results obtained from the simulations (see Table 2) are compared with those predicted by Equations (16) and (17) in Figure 7. It can be seen that the predicted dependence of cavity depth on the densimetric Froude number is not quadratic, it is closer to the linear one. Evidently, this may result from neglecting the melt flow and drag forces in the estimate (16), while these factors are present in the experiments [36,37] and are taken into account in the current simulations.



It is interesting to note that Equation (16) predicts that the maximum cavity depth,    H c   , is independent of the water jet diameter,    D j   , while Equation (17), which is based on the experiments of [36,37], predicts that    H c  ∝  D j  0.5    . In order to check which conclusion is better reproduced numerically, a set of simulations was carried out where water jets of variable diameters were considered at a fixed jet velocity,    v j  = 7.5   m/s; the corresponding results are presented in Figure 8. It can be seen that our results confirm that the maximum cavity depth depends on the jet diameter; the calculated data are approximated quite well by the dependence    H c  ∝  D j  0.45    , with the power index quite close to that in Equation (17).




6. Three-Dimensional Simulation of Subcooled Water Jet Penetration into Melt (Boiling Case)


Consider now the 3D simulation performed in the complete statement of the problem, i.e., taking into account the phases changes. The simulation was carried out with the geometry and conditions corresponding to the experiment of [12], Run 4. Figure 9a–f present the evolution of the water jet in the melt pool: the volume fractions are shown for the melt (gray color), water (blue color), and vapor (red color) in the longitudinal and transverse planes of symmetry. The time instants are shown in the non-dimensional form, according to [12]:


  t * =   t  v j     D j    .  



(18)







The initial water jet penetration into the melt (see Figure 9a;   t * = 10  ) was very similar to that observed in the 2D nonboiling case (see Figure 6). Water jet impingement on the melt pool surface leads to the formation and downward propagation of a cavity in the melt, filled with water and vapor. Simultaneously, a thin water layer spreads along the cavity’s surface. While in the 2D nonboiling case, the water layer thickness is almost constant over the cavity surface, in the boiling case, the water layer is thinner near the cavity bottom due to the evaporation and interaction with the generated vapor. At the instants   t * = 10  ,   55  , and   75   (Figure 9a–c), a thin vapor film separating the water from the melt is clearly seen. The vapor flow in this film provides heat transfer from the melt to the water (the film-boiling regime).



Figure 9c,d show that, as the water jets penetrates into the melt, pinching off begins in the middle of the cavity, with a two-phase vapor–water counterflow in the “neck”. Afterwards, breakup of the cavity into two parts occurs.



The subsequent stages of the process are illustrated in Figure 9e,f. Cavity formation due to water jet impact causes respective displacement of the melt in the shape of a “crown” around the cavity. After the maximum cavity depth is reached, the gravitational settling of the heavy melt begins, with a collapse of the lower cavity part and raising of the cavity with respect to the bottom of the vessel. This stage is characterized by unstable water boiling (see Figure 9e,   t * = 170  ), significant deformation of melt surface, and breakup of water jet. With time, the surface area where heat transfer occurs increases, leading to the intensification of water boiling and vapor generation. The rising vapor captures some fraction of water, displacing it into the upper-cavity part. Due to these processes, the cavity assumes its quasi-steady shape (see Figure 9f,   t * = 230  ).



In the subsequent experimental work [14], four stages of interaction were singled out by the analysis of radiographic images. All of these stages agree quite well with the current numerical simulation results: (1) water entry with gas entrainment (corresponds to   t * = 10   in Figure 9a), (2) radial collapse of cavity (  t * = 95  , Figure 9c), (3) breakup of water in cavity (  t * = 130  , Figure 9d), and (4) boiling with unstable deformation of melt surface (  t * = 230  , Figure 9f).



An insight into the melt–water–vapor mixing process can be achieved by inspecting the instantaneous shapes of water and melt surfaces. In Figure 10a–d, instantaneous shapes of water and melt surfaces (plotted as the level sets of the respective volume fractions,    α m  = 0.5   and    α w  = 0.5  ) are presented, further illustrating the process of melt–water interaction analyzed above. Such three-dimensional images are handy for better understanding the complex shape of the phase surfaces developing during the interaction, supplementing the phase volume fraction distributions in the cross-sections presented in Figure 9. It can be seen that, following the beginning of unstable boiling and collapse of the lower part of the cavity, not only the melt surface becomes very tortuous and random, but also some fine melt droplets are formed, also contributing to the phase mixing. The water jet becomes unstable and highly fragmented, with small droplets and irregular fragments being abundant in the whole cavity.



The dynamics of water jet penetration into the melt pool can be better understood by the analysis of the arising pressure field. For the simulation case, the pressure distributions at the same instants as in Figure 9 are shown in Figure 11.



It can be clearly seen that a zone of increased pressure is formed in the zone where the water jet is decelerated due to its contact with heavy high-inertia melt. This increased pressure turns water sideways and upwards, leading to the formation of bowl-shaped water flow (Figure 11a,b). The maximum pressure in this area,    P  max    , depends on the water injection velocity; it is described by the Bernoulli equation,    P  max   =  P 0  +   1 2    ρ w   v j 2   . For the parameters of the current simulation case,    P  max   = 0.11   MPa, which agrees well with the maximum pressure levels in Figure 11a,b.



At the time   t * = 95   (Figure 11c), the zone of increased pressure embraces the whole cavity. The melt contacting the cavity begins to flow, and the pressure drop in it decreases. The instant when the lower part of the cavity detaches (  t * = 130  , Figure 11d) is characterized by increased pressure in the lower part of the cavity.



As is clearly seen in Figure 9f, by the time   t * = 230   the water jet’s integrity is almost restored; therefore, the pressure in the melt under the impact spot is increased again (Figure 11f).




7. Comparison with Experiments [12]


In the experimental work [12], by processing the images obtained by the neutron radiography method, the following quantitative characteristics of the process were established: the relative cavity depth,      H c   /   D j     ; the cavity aspect ratio,    H c  /  W c   ; and the relative cavity penetration velocity,      v c   /   v j     . On the basis of these quantities, comparisons of the numerical predictions with the test data were carried out in the current work.



By postprocessing the distributions of volume fractions in the plane of symmetry (see Figure 9 and Figure 11) generated by the simulations at several sequential instants, the cavity penetration depth (   H c   ) and width (   W c   ) were determined in the following way. The cavity depth,    H c   , was determined as the difference between the initial melt level (   H m   ) and the height of the lowest point where the vapor volume fraction is    α v  > 0  . The cavity width,    W c   , was determined as the difference of the respective rightmost and leftmost points in the distribution of    α v   , taken below the initial melt level. The cavity penetration velocity,    v c   , was obtained by numerically differentiating the cavity depth,    H c   , as a function of time.



Figure 12 shows a comparison between numerical predictions and experimental data [12] on the relative cavity depth (a) and aspect ratio (b). It is necessary to emphasize that, in the simulation, the water jet diameter was    D j  = 6   mm, and the maximum possible cavity depth, corresponding to reaching the vessel bottom, was      H m   /   D j    = 16.7  ; this value is indicated in Figure 12a by the horizontal dashed line.



In the course of the water jet’s interaction with the melt pool, the cavity created by the impact reached the vessel bottom, attaching to it for some time. The agreement of the predicted and measured cavity depth is quite good, especially up to the time   t * ≈ 80  . Later on, some discrepancies between the simulation and experiment data appear. In the simulation, the cavity reaches the vessel bottom by the time   t * ≈ 100  , its lower part spreads over the pool bottom, and the detachment of the cavity occurs at   t * ≈ 200  . In the experiment (Run 4 [12]), however, vertical cavity propagation slows down at time   t * ≈ 80  ; the cavity stays attached to the bottom for a short period only, detaching from the vessel bottom at   t * ≈ 160  .



Consider now the comparison of the calculated and experimental cavity aspect ratios. The larger vertical size of the cavity obtained numerically is also reflected in the cavity aspect ratio (Figure 12b): the calculated dependence has more pronounced maxima and is narrower than that measured experimentally. The experimental aspect ratio remains almost constant over some period when the cavity slows down and the maximum depth of jet penetration is reached. There is no such plateau in the simulation, meaning that the cavity is growing in the radial direction, displacing the melt along the vessel’s bottom. A possible reason for this discrepancy is that the wall friction acting on the melt due to its interaction with vessel walls is underestimated in the current numerical model, where turbulence effects are not taken into account explicitly.



In Figure 13, the experimental and predicted cavity penetration velocity,    v c   , normalized by the water jet velocity,    v j   , is plotted against the dimensionless cavity depth,      H c   /   D j     . A theoretical estimate for the velocity,    v c   , obtained in [12] in nonboiling conditions for a shallow but infinitely wide cavity is as follows:


     v c     v j    =  1  1 +    R d      ,  



(19)




It is plotted in Figure 13 by the horizontal dashed line.



It can be seen that unstable melt–water interface propagation is observed in the experiments [12], with the fluctuation amplitude increasing with the cavity development. In the simulation, the cavity propagation velocity is almost constant up to the beginning of cavity deceleration, although some low-amplitude velocity oscillations are still observed.



The authors of Reference [12] estimated the error of the measurements performed to be 17%. Taking this into account, it can be stated that the results of the numerical simulation obtained in our work agree quite reasonably with the experimental data.




8. Study on Mesh Convergence


A feature of numerical simulations using the VOF method is that the evolution of all phases and the development of instabilities on the interfaces are modeled directly, without any averaging procedure. Refinement of the computational mesh not only increases the accuracy of finite-volume approximations but also allows one to resolve interface perturbations at smaller scales, affecting such processes as the fragmentation of fluids. For example, simulations of melt jet fragmentation in water performed on several meshes in [24] demonstrated that the jet breakup length becomes shorter, and more and more fine fragments appear with the decrease in the mesh cell size. In other words, no classical convergence to some mesh-independent solution can be expected in VOF simulations. However, a meaningful check is whether some integral features of the solutions become independent of the mesh size.



In order to evaluate the influence of the computational mesh, two additional simulations were performed for the same input parameters: one on a coarse mesh (the total number of cells was 878,800; the central area was covered with cubic cells with a side of   Δ x = 350   µm), and another one on a refined mesh (the total number of cells was 10,198,656; the central area was covered with cubic cells with a side   Δ x = 180   µm).



In Figure 14a,b, the time dependencies of the relative cavity depth,      H c   /   D j     , and aspect ratio obtained on the three meshes with different cell sizes are presented. It can be seen that the initial penetration of the water jet into melt (up to   t * ≈ 100  ) proceeds at the same speed for all cell sizes; the same applies to the cavity aspect ratio (Figure 14b). This is expectable because, at this stage, the water jet remains stable, and the cavity boundary has a simple shape. Large differences occur as soon as the water jet becomes unstable, as well as when significant fragmentation of the melt begins. These differences are most visible in Figure 14b, starting from   t * ≈ 130  . By this time, the inertial stage of the cavity grows ends, and the influence of the vapor formation becomes significant. The higher values of the aspect ratio obtained on the coarse mesh after   t * ≈ 180   indicate that the cavity is relatively narrow: the vapor release intensity is smaller than that predicted on the two finer meshes.



To further illustrate the influence of the mesh cell size, in Figure 15a–c, three solutions are presented, corresponding to the cross-section of the vessel at the same instant,   t * = 145  . It can be seen that the cavity obtained on the coarse mesh (a) is significantly narrower than those obtained on the nominal (b) and refined (c) meshes. Evidently, the processes of water jet and melt fragmentation proceed more intensively in the latter two cases, resulting in better entrainment and more energetic boil-up of water; therefore, the vapor production rate that causes the widening of the cavity is higher.



It is important to note that, in the simulation on the finest mesh, water is practically not spreading along the vessel bottom after   t * = 100   (Figure 15c), in contrast to the other two simulations performed on coarser meshes. This behavior most closely matches the experimental data.




9. Discussion


When a water jet penetrates a melt pool, a wide range of hydrodynamic and thermal phenomena arise that determine, in a coupled way, the melt–water interaction features and, in particular, the possible danger of this interaction to surrounding structures. Certainly, the VOF method is capable of describing the main processes involved, being a useful tool for the safety evaluation of various technological processes. In addition, it allows one to evaluate the results obtained by other methods. This is confirmed by the result obtained in the current work: it was shown numerically that the jet penetration depth is a linear function of its initial velocity, which agrees well with the experimental data, but shows the drawback of the theoretical estimate [12], which neglects the melt flow in the pool and drag between vapor and water.



The VOF method approximates the interfaces between phases by narrow transitional zones filled with some effective mixture, with the properties averaged between those of the phases. Special care is taken to control the transitional zone spreading only to few (typically, 2–3) mesh cells. This allows one to model the development of hydrodynamic instability of the interfaces from the wave formation and growth up to the separation of various-size droplets. Thus, in this method, no special (as a rule, empirical) models for such hydrodynamic processes as fragmentation or coagulation are introduced, which is an advantage with respect to Eulerian multi-fluid models depending heavily on the closures for interphase exchanges. Also, Eulerian models encounter significant difficulties in describing the polydisperse fragments, phase fragmentation, and coagulation, requiring the introduction of multiple phases according to (unknown beforehand) size distribution of fragments. The current study demonstrates the efficiency of the VOF approach in application to the problem of water jet interaction with melt pool, where fragmentation plays a key role.



Another attractive feature of the VOF method is the direct description of phase changes occurring in narrow transitional zones between the phases, without invoking any models for the interphase surface area. In VOF, the heat fluxes towards the interface (modeled by the thin transitional zone) are calculated directly from the heat transfer equation, while accounting for the current thermal gradients in the adjacent phases and thermal conductivities. The phase change rate in the near-interface cells is proportional to the superheating of the evaporating fluid; thus, the energy flux towards the interface is effectively converted to the appropriate mass flux of vapor. For the conditions considered in the current work, such an approach allowed the heat flux from the hot melt to be split into two parts: (i) heat going to subcooled water and (ii) heat going to the phase change.



The validity of the approach was confirmed by comparison with experiments [12,13,14] performed in a planar vessel (slice geometry). Since the vessel’s thickness is much smaller that its width and height, one would expect the damping of transverse flows and uniformity of all parameters in the transverse direction. However, the simulation results presented in Figure 9 and Figure 10 clearly demonstrate the asymmetry of phasic volume fractions at the late stage of the process. Evidently, the multiphase flow is three-dimensional, and the transverse flows intensify the mixing process.



The case of water jet interaction with melt studied in this work is featured by the vertical jet impact on the free surface of a melt pool. As a consequence, jet penetration into the melt results in the formation of a cavity filled with water jet core surrounded by vapor. Due to the momentum transferred by the impacting jet, the cavity propagates downwards, towards the vessel bottom, also extending in the horizontal direction and displacing the melt to the periphery. Our simulations demonstrated rather weak fragmentation and mixing of melt with water, which reduces the probability of their highly energetic (explosive) interaction. However, in the case of the SGTR accident, a high-pressure water jet is expected to be discharged from the ruptured tube well under the free level of molten metal, which makes the formation of a large gas cavity with high volume fraction of vapor practically improbable. In the steam generator, low-pressure melt flows between the heat exchange tubes, so that the discharged water becomes superheated (its temperature exceeds the phase change (boiling) temperature at the much lower system pressure). Therefore, water boil-up is going to occur on the outer boundary of the jet, so that the released vapor embraces the water jet core, separating it from the surrounding melt, while the water temperature drops to the boiling point. This process is significantly different from the practically isobaric interaction considered in the current work; it will be the focus of our future VOF studies.




10. Conclusions


The current study clearly demonstrated the high potential of the VOF method in application to complex multiphase flows with heat transfer and phase changes, without the involvement of empirical models for fragmentation rates, heat exchange coefficients, or evaporation rates.



This study revealed intrinsic limitations to the formation of the explosive three-phase mixture due to naturally arising phase separation that blocks the penetration of water droplets into heavy (and, therefore, highly inertial) melt. On the other hand, this blocking limits the fragmentation rate of the melt itself. This factor, thus, reduces the probability of steam explosions upon the interaction of water with hot metal melts.



The numerical tests performed when solving the problems of water jet interaction with heavy metal melt pool have shown that a prerequisite for adequate reproduction of the sophisticated multiphase flows is the use of fine-enough numerical meshes, allowing the flow details at small scales to be captured. On a coarse mesh, not only some fine details cannot be reproduced, but also the development of the interface instabilities responsible for water jet oscillations and fragmentation is delayed or suppressed completely. This affects such important features of the interaction as the cavity shape, depth, propagation speed, etc. It is important to note that, with the increase in the mesh resolution, more fine-scale flow details are reproduced in the simulations, making the classical “mesh-independent limit” unachievable. Therefore, VOF simulations of such complex flows as water–melt interactions must be validated against experimental data; such validations can help one to evaluate the adequate yet computationally feasible mesh size for the particular problem.



Thus, the novel results of direct numerical simulations presented in the paper are quite encouraging; they demonstrate the high potential of the VOF model for capturing the principal features and fine details of melt–water interactions. Future work will be devoted to the studies of water–melt interactions relevant to SGTR accidents in the fast neutron nuclear reactors with heavy coolant. In particular, of interest is the discharge of high-pressure water into heavy melt coolant. In such events, water boil-up occurs not only due to contact with hot melt, but also due to a rapid pressure drop, causing the volumetric boil-up of superheated liquid. Simulations of such transient processes would require the implementation of a nucleate boiling model, requiring an extension of the current approach where phase transitions occur only on the water–vapor interface tracked by the VOF method.
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Nomenclature




	
  α  

	
void fraction, (–)




	
  Γ  

	
volumetric phase change rate, kg/(m3·s)




	
   Δ  H  e v     

	
specific heat of evaporation, J/kg




	
   Δ x   

	
cell size, m




	
  κ  

	
surface curvature, m−1




	
  λ  

	
thermal conductivity, W/(m·K)




	
   λ ′   

	
characteristic length, m




	
    λ 0    

	
film thickness, m




	
  μ  

	
dynamic viscosity, Pa·s




	
  ρ  

	
density, kg/m3




	
  σ  

	
interfacial tension, N/m




	
   τ   

	
viscous stress tensor, Pa




	
    c p    

	
specific heat capacity, J/(kg·K)




	
    D j    

	
nozzle diameter, m




	
  e  

	
specific internal energy, J/kg




	
     F  s    

	
surface tension force, N/m3




	
     Fr  d    

	
densimetric Froude number, (–)




	
   g   

	
gravity acceleration, m/s2




	
    H c    

	
cavity depth, m




	
    H m    

	
depth of melt pool, m




	
    H v    

	
vapor space height, m




	
  h  

	
specific enthalpy, J/kg




	
   I   

	
identity matrix




	
  L  

	
total width of the vessel, m




	
    N  p h     

	
total number of phases




	
   Nu   

	
space-averaged Nusselt number, (–)




	
     Nu  l    

	
local Nusselt number, (–)




	
  P  

	
pressure, Pa




	
  R  

	
radius of the vessel bottom, m




	
    R d    

	
melt-water density ratio, (–)




	
  T  

	
temperature, K




	
  t  

	
time, s




	
   t *   

	
non-dimensional time, (–)




	
   U   

	
velocity, m/s




	
    v c    

	
cavity penetration velocity, m/s




	
    v j    

	
jet velocity, m/s




	
  W  

	
thickness of the vessel, m




	
    W c    

	
cavity width, m




	
    y f    

	
vapor film thickness, m




	
Subscripts




	
  i  

	
phase




	
  l  

	
liquid




	
  m  

	
melt




	
   sat   

	
saturation




	
  v  

	
vapor




	
  w  

	
water




	
   x ,   y ,   z   

	
Cartesian coordinates
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Figure 1. One-dimensional Stefan problem: verification of numerical solutions on different meshes (dots) with analytical solution (solid line). 
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Figure 2. Two-dimensional verification case: vapor volume fraction at times 0.1, 0.4, and 0.6 ms (left to right). 
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Figure 3. Two-dimensional verification case: comparison with correlation [34]. 
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Figure 4. Sketch of the computational domain: front and side view, along with geometric sizes. 
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Figure 5. Side view of the computational domain covered with mesh. 
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Figure 6. Two-dimensional water jet penetration into melt (water is shown by blue color, gray color denotes melt, red color denotes gas). 
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Figure 7. Comparison of the maximum jet penetration depth on the Froude number: dots correspond to numerical simulations performed with variable jet velocity,    v j   ; curves correspond to correlations from [12,36]. 
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Figure 8. Maximum jet penetration depth,    H c   , depends on the jet diameter,    D j   : dots correspond to numerical simulations at    v j  = 7.5   m/s; curves correspond to correlations from [12,36]. 
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Figure 9. Three-phase interaction in the   x z   and   y z   planes of symmetry:   t * =   10 (a), 45 (b), 95 (c), 130 (d), 170 (e), and 230 (f). 
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Figure 10. Melt and water surfaces, case C1:   t * = 30   (a), 75 (b), 105 (c), and 185 (d). 
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Figure 11. Pressure field history in the   x z   plane of symmetry:   t * = 10   (a), 45 (b), 95 (c), 130 (d), 170 (e), and 230 (f). 
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Figure 12. Comparison of experimental [12] and calculated cavity development: (a) relative cavity depth,      H c   /   D j     , with vessel bottom shown by the dashed line; and (b) cavity aspect ratio,    H c  /  W c   . 
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Figure 13. Penetration velocity of the cavity bottom: comparison of the experimental [12] and numerical results. 
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Figure 14. Comparison of cavity geometry for different cell size: (a) relative cavity depth,      H c   /   D j     ; and (b) cavity aspect ratio,    H c  /  W c   . 
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Figure 15. Volume fraction distributions at   t * = 145   calculated on meshes with different cell sizes: (a)   Δ x = 350   µm, (b)   Δ x = 250   µm, and (c)   Δ x = 180   µm. 
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Table 1. Phase properties.
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	Phase
	Density,

kg/m3
	Specific Heat Capacity, J/(kg·K)
	Dynamic Viscosity, Pa·s
	Conductivity,

W/(m·K)





	Melt
	10,000
	140
	1.3 × 10−3
	15



	Water
	1027
	4181
	0.3 × 10−3
	0.65



	Vapor
	variable
	1800
	3.5 × 10−5
	0.02










 





Table 2. Two-dimensional simulation cases with different jet velocities.
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	2D Case
	Jet Velocity    v j    (m/s)
	Max Cavity Depth,

   H c  /  D j   
	    H c  /  D j     Predicted by Equation (16)
	Rel. Diff (%)





	1
	5
	25.40
	28.32
	10.31



	2
	7.5
	46.75
	63.71
	26.62



	3
	10
	68.03
	113.26
	39.82
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