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#### Abstract

We investigate the stability of traveling front solutions in the neural field model. This model has been studied intensively regarding propagating patterns with saturating Heaviside gain for neuron firing activity. Previous work has shown the existence of traveling fronts in the neural field model in a more complex setting, using a nonsaturating piecewise linear gain. We aimed to study the stability of traveling fronts in the neural field model utilizing the Evans function. We attained the Evans function of traveling fronts using an integration of analytical derivations and a computational approach for the neural field model, with previously uninvestigated piecewise linear gain. Using this approach, we are able to identify both stable and unstable traveling fronts in the neural field model.
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## 1. Introduction

There is extensive biological evidence supporting the existence of traveling front phenomena in the brain [1-7]. The coarse-grained average activity of a neural network can be explained with the network equation first presented by Amari [8]:

$$
\begin{equation*}
\tau \frac{\partial u(x, t)}{\partial t}=-u+\int w(x-y) f[u(y)] d y . \tag{1}
\end{equation*}
$$

Without loss of generality, we can set the synaptic decay time $\tau=1$. We also have that $u(x, t)$ is the synaptic input to neurons located at position $x \in(-\infty, \infty)$ at time $t \geq 0$, and this represents the level of excitation or amount of input into a neural element. The coupling function $w(x)$ determines the connections between neurons. The nonnegative and monotonically nondecreasing gain function $f[u]$ denotes the firing rate at $x$ at time $t$.

Ermentrout and McLeod [9] considered a singular network of excitatory neurons distributed on a real one-dimensional line. They showed that there is a unique and asymptotically stable monotonic traveling front solution. This front joins the stable constant solutions $u \equiv 0$ and $u \equiv 1$. They also explicitly solved the integral equation for the limiting case when $f(u)$ is the Heaviside function.

Zhang investigated the existence and stability of traveling front solutions of (1) with the Heaviside gain function and a coupling function that is even, nonnegative, and piecewise smooth [10]. He derived the integral Evans function $\mathcal{E}(\lambda)$ for an associated eigenvalue problem resulting from linearization (1) around the front $u(\xi)$. Using the Evans function $\mathcal{E}(\lambda)$, he further proved that the real part of the eigenvalue $\lambda$ cannot be nonnegative, except for the simple eigenvalue $\lambda=0$, which is associated with translational invariance. Therefore, he concluded that the traveling fronts of (1) are linearly stable.

Guo showed the existence of nonmonotonic traveling front solutions of (1) with a "Mexican hat" type of lateral inhibition coupling and nonsaturating piecewise linear
gain [11]. She also established an ODE formulation, to compute the point spectrum on the right half of the complex plane for traveling front solutions of (1) with a "Mexican hat" type of lateral inhibition coupling function and Heaviside gain function.

In 2004, Coombes and Owen showed how to construct Evans functions for several integral neural field equations [12]. In this work, the analysis was performed with a Heaviside firing rate function, which allowed them to construct several explicit forms of Evans function for several types of integral neural field equations. We will be able to expand on this work by investigating Evans functions with a non-Heaviside firing rate function.

There have been various studies on traveling fronts for Amari's neural field model in the recent past, as well as in current work. For example, in 2012, Coombes, Schmidt, and Bojak analyzed a two-dimensional neural field model with Heaviside gain [13]. They investigated the stability of stationary fronts and determined the conditions for which stability is achieved. In 2016, Coombes and Liang investigated traveling fronts in a stochastic neural field model using Heaviside gain with exponentially decaying spatial interactions and threshold noise, and they were able to find several stability branches for the fronts [14]. In 2017, Coombes, Avitabile, and Gökçe considered a two-dimensional neural field model with Heaviside gain and imposed Dirichlet boundary conditions and conducted a stability analysis [15]. They were also able to verify their theoretical findings with computational results. More recently, in 2022, Cook, Peterson, Woldman, and Terry analyzed and derived the relationships and formulations of several relevant neural field models, including Amari's with Heaviside gain [16]. They reported several modern formulations of neural field modeling, as well as its important connection to clinical applications. Also in 2022, Qin, Fu, Jin, and Peng used the neural field model with arctangent gain to compare with experimental data obtained clinically [17]. They were able to determine that the neural field model was able to effectively model real-world data more robustly than some other respected representations. Earlier in 2023, González-Ramírez investigated the existence of traveling fronts in fractional-order formulations of the neural field model with Heaviside gain [18]. Evidently, we can see that Amari's work is still highly relevant in contemporary times.

We aim to extend the work of Ermentrout and McLeod, Zhang, and Guo's previous studies by analyzing the problem with nonsaturating gain. This will involve linearizing the traveling front solution, to set up an eigenvalue problem. We then derive the equivalent ODE of the eigenfunction, analyzing both real and imaginary components, to set up a system of ODEs. Finally, we compute the Evans function for the system and conclude, through computation, the stability, by using the Evans function. All numerical and symbolic calculations in this paper were performed using Mathematica, and all visualizations were carried out using Python.

## 2. Materials and Methods

In this section of the paper, we introduce some of the functions that will be utilized in the neural field model. We then linearize the neural field model for a perturbed solution and derive ordinary differential equations equivalent to the linearized stability integrodifferential equation. Next, we derive the matching conditions for where the front crosses the threshold. We conclude by identifying possible forms for the resulting eigenfunction and then deriving the Evans function that will be used for the stability analysis.

### 2.1. Coupling Function, Gain Function, and Front Solutions Considered

We begin by discussing some of the functional parameters in our model. We will use a coupling function similar to the one previously used by Guo, the so-called Mexican hat function [11]. This function can be constructed using a variety of exponential functions. For our demonstration, we will consider a function of the form

$$
\begin{equation*}
w(x)=A e^{-a|x|}-e^{-|x|}, \tag{2}
\end{equation*}
$$

where we require that $a>1$ and $A>1$, in order to satisfy the properties of the coupling function used in these networks, in addition to the other following conditions:

- $\quad w(x)>0$ on an interval $\left(-x_{0}, x_{0}\right)$, and $w\left(-x_{0}\right)=w\left(x_{0}\right)=0$,
- $w(x)$ is decreasing on $\left(0, x_{m}\right]$,
- $w(x)<0$ on $\left(-\infty,-x_{0}\right) \cup\left(x_{0}, \infty\right)$,
- $w(x)$ is continuous on $\mathbb{R}$, and $w(x)$ is integrable on $\mathbb{R}$,
- $\quad w(x)$ has a unique minimum $x_{m}$ on $\mathbb{R}^{+}$such that $x_{m}>x_{0}$, and $w(x)$ is strictly increasing on $\left(x_{m}, \infty\right)$.

This function resembles a Mexican hat, except it has a cusp at the maximum of the function, as opposed to a smooth curve [12]. Other lateral inhibition coupling functions chosen are the Gaussian type [8], as well as the oscillatory types presented in [19,20]. Here, $x_{0}=\frac{\ln (A)}{a-1}$ and $x_{m}=\frac{\ln (a A)}{a-1}$. The area above the $x$-axis represents the net excitation in the network, while the area below the $x$-axis represents the net inhibition in the network. If $A>a$ then excitation dominates the network, and if $A<a$, inhibition dominates. An example of this type of function is shown in Figure 1.


Figure 1. Coupling function example.
The next function we must consider is the gain function. Here, we consider a gain function $f[u(y)]$ of the following type:

$$
\begin{equation*}
f[u(y)]=\left[\alpha\left(u-u_{T}\right)+\beta\right] \Theta\left(u-u_{T}\right), \tag{3}
\end{equation*}
$$

where $\Theta\left(u-u_{T}\right)$ is the Heaviside gain function:

$$
\Theta\left(u-u_{T}\right)= \begin{cases}1 & u>u_{T} \\ 0 & \text { otherwise } .\end{cases}
$$

Here, $u_{T}$ represents the threshold. The gain function (3) does not saturate with a positive slope $\alpha$. Without loss of generality, we set $\beta=1$. Note that the gain function (3) turns into the Heaviside function when $\alpha=0$. Stability was investigated for this case in [11] and others. We extend this work by examining the stability when $\alpha \neq 0$. A graph of the gain function is seen in Figure 2.


Figure 2. Gain function example.
The traveling front solution can be described by first rewriting the neural field equation in the traveling coordinate $\xi=x-c t$, where $c$ is the traveling velocity:

$$
\begin{equation*}
-c u^{\prime}(\xi)=-u(\xi)+\int_{-\infty}^{\infty} w(\xi-\eta) f(u(\eta)) d \eta . \tag{4}
\end{equation*}
$$

We are interested in finding traveling front solutions that connect the two constant solutions of (4), which are $u_{1}=0$ and $u_{2}^{*}=\frac{(1-\alpha h) W_{0}}{1-\alpha W_{0}}$, where we have that $W_{0}=\int_{-\infty}^{\infty} w(x) d x$. In the lateral inhibition network, we set $A=1.5 a$ in order to normalize $W_{0}$. In other words, we then want a traveling front that connects $u_{1}=0$ and $u_{2}=\frac{1-\alpha h}{1-\alpha}$.

Since the network given by (4) is translation invariant, the traveling front can cross the threshold $h$ at any finite value of $\xi$. We will, without loss of generality, assume that $u(0)=h, u<h$ on $(-\infty, 0)$, and $u>h$ on $(0, \infty)$. Therefore, we define the traveling front solution as follows:

$$
u(\xi)= \begin{cases}>h, & \xi \in(0, \infty)  \tag{5}\\ h, & \xi=0 \\ <h, & \xi \in(-\infty, 0)\end{cases}
$$

where $u, u^{\prime}$, and $u^{\prime \prime}$ are bounded and continuous on $\mathbb{R}$. The $n$th order (for $n \geq 3$ ) derivatives of $u$ are continuous everywhere, with the exception of at $\xi=0$. The solution $u(\xi)$ also satisfies

$$
\lim _{\xi \rightarrow \infty} u(\xi)=a_{2}=\frac{1-\alpha h}{1-\alpha}, \text { and } \lim _{\xi \rightarrow-\infty} u(\xi)=0
$$

and also

$$
\lim _{\xi \rightarrow \pm \infty} u^{\prime}(\xi)=\lim _{\xi \rightarrow \pm \infty} u^{\prime \prime}(\xi)=\lim _{\xi \rightarrow \pm \infty} u^{(n)}(\xi)=0, n \geq 3
$$

The existence of this front solution and its forms were proven in [11]. We find that there are six possible types of front that we will analyze the stability for. In the following cases, the $\lambda_{i}$ represent eigenvalues of the associated characteristic equation of the ordinary differential equations that represent the traveling fronts.

Positive Velocity $c>0$ : In the first three cases, $u(\xi)=c_{1} e^{\frac{1}{c} \xi}+c_{2} e^{a \xi}+c_{3} e^{\xi}$ on $\xi \in$ $(-\infty, 0)$. On $\xi \in[0, \infty), u(\xi)$ has the following forms:

Case L1: All five $\lambda_{i} \in \mathbb{R}$ with $\lambda_{1}, \lambda_{2}<0$ and $\lambda_{3}, \lambda_{4}, \lambda_{5}>0$, then

$$
u(\xi)=d_{1} e^{\lambda_{1} \xi}+d_{2} e^{\lambda_{2} \xi}+d_{0}, \quad \xi>0
$$

where $d_{0}=\frac{2(1-\alpha h)(A-a)}{a+2 \alpha(a-A)}$ is a constant, and since $A=1.5 a$, we find that $d_{0}=\frac{1-\alpha h}{1-\alpha}$.

Case L2: Three $\lambda_{i} \in \mathbb{R}$ with $\lambda_{1}, \lambda_{2}<0, \lambda_{3}>0$, and $\lambda_{4,5}=l \pm i r$ with $l>0$. Then,

$$
u(\xi)=d_{1} e^{\lambda_{1} \xi}+d_{2} e^{\lambda_{2} \xi}+d_{0}, \quad \xi>0
$$

Case L3: We have $\lambda_{3} \in \mathbb{R}$ with $\lambda_{3}>0$, and four complex $\lambda$, such that $\lambda_{1,2}=p \pm i q$ with $p<0$ and $\lambda_{4,5}=l \pm i r$ with $l>0$. Then,

$$
u(\xi)=d_{1} e^{p \xi} \cos (q \xi)+d_{2} e^{p \xi} \sin (q \xi)+d_{0}, \quad \xi>0
$$

Negative Velocity $c<0$ : In the next three cases, $u(\xi)=c_{1} e^{a \xi}+c_{2} e^{\xi}$ on $\xi \in(-\infty, 0)$. On $\xi \in[0, \infty), u(\xi)$ has the following forms:

Case L4: All five $\lambda_{i} \in \mathbb{R}$ with $\lambda_{1}, \lambda_{2}, \lambda_{3}<0$ and $\lambda_{4}, \lambda_{5}>0$, then

$$
u(\xi)=d_{1} e^{\lambda_{1} \xi}+d_{2} e^{\lambda_{2} \xi}+d_{3} e^{\lambda_{3} \xi}+d_{0}, \quad \xi>0
$$

Case L5: Three $\lambda_{i} \in \mathbb{R}$ with $\lambda_{1,2}=l \pm$ ir with $l<0, \lambda_{3}<0$, and $\lambda_{4,5}>0$. Then,

$$
u(\xi)=d_{1} e^{l \xi} \cos (r \xi)+d_{2} e^{l \xi} \sin (r \xi)+d_{3} e^{\lambda_{3} \xi}+d_{0}, \quad \xi>0
$$

Case L6: We have $\lambda_{3} \in \mathbb{R}$ with $\lambda_{3}<0$, and four complex $\lambda$, such that $\lambda_{1,2}=p \pm i q$ with $p<0$ and $\lambda_{4,5}=l \pm i r$ with $l>0$. Then,

$$
u(\tilde{\xi})=d_{1} e^{p \xi} \cos (q \tilde{\xi})+d_{2} e^{p \xi} \sin (q \tilde{\xi})+d_{3} e^{\lambda_{3} \xi}+d_{0}, \quad \xi>0
$$

Each of these cases allows for different domains for the parameters $h$ and $\alpha$. We refer the interested reader to [11] for the details on how these may be obtained, as well as the derivation of these six cases.

### 2.2. Formation of the 5 th Order ODE

In order to investigate the stability of the traveling front solution, we introduce a perturbation. We perturb the traveling front solution $u_{0}(\xi)$ with $\epsilon v(\xi, t)$ with small $\epsilon>0$, where $v(\xi, t)=e^{\gamma t} \phi(\xi)$, and where $\gamma=x+i y \in \mathbb{C}$, i.e., $u(\xi, t) \approx u_{0}(\xi)+\epsilon v(\xi, t)$.

The function $\phi$ belongs to the set $\mathcal{B C}{ }^{1}(\mathbb{R}, \mathbb{C})$, where both $\phi$ and $\phi^{\prime}$ are bounded, continuous, and complex-valued integrable complex-valued functions defined on $(-\infty, \infty)$. After perturbing the front solution, we now employ the method of linearization. By taking

$$
-c \frac{\partial u(\xi, t)}{\partial \xi}=-u(\xi, t)+\int_{-\infty}^{\infty} w(\xi-\eta)(\alpha(u(\eta, t)-h)+1) \Theta(u(\eta, t)-h) d \eta
$$

we can linearize the front solution via introducing the perturbed front solution and Taylor expanding to order $\epsilon$.

The resulting eigenvalue equation is given by

$$
\begin{equation*}
\left.(\gamma+1) \phi(\xi)=c \frac{\partial \phi(\xi)}{\partial \xi}+\frac{w(\xi) \phi(0)}{u_{0}^{\prime}(0)}+\alpha \int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right)\right) \phi(\eta) d \eta \tag{6}
\end{equation*}
$$

In the derivations needed for the stability analysis, we will study the eigenvalue Equation (6). In this equation, we note a Heaviside function in the integral term. As a result, when $\xi<0$, we lose the integral term, and the equation becomes

$$
(\gamma+1) \phi(\xi)=c \frac{\partial \phi(\xi)}{\partial \xi}+\frac{w(\xi) \phi(0)}{u_{0}^{\prime}(0)}
$$

This necessitates studying the relevant details in separate domains, one being $(-\infty, 0)$ and the other being $[0, \infty)$.

Theorem 1. The equivalent fifth order linear ODE for Equation (6) on $(-\infty, 0)$ is:

$$
\begin{equation*}
(\gamma+1)\left[\phi^{i v}-\left(a^{2}+1\right) \phi^{\prime \prime}+a^{2} \phi\right]=c\left[\phi^{v}-\left(a^{2}+1\right) \phi^{\prime \prime \prime}+a^{2} \phi^{\prime}\right], \tag{7}
\end{equation*}
$$

or equivalently,

$$
0=c \phi^{v}-(\gamma+1) \phi^{i v}-c\left(a^{2}+1\right) \phi^{\prime \prime \prime}+(\gamma+1)\left(a^{2}+1\right) \phi^{\prime \prime}+c a^{2} \phi^{\prime}-a^{2}(\gamma+1) \phi .
$$

Proof. On $(-\infty, 0)$, the integral term in (6) disappears. Now, note that

$$
\begin{equation*}
a^{4} A e^{a \xi}-e^{\xi}-\left(a^{2}+1\right)\left(a^{2} A e^{a \xi}-e^{\xi}\right)+a^{2}\left(A e^{a \xi}-e^{\xi}\right)=0 . \tag{8}
\end{equation*}
$$

By rearranging and differentiating (6) repeatedly, we find that

$$
\begin{gather*}
c \phi^{\prime}=(\gamma+1) \phi-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(A e^{a \xi}-e^{\xi}\right),  \tag{9}\\
c \phi^{\prime \prime \prime}=(\gamma+1) \phi^{\prime \prime}-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(a^{2} A e^{a \tau}-e^{\xi}\right), \tag{10}
\end{gather*}
$$

and

$$
\begin{equation*}
c \phi^{v}=(\gamma+1) \phi^{i v}-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(a^{4} A e^{a \xi}-e^{\xi}\right) . \tag{11}
\end{equation*}
$$

Now by taking (11) - $\left(a^{2}+1\right)(10)+a^{2}(9)$ and applying (8), the result (7) follows.
For the above threshold values, we must incorporate the integral term of (6).
Theorem 2. The equivalent fifth order linear ODE for Equation (6) on $[0, \infty)$ is

$$
\begin{equation*}
(\gamma+1)\left[\phi^{i v}-\left(a^{2}+1\right) \phi^{\prime \prime}+a^{2} \phi\right]=c\left[\phi^{v}-\left(a^{2}+1\right) \phi^{\prime \prime \prime}+a^{2} \phi^{\prime}\right]-2 \alpha(a A-1) \phi^{\prime \prime}-2 \alpha a(a-A) \phi . \tag{12}
\end{equation*}
$$

or equivalently,

$$
\begin{aligned}
0 & =c \phi^{v}-(\gamma+1) \phi^{i v}-c\left(a^{2}+1\right) \phi^{\prime \prime \prime}+\left[(\gamma+1)\left(a^{2}+1\right)-2 \alpha(a A-1)\right] \phi^{\prime \prime} \\
& +c a^{2} \phi^{\prime}-\left[a^{2}(\gamma+1)+2 \alpha a(a-A)\right] \phi .
\end{aligned}
$$

Proof. Note that for the above threshold case, we must consider the integral term in (6):

$$
\alpha I=\alpha \int_{0}^{\infty} w(\xi-\eta) \phi(\eta) d \eta
$$

By differentiating (6) repeatedly, we find that

$$
\begin{gather*}
c \phi^{\prime}=(\gamma+1) \phi-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(A e^{-a \xi}-e^{-\xi}\right)-\alpha I,  \tag{13}\\
c \phi^{\prime \prime \prime}=(\gamma+1) \phi^{\prime \prime}-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(a^{2} A e^{-a \xi}-e^{-\xi}\right)-\alpha I^{\prime \prime}, \tag{14}
\end{gather*}
$$

and

$$
\begin{equation*}
c \phi^{v}=(\gamma+1) \phi^{i v}-\frac{\phi(0)}{u_{0}^{\prime}(0)}\left(a^{4} A e^{-a \xi}-e^{-\xi}\right)-\alpha I^{i v} ; \tag{15}
\end{equation*}
$$

where, with the Leibniz integral rule, we have the following:

$$
I=\int_{0}^{\infty}\left(A e^{-a|\xi-\eta|}-e^{-|\xi-\eta|}\right) \phi(\eta) d \eta
$$

$$
I^{\prime \prime}=2(1-a A) \phi+\int_{0}^{\infty}\left(a^{2} A e^{-a|\xi-\eta|}-e^{-|\tilde{\xi}-\eta|}\right) \phi(\eta) d \eta,
$$

and

$$
I^{i v}=2(1-a A) \phi^{\prime \prime}+2\left(1-a^{3} A\right) \phi+\int_{0}^{\infty}\left(a^{4} A e^{-a|\xi-\eta|}-e^{-|\tilde{\xi}-\eta|}\right) \phi(\eta) d \eta
$$

Now by taking (15) $-\left(a^{2}+1\right)(14)+a^{2}(13)$ and again applying (8), the result (12) follows.

### 2.3. Matching Conditions for the ODE

Before deriving the matching conditions for the ODE, we present a lemma on the integral term that appears in the derivation, to simplify the presentation of the matching conditions. This will allow us to closely analyze the integral term where the threshold and resulting discontinuity occur.

Lemma 1. When analyzing the matching conditions for the equivalent ODEs of the eigenvalue Equation (6), the integral term

$$
I(\xi)=\int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta
$$

has the following matching conditions at $\xi=0$ :

$$
\begin{align*}
& I\left(0^{+}\right)-I\left(0^{-}\right)=0  \tag{16a}\\
& I^{\prime}\left(0^{+}\right)-I^{\prime}\left(0^{-}\right)=0  \tag{16b}\\
& I^{\prime \prime}\left(0^{+}\right)-I^{\prime \prime}\left(0^{-}\right)=2(1-a A) \phi\left(0^{+}\right)  \tag{16c}\\
& I^{\prime \prime \prime}\left(0^{+}\right)-I^{\prime \prime \prime}\left(0^{-}\right)=2(1-a A) \phi^{\prime}\left(0^{+}\right) \tag{16d}
\end{align*}
$$

Proof. First, we observe that $I$ is necessarily continuous, as its integrand is Lebesgue integrable, which gives us the equality (16a).

To see (16b), we first proceed by writing $I$ as

$$
\begin{aligned}
J(\xi, \eta) & =\int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& =\int_{-\infty}^{\xi}\left(A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& +\int_{\xi}^{\infty}\left(A e^{a(\xi-\eta)}-e^{(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& =J_{1}(\xi, \eta)+J_{2}(\xi, \eta)
\end{aligned}
$$

In addition, we let

$$
F_{1}(\xi, \eta)=\left(A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta)
$$

and

$$
F_{2}(\xi, \eta)=\left(A e^{a(\xi-\eta)}-e^{(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta)
$$

Next, we take the derivative using the Leibniz integral rule. We observe that

$$
\begin{aligned}
\frac{\partial}{\partial \xi} J(\xi, \eta) & =\frac{\partial}{\partial \xi} J_{1}(\xi, \eta)+\frac{\partial}{\partial \xi} J_{2}(\xi, \eta) \\
& =\int_{-\infty}^{\xi} \frac{\partial}{\partial \xi} F_{1}(\xi, \eta) d \eta+\int_{\xi}^{\infty} \frac{\partial}{\partial \xi} F_{2}(\xi, \eta) d \eta
\end{aligned}
$$

Since the integrands are once again continuous, we see that

$$
\left.\frac{\partial}{\partial \tilde{\xi}} J\left(0^{+}, \eta\right)-\frac{\partial}{\partial \xi^{\prime}} J\left(0^{-}, \eta\right)=I^{( } 0^{+}\right)-I\left(0^{-}\right)=0 .
$$

The proofs for (16c) and (16d) are similar, but much more cumbersome in detail, and we present these details in Appendix A.

We are now prepared to derive the matching conditions to join the eigenfunction $\phi(\xi)$ at $\xi=0$.

Theorem 3. The matching conditions for the eigenfunction $\phi(\xi)$ at $\xi=0$ are as follows:

$$
\begin{gather*}
\phi\left(0^{+}\right)-\phi\left(0^{-}\right)=0,  \tag{17}\\
\phi^{\prime}\left(0^{+}\right)-\phi^{\prime}\left(0^{-}\right)=0,  \tag{18}\\
\phi^{\prime \prime}\left(0^{+}\right)-\phi^{\prime \prime}\left(0^{-}\right)=\frac{2(a A-1) \phi(0)}{c u_{0}^{\prime}(0)},  \tag{19}\\
\phi^{\prime \prime \prime}\left(0^{+}\right)-\phi^{\prime \prime \prime}\left(0^{-}\right)=\frac{2(\gamma+1)(a A-1) \phi(0)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A) \phi(0),  \tag{20}\\
\phi^{i v}\left(0^{+}\right)-\phi^{i v}\left(0^{-}\right)= \\
\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}\right) \phi(0)  \tag{21}\\
-\frac{2 \alpha}{c}(1-a A) \phi^{\prime}(0) .
\end{gather*}
$$

Proof. Matching conditions (17) and (18) are due to the fact that
$\phi \in \mathcal{B C}^{1}(\mathbb{R}, \mathbb{C})$. In particular, we note that $\phi\left(0^{+}\right)-\phi\left(0^{-}\right)=0 \rightarrow \phi\left(0^{+}\right)=\phi\left(0^{-}\right)=\phi(0)$, with a similar result for $\phi^{\prime}(0)$, so that we may make the substitutions $\phi\left(0^{+}\right)=\phi(0)$ and $\phi^{\prime}\left(0^{+}\right)=\phi^{\prime}(0)$ from the previous lemma.

To see matching condition (19), we differentiate (6) with respect to $\xi$ and rearrange to obtain the following:

$$
\begin{equation*}
c \phi^{\prime \prime}(\xi)=(\gamma+1) \phi^{\prime}(\xi)-\frac{w^{\prime}(\xi) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime} \tag{22}
\end{equation*}
$$

where

$$
I=I(\xi)=\int_{\tilde{\xi}}^{\infty} w(\xi-\eta) \phi(\eta) d \eta .
$$

Now, since

$$
w(\xi-\eta)= \begin{cases}A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}, & \xi \geq \eta \\ A e^{a(\xi-\eta)}-e^{(\xi-\eta)}, & \xi<\eta\end{cases}
$$

we note that

$$
w^{\prime}(\xi-\eta)= \begin{cases}-a A e^{-a(\xi-\eta)}+e^{-(\xi-\eta)}, & \xi \geq \eta \\ a A e^{a(\xi-\eta)}-e^{(\xi-\eta)}, & \xi<\eta\end{cases}
$$

Now, we determine that

$$
\begin{equation*}
c \phi^{\prime \prime}\left(0^{+}\right)=(\gamma+1) \phi^{\prime}(0)-\frac{(1-a A) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime}\left(0^{+}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
c \phi^{\prime \prime}\left(0^{-}\right)=(\gamma+1) \phi^{\prime}(0)-\frac{(a A-1) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime}\left(0^{-}\right) . \tag{24}
\end{equation*}
$$

Using the previous lemma, we have that $I^{\prime}(\xi)$ is continuous at $\xi=0$, so taking $\frac{(23)-(24)}{c}$ gives (19) as needed.

To see (20), we differentiate (22) to arrive at:

$$
\begin{equation*}
c \phi^{\prime \prime \prime}(\xi)=(\gamma+1) \phi^{\prime \prime}(\xi)-\frac{w w^{\prime \prime}(\xi) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime \prime}(\xi) . \tag{25}
\end{equation*}
$$

Contrarily to before, we note that

$$
w^{\prime \prime}(\xi-\eta)= \begin{cases}a^{2} A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}, & \xi \geq \eta, \\ a^{2} A e^{a(\xi-\eta)}-e^{(\xi-\eta)}, & \xi<\eta .\end{cases}
$$

Thus, in this case, $w^{\prime \prime}$ is continuous at $\xi-\eta=0$. We can then calculate,

$$
\begin{equation*}
c \phi^{\prime \prime \prime}\left(0^{+}\right)=(\gamma+1) \phi^{\prime \prime}\left(0^{+}\right)-\frac{w^{\prime \prime}(0) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime \prime}\left(0^{+}\right), \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
c \phi^{\prime \prime \prime}\left(0^{-}\right)=(\gamma+1) \phi^{\prime \prime}\left(0^{-}\right)-\frac{w^{\prime \prime}(0) \phi(0)}{u_{0}^{\prime}(0)}-\alpha I^{\prime \prime}\left(0^{-}\right) . \tag{2}
\end{equation*}
$$

The previous lemma gives us

$$
I^{\prime \prime}\left(0^{+}\right)-I^{\prime \prime}\left(0^{-}\right)=2(1-a A) \phi(0) .
$$

Now taking $\frac{(26)-(27)}{c}$ gives

$$
\phi^{\prime \prime \prime}\left(0^{+}\right)-\phi^{\prime \prime \prime}\left(0^{-}\right)=\frac{\gamma+1}{c}\left(\phi^{\prime \prime}\left(0^{+}\right)-\phi^{\prime \prime}\left(0^{-}\right)\right)-\frac{2 \alpha}{c}(1-a A) \phi(0),
$$

which, after substituting (19), gives us (20).
The same technique can be used to show (21).

### 2.4. Forms for Eigenfunction $\phi$

Next, we must discuss the forms for our eigenfunction, $\phi$; the solution to the ODE given by (7) and (12). This will be very similar to the forms for the traveling front itself, as seen in [11].

The characteristic values for (7) are $\frac{\gamma+1}{c}, \pm 1$, and $\pm a$. To have an equation that converges to 0 at $-\infty$, the eigenfunction must be in one of the following forms

$$
\begin{array}{ll}
\phi(\xi)=s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{a \xi}+s_{3} e^{\xi} & \xi<0, \frac{\gamma+1}{c}>0 \\
\phi(\xi)=s_{1} \xi e^{a \sigma}+s_{2} \xi e^{a \xi}+s_{3} e^{\xi} & \xi<0, \frac{\gamma+1}{c}=a \\
\phi(\xi)=s_{1} e^{a \tilde{\xi}}+s_{2} e^{\xi}+s_{3} \xi e^{\xi} & \xi<0, \frac{\gamma+1}{c}=1 \\
\phi(\xi)=s_{4} e^{a \xi}+s_{5} e^{\xi} & \xi<0, \frac{\gamma+1}{c}<0 . \tag{28d}
\end{array}
$$

in the case where $y=0$ (recall $\gamma=x+i y$ ).

If $y \neq 0$, then we cannot have $\frac{\gamma+1}{c}=a$ or $\frac{\gamma+1}{c}=1$, since $a, 1 \in \mathbb{R}$. First, we analyze the $e^{\frac{\gamma+1}{c} \xi}$ term using Euler's formula:

$$
\begin{aligned}
e^{\frac{\gamma+1}{c} \xi} & =e^{\frac{x+1}{c} \xi+i \frac{y}{c} \xi}=e^{\frac{x+1}{c} \xi} e^{i \frac{y}{c} \xi} \\
& =e^{\frac{x+1}{c} \xi}\left(\cos \left(\frac{y}{c} \xi\right)+i \sin \left(\frac{y}{c} \xi\right)\right)
\end{aligned}
$$

We must consider the fact that coefficients of complex terms may have a real and imaginary component, i.e., $s_{j}=R_{j}+I_{j} i$ with $R_{j}, I_{j} \in \mathbb{R}$. As a result, we find that if $\frac{x+1}{c}>0$, then:

$$
\begin{align*}
s_{1} e^{\frac{\gamma+1}{c} \xi} & =\left(R_{1}+I_{1} i\right) e^{\frac{x+1}{c} \xi}\left(\cos \left(\frac{y}{c} \xi\right)+i \sin \left(\frac{y}{c} \xi\right)\right) \\
& =e^{\frac{x+1}{c} \xi}\left(R_{1} \cos \left(\frac{y}{c} \xi\right)-I_{1} \sin \left(\frac{y}{c} \xi\right)\right)+i e^{\frac{x+1}{c} \xi}\left(R_{1} \sin \left(\frac{y}{c} \xi\right)+I_{1} \cos \left(\frac{y}{c} \xi\right)\right) \tag{29}
\end{align*}
$$

In conclusion, we find that when $\xi<0$, the eigenfunction $\phi(\xi)$ is given by

$$
\begin{array}{ll}
\phi(\xi)=\left(R_{1}+I_{1} i\right) e^{\frac{x+1}{c} \xi}\left(\cos \left(\frac{y}{c} \xi\right)+i \sin \left(\frac{y}{c} \xi\right)\right)+s_{2} e^{a \tilde{\xi}}+s_{3} e^{\xi}, & \frac{x+1}{c}>0  \tag{30}\\
\phi(\xi)=s_{4} e^{a \xi}+s_{5} e^{\xi}, & \frac{x+1}{c}<0 .
\end{array}
$$

When $\xi>0$, we must determine the form of $\phi$ by first referencing (12), which depends on the roots of the following characteristic equation that is a polynomial of degree five:

$$
\begin{align*}
0 & =c \mu^{5}-(\gamma+1) \mu^{4}-c\left(a^{2}+1\right) \mu^{3}+\left[\left(a^{2}+1\right)(\gamma+1)+2 \alpha(1-a A)\right] \mu^{2} \\
& +c a^{2} \mu-\left(a^{2}(\gamma+1)+2 \alpha a(a-A)\right) . \tag{32}
\end{align*}
$$

Unfortunately, the roots of the polynomial (32) now depend on the value of $\gamma$. We cannot solve the equation without knowing $\gamma$, and there is no explicit form for the roots of a fifth degree polynomial. However, we can use the discriminant, $\Delta$, to determine the explicit solution form of the eigenfunction.

We can find the discriminant as follows: first, we find the resultant of the characteristic equation. When we consider (32), and its derivative given by

$$
\begin{equation*}
5 c \mu^{4}-4(\gamma+1) \mu^{3}-3 c\left(a^{2}+1\right) \mu^{2}+2\left[\left(a^{2}+1\right)(\gamma+1)+2 \alpha(1-a A)\right] \mu+c a^{2} \tag{33}
\end{equation*}
$$

we can then form the Sylvester matrix below. The Sylvester matrix is then divided by $c$, the leading term, to give the discriminant [21].

In this case, the matrix is given by

$$
S=\left[\begin{array}{ccccccccc}
a_{5} & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 & 0 & 0  \tag{34}\\
0 & a_{5} & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 & 0 \\
0 & 0 & a_{5} & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 \\
0 & 0 & 0 & a_{5} & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} \\
5 a_{5} & 4 a_{4} & 3 a_{3} & 2 a_{2} & a_{1} & 0 & 0 & 0 & 0 \\
0 & 5 a_{5} & 4 a_{4} & 3 a_{3} & 2 a_{2} & a_{1} & 0 & 0 & 0 \\
0 & 0 & 5 a_{5} & 4 a_{4} & 3 a_{3} & 2 a_{2} & a_{1} & 0 & 0 \\
0 & 0 & 0 & 5 a_{5} & 4 a_{4} & 3 a_{3} & 2 a_{2} & a_{1} & 0 \\
0 & 0 & 0 & 0 & 5 a_{5} & 4 a_{4} & 3 a_{3} & 2 a_{2} & a_{1}
\end{array}\right],
$$

where $a_{5}=c, a_{4}=-(\gamma+1), a_{3}=-c\left(a^{2}+1\right), a_{2}=\left(a^{2}+1\right)(\gamma+1)+2 \alpha(1-a A), a_{1}=c a^{2}$, and $a_{0}=-\left(a^{2}(\gamma+1)+2 \alpha a(a-A)\right)$, which are, of course, the coefficients in (32) and (33). Again, by calculating $\operatorname{det}(S) / c$, we find the discriminant $\Delta$ of (34).

In the case where $y=0$, there are either five real characteristic values or four complex values with one real characteristic value when the discriminant $\Delta>0$. There are two complex and three real characteristic values when $\Delta<0$. Finally, there are repeated roots when $\Delta=0$.

If $y \neq 0$, we will obtain 5 complex $\mu_{i}=\rho_{i}+i \tau_{i}$, which, in general, are not pairwise conjugate pairs. An interesting observation about the roots of the characteristic equations is given by the following lemma:

Lemma 2. For the characteristic equations of (7) or (12):

$$
\begin{aligned}
0= & c \mu^{5}-(\gamma+1) \mu^{4}-c\left(a^{2}+1\right) \mu^{3}+\left(a^{2}+1\right)(\gamma+1) \mu^{2}+c a^{2} \mu-a^{2}(\gamma+1) & & \xi<0, \\
0= & c \mu^{5}-(\gamma+1) \mu^{4}-c\left(a^{2}+1\right) \mu^{3}+\left[\left(a^{2}+1\right)(\gamma+1)+2 \alpha(1-a A)\right] \mu^{2} & & \xi>0 \\
& +c a^{2} \mu-\left(a^{2}(\gamma+1)+2 \alpha a(a-A)\right) & &
\end{aligned}
$$

if $\gamma_{0}=x+i y$ and $\mu_{0}=\rho+i \tau$ is a characteristic value of one of the characteristic equations above, then when $\gamma=\overline{\gamma_{0}}=x-i y, \overline{\mu_{0}}=\rho-i \tau$ is a characteristic value of the resulting characteristic equation for this value of $\gamma$.

This lemma provides some insight into the structure of the eigenfunction when $\gamma \in \mathbb{C}$. We can now give the eigenfunction structure. We show the eigenfunction forms both for when $\gamma \in \mathbb{R}$ and $\gamma \in \mathbb{C}$. Due to the nature of the roots of real and complex polynomials, we can more explicitly represent the eigenfunction when $\gamma \in \mathbb{R}$. When $\gamma \in \mathbb{C}$, we cannot explicitly write out the eigenfunction, as it will depend on complex roots of the complex characteristic polynomial (12) when $\xi>0$. We describe the structure for both of these cases in the following two sections.

### 2.4.1. Eigenfunction $\phi$ Forms When $\gamma \in \mathbb{R}(y=0)$

When $\gamma \in \mathbb{R},(y=0)$, we obtain the following structure:
$\frac{\gamma+1}{c}>0$ : In the first four cases, $\phi(\xi)=s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{a \xi}+s_{3} e^{\xi}$ on $\xi \in(-\infty, 0)$. On $\xi \in[0, \infty)$, $\phi(\xi)$ has one of the following forms:
Form 1: All five $\mu_{i} \in \mathbb{R}$ with $\mu_{1}, \mu_{2}<0$ and $\mu_{3}, \mu_{4}, \mu_{5}>0$, then

$$
\phi(\xi)=s_{4} e^{\mu_{1} \xi}+s_{5} e^{\mu_{2} \xi}, \quad \xi>0 .
$$

Form 2: Three $\mu_{i} \in \mathbb{R}$ with $\mu_{1}, \mu_{2}<0, \mu_{3}>0$, and $\mu_{4,5}=l \pm i r$ with $l>0$. Then,

$$
\phi(\xi)=s_{4} e^{\mu_{1} \xi}+s_{5} e^{\mu_{2} \xi}, \quad \xi>0 .
$$

Form 3: Three $\mu_{i} \in \mathbb{R}$ with $\mu_{1,2}=l \pm i r$ with $l<0, \mu_{3}<0$, and $\mu_{4,5}>0$. Then,

$$
\phi(\xi)=s_{4} e^{l \xi} \cos (r \xi)+s_{5} e^{l \xi} \sin (r \xi), \quad \xi>0
$$

Form 4: We have $\mu_{3} \in \mathbb{R}$ with $\mu_{3}>0$, and four complex $\mu$ such that $\mu_{1,2}=p \pm i q$ with $p<0$ and $\mu_{4,5}=l \pm$ ir with $l>0$. Then,

$$
\phi(\xi)=s_{4} e^{p \xi} \cos (q \xi)+s_{5} e^{p \xi} \sin (q \xi), \quad \xi>0
$$

$\frac{\gamma+1}{c}<0$ : In the next four cases, $\phi(\xi)=s_{4} e^{a \xi}+s_{5} e^{\xi}$ on $\xi \in(-\infty, 0)$. On $\xi \in[0, \infty), u(\xi)$ has one of the following forms:
Form 5: All five $\mu_{i} \in \mathbb{R}$ with $\mu_{1}, \mu_{2}, \mu_{3}<0$ and $\mu_{4}, \mu_{5}>0$, then

$$
\phi(\xi)=s_{1} e^{\mu_{1} \xi}+s_{2} e^{\mu_{2} \xi}+s_{3} e^{\mu_{3} \xi}, \quad \xi>0 .
$$

Form 6: Three $\mu_{i} \in \mathbb{R}$ with $\mu_{1}, \mu_{2}, \mu_{3}<0$, and $\mu_{4,5}=l \pm i r$ with $l>0$. Then,

$$
\phi(\xi)=s_{1} e^{\mu_{1} \xi}+s_{2} e^{\mu_{2} \xi}+s_{3} e^{\mu_{3} \xi}, \quad \xi>0 .
$$

Form 7: Three $\mu_{i} \in \mathbb{R}$ with $\mu_{1,2}=l \pm i r$ with $l<0, \mu_{3}<0$, and $\mu_{4,5}>0$. Then,

$$
\phi(\xi)=s_{1} e^{l \xi} \cos (r \xi)+s_{2} e^{l \xi} \sin (r \xi)+s_{3} e^{\mu_{3} \xi}, \quad \xi>0
$$

Form 8: We have $\mu_{3} \in \mathbb{R}$ with $\mu_{3}<0$, and four complex $\mu$ such that $\mu_{1,2}=p \pm i q$ with $p<0$ and $\mu_{4,5}=l \pm i r$ with $l>0$. Then,

$$
\phi(\xi)=s_{1} e^{p \xi} \cos (q \xi)+s_{2} e^{p \xi} \sin (q \xi)+s_{3} e^{\mu_{3} \xi}, \quad \xi>0
$$

Form 9: When $\Delta=0$, there are repeated roots of (32). This happens only at a few isolated values of $\alpha$, and it may occur for both $c>0$ and $c<0$.

- If $c>0$, then $\Delta=0$ is the transition between either cases 1 and 2 , cases 2 and 4, or cases 3 and 4 .
- For the first two transitions mentioned above, the repeated roots are $\mu_{1}=\mu_{2}<0$. The solution form is

$$
\begin{array}{cc}
\phi(\xi)=s_{4} e^{\mu_{1} \xi}+s_{5} \xi e^{\mu_{1} \xi}, & \xi>0, \\
\phi(\xi)=s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{a \xi}+s_{3} e^{\xi}, & \xi<0 .
\end{array}
$$

- If the transition is between case 3 and case 4 , the solution form is the same as case 3 .
- If $c<0$, then $\Delta=0$ is the transition between either cases 4 and 5 , cases 6 and 8 , or cases 7 and 8 .
- For the transition from 4 to 5 or 6 to 8 , the repeated roots are $\mu_{4}=\mu_{5}>0$. The solution form is the same as case 6 .
- For the transition from 7 to 8 , the solution form is the same as case 7 .

Finally, when $c=0$, there is a stationary front, where we use the following ODEs:

$$
\begin{array}{ll}
0=-(\gamma+1) \phi^{i v}+(\gamma+1)\left(a^{2}+1\right) \phi^{\prime \prime}-a^{2}(\gamma+1) \phi & \xi<0 \\
0=-(\gamma+1) \phi^{i v}+\left[(\gamma+1)\left(a^{2}+1\right)-2 \alpha(a A-1)\right] \phi^{\prime \prime} & \\
-\left[a^{2}(\gamma+1)+2 \alpha a(a-A)\right] \phi & \xi>0
\end{array}
$$

This will occur for some $\alpha$ and $h$ values in the range that we consider.

### 2.4.2. Eigenfunction $\phi$ Forms When $\gamma \in \mathbb{C}(y \neq 0)$

If $\gamma \in \mathbb{C}(y \neq 0)$, the form of the eigenfunction will resemble Cases 3 and 4 in the $\gamma \in \mathbb{R}(y=0)$ case. Again, we recall that $s_{j}=R_{j}+I_{j} i$, and the analysis is similar to (29). We find that, when $\xi>0$, the eigenfunction takes the form given by

$$
\begin{array}{rlr}
\phi(\xi) & =\left(R_{4}+I_{4} i\right) e^{\rho_{1} \xi}\left(\cos \left(\tau_{1} \xi\right)+i \sin \left(\tau_{1} \xi\right)\right) & \\
& +\left(R_{5}+I_{5} i\right) e^{\rho_{2} \xi}\left(\cos \left(\tau_{2} \xi\right)+i \sin \left(\tau_{2} \xi\right)\right) & \frac{x+1}{c}>0 \\
\phi(\xi) & =\left(R_{1}+I_{1} i\right) e^{\rho_{1} \xi}\left(\cos \left(\tau_{1} \xi\right)+i \sin \left(\tau_{1} \xi\right)\right) & \\
& +\left(R_{2}+I_{2} i\right) e^{\rho_{2} \xi}\left(\cos \left(\tau_{2} \xi\right)+i \sin \left(\tau_{2} \xi\right)\right) &  \tag{36}\\
& +\left(R_{3}+I_{3} i\right) e^{\rho_{3} \xi}\left(\cos \left(\tau_{3} \xi\right)+i \sin \left(\tau_{3} \xi\right)\right) & \frac{x+1}{c}<0
\end{array}
$$

where we leave each term in its factored form for the sake of space.

We note that all of these solution form cases are possible within each of the stability investigations for the front cases of L1, L2, L3, L4, L5, and L6, as outlined in [11]. All of the relevant cases are obtained by finding the appropriate eigenvalues of the characteristic equation for each type of front in Mathematica.

### 2.5. Evans Function for Stability Analysis

In the stability analysis for $\alpha \neq 0$, we need to proceed differently from Zhang's, Guo's, and Coombes' and Owen's previous approaches. However, similarly to their previous analyses, we claim that the determinant of our coefficient matrix of the system formed by our matching conditions will represent the Evans function. One of the main differences here is that we will not be able to explicitly represent the Evans function as in [12]. Instead, we will rely on a computational approach. Another important consideration here is that the Evans function is specific to each traveling front. We first determine the traveling front equation. This allows us to obtain the required parameter values for the stability eigenfunction. By varying $\gamma$ across a discretized domain, we can calculate the values of the Evans function. This will allow us to find the necessary eigenvalues and determine the stability of the traveling front.

First, we will formally state the necessary conditions for the Evans function.
Theorem 4. Theorem of Evans: The Evans function is a complex analytic function, and it is real-valued if the eigenvalue parameter $\lambda$ is real. The complex number $\lambda$ is an eigenvalue of the operator if, and only if, $\mathcal{E}(\lambda)=0$. Moreover, the algebraic multiplicity of an eigenvalue is exactly equal to the order of the zero of the Evans function. (from [22-25]).

The discrete spectrum of an operator is defined as all $\gamma$, such that the resolvent operator $\mathcal{R}_{\gamma}=(\mathcal{A}-\gamma I)^{-1}$ does not exist, or equivalently, where $(\mathcal{A}-\gamma I) \psi(\xi)=0$ for all $\psi \in \mathcal{B}$. It should be noted that, in order to confirm that the discrete spectrum, and thus our Evans function, is the only source of possible instability, the essential spectrum has previously been shown to be on the line $-1-i c s$ for $s \in \mathbb{R}$ for all traveling fronts we consider $[10,26]$. As a result, only the discrete spectrum, the zeroes of the Evans function $\mathcal{E}(\gamma)$, will contribute to the stability analysis for each front.

To begin, we need to define our operator, which we will denote as $\mathcal{A}$. First, recall the eigenvalue Equation (6)

$$
\left.(\gamma+1) \phi(\xi)=c \frac{\partial \phi(\xi)}{\partial \xi}+\frac{w(\xi) \phi(0)}{u_{0}^{\prime}(0)}+\alpha \int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right)\right) \phi(\eta) d \eta
$$

We follow the previous analysis by $[10,11,26]$ and others. By letting

$$
\left.\mathcal{A} \phi(\xi)=c \frac{\partial \phi(\xi)}{\partial \xi}-\phi(\xi)+\frac{w(\xi) \phi(0)}{u_{0}^{\prime}(0)}+\alpha \int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right)\right) \phi(\eta) d \eta
$$

our eigenvalue equation becomes

$$
\begin{equation*}
\gamma \phi(\xi)=\mathcal{A} \phi(\xi) \tag{37}
\end{equation*}
$$

Here, $\mathcal{A} \phi(\xi)$ is a linear operator defined on a Banach space $\mathcal{B}$ of functions that are continuous, bounded, and decay exponentially as $\xi \rightarrow \pm \infty$.

In this case, the function is complex-valued, and will, of course, lead to a complexvalued Evans function.

First, recall the matching conditions:

$$
\begin{aligned}
& \phi\left(0^{+}\right)-\phi\left(0^{-}\right)=0 \\
& \phi^{\prime}\left(0^{+}\right)-\phi^{\prime}\left(0^{-}\right)=0, \\
& \phi^{\prime \prime}\left(0^{+}\right)-\phi^{\prime \prime}\left(0^{-}\right)= \frac{2(a A-1) \phi(0)}{c u_{0}^{\prime}(0)}, \\
& \phi^{\prime \prime \prime}\left(0^{+}\right)-\phi^{\prime \prime \prime}\left(0^{-}\right)=\frac{2(\gamma+1)(a A-1) \phi(0)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A) \phi(0), \\
& \phi^{i v}\left(0^{+}\right)-\phi^{i v}\left(0^{-}\right)=\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}\right) \phi(0) \\
&-\frac{2 \alpha}{c}(1-a A) \phi^{\prime}(0) .
\end{aligned}
$$

Now, this system, along with the corresponding form of the eigenfunction (which varies as $\gamma$ is varied), forms a system in terms of coefficients $s_{1}$ through $s_{5}$ since $\phi(0)$ and $\phi^{\prime}(0)$ are expressed in terms of $s_{i}$ (presented in the previous section). We can represent this as a matrix equation:

$$
\begin{equation*}
M(\gamma) \vec{s}=\overrightarrow{0} \tag{38}
\end{equation*}
$$

where $M(\gamma)$ is the coefficient matrix and $\vec{s}$ is the column vector of $s_{j}$ 's with $s_{j}=R_{j}+I_{j} \cdot i$ $(j=1, \ldots, 5)$. We describe the procedure for obtaining $M(\gamma)$, as well as provide some examples of $M(\gamma)$ in Appendix B. We also include an explicit form for when $\alpha=0$ in Appendix C. Unfortunately, no explicit solution for $M(\gamma)$ exists when $\alpha \neq 0$. Note that we can use either the above or below threshold equations to calculate $\phi(0)$ in the matching conditions, since they are defined as equal at this point. There exists a nontrivial solution to (38) if, and only if, the matrix $M(\gamma)$ has $\operatorname{det}(M(\gamma))=|M(\gamma)|=0$, where $\operatorname{det}(M(\gamma))$ represents the determinant of the matrix $M(\gamma)$. Therefore, we let $\mathcal{E}(\gamma)=|M(\gamma)|$. We note that the Evans function will have a real and imaginary component, and the zeroes of this function will occur when

$$
\begin{equation*}
\operatorname{Re}(|M(\gamma)|)=\operatorname{Im}(|M(\gamma)|)=0 \tag{39}
\end{equation*}
$$

We can locate the values for $\gamma$ that satisfy (39) using the intersections of the zero-level contours of the real and imaginary components of $\mathcal{E}(\gamma)$. We must be careful in our analysis, since the eigenfunction undergoes structural changes as we vary $\gamma$. Its form depends on solutions to the characteristic equation for (6), which varies depending on the choice of $\alpha$. We stress once more that the Evans function cannot be represented explicitly, and we can only numerically compute $\mathcal{E}(\gamma)$. Furthermore, we can only determine the values of $\gamma$ that solve (39) numerically. We go through some examples of this analysis in the next section.

## 3. Results

In this section, we examine the computational results of the stability analysis for each of the six cases presented in Section 2. We find that the positive speed fronts we analyze are stable, a small magnitude negative speed front is stable, and two additional negative speed fronts are unstable. All calculations were performed with Mathematica, and all plots were created using Python's matplotlib package. Depending on the desired accuracy and performance, the mesh size typically used was $\Delta x=0.0025$ and $\Delta y=0.005$, although larger values were sometimes used for areas of low stability activity, and smaller values were sometimes used for areas of high stability activity, to capture all relevant details. We now examine the individual cases.

### 3.1. Case L1 Analysis

First, we analyze two examples for the L1 case, with parameters given in the caption of each figure. Recall that this case indicates that we have a traveling front with all real
eigenvalues and a positive traveling speed $c$. We will consider two fronts, one where $\alpha=0$, as well as $\alpha=0.04$. Unless otherwise stated, we assume that $A=2.25$ and $a=1.5$ in $w(\xi-c t)$ for all cases.

We first investigate when $\alpha=0$ and $h=0.6$. After finding the front solution, we can find the zeroes of the Evans function, which are the zeroes of the determinant of the matching conditions matrix given by (38). We find through computation that the zeroes are the gamma values of approximately $\gamma \approx-1.14, \gamma \approx-1.0975, \gamma \approx-0.9075, \gamma \approx-0.8575$, and $\gamma=0$. We find that since all values of $\gamma$ such that $|M(\gamma)|=0$ are negative, we conclude that this particular front is linearly stable. We show this below in Figure 3.


Figure 3. L1 Case-plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx 0.09462739380500351, h=0.6$, and $\alpha=0$.

Next, we analyze when $\alpha=0.04$ and $h=0.6$. We find through computation that the zeroes are the gamma values of approximately $\gamma \approx-1.2725, \gamma \approx-0.9125, \gamma \approx-0.8675$, $\gamma \approx-0.5925$, and $\gamma=0$. Since all values of $\gamma$ such that $|M(\gamma)|=0$ are negative, we conclude that this particular front is linearly stable. We show this below in Figure 4.


Figure 4. L1 Case—plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx 0.08832860463431712, h=0.6$, and $\alpha=0.04$.

### 3.2. Case L2 Analysis

Next, we analyze an example for the L2 case. Recall that this case indicates that we have a traveling front with one conjugate pair of complex eigenvalues and three real eigenvalues and a positive traveling speed $c$. In this example, we take $\alpha=0.08$ and $h=0.6$.

We find through computation that the zeroes are the gamma values of approximately $\gamma \approx-1.30275, \gamma \approx-0.91825, \gamma \approx-0.87725, \gamma \approx-0.06825$, and $\gamma=0$. Since all values of $\gamma$ such that $|M(\gamma)|=0$ are negative, we conclude that this front is linearly stable. We show this below in Figure 5.


Figure 5. L2 Case-plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx 0.08197134618854690, h=0.6$, and $\alpha=0.08$.

### 3.3. Case L3 Analysis

Next, we analyze an example in the L3 case. Recall that this case indicates that we have a traveling front with two conjugate pairs of complex eigenvalues and one real eigenvalue and a positive traveling speed $c$. In this example, we will use $\alpha=0.3$ and $h=0.6$.

We find through computation that the zeroes are the gamma values of approximately $\gamma \approx-1.2875, \gamma \approx-0.9525, \gamma \approx-0.9325, \gamma \approx-0.9025$, and $\gamma=0$. Since all values of $\gamma$ such that $|M(\gamma)|=0$ are negative, we conclude that this particular front is linearly stable. We show this below in Figure 6.


Figure 6. L3 Case-plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx 0.04572629352086657, h=0.6$, and $\alpha=0.3$.

### 3.4. Case L4 Analysis

Next, we analyze an example of the L4 case. Recall that this case indicates that we have a traveling front with all real eigenvalues and a negative traveling speed $c$. Here, we use $\alpha=-0.01$ and $h=0.3$.

In this case, we verify that the zeroes are the gamma values of approximately $\gamma \approx-1.32225, \gamma \approx-1.21475, \gamma \approx-0.86525, \gamma \approx-0.55375$, and $\gamma=0$. Since all values of $\gamma$ such that $|M(\gamma)|=0$ are negative, we conclude that this particular front is linearly stable. We show this below in Figure 7.


Figure 7. L4 Case-plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and a traveling speed $c$. Relevant parameters are $c \approx-0.2149337789404190, h=0.3$, and $\alpha=-0.01$.

### 3.5. Case L5 Analysis

Next, we analyze an example of the L5 case. Recall that this case indicates that we have a traveling front with one conjugate pair of complex eigenvalues and three real eigenvalues and a negative traveling speed $c$. We take $\alpha=-0.8$ and $h=0.2$ here.

We find through computation that the zeroes are the gamma values of approximately $\gamma \approx-10.8125, \gamma \approx-1.6125, \gamma \approx-1.4075, \gamma \approx 0.8125$, and $\gamma=0$. In this case, we find a single positive eigenvalue, showing that this particular traveling front is unstable. We show this below in Figure 8.


Figure 8. L5 Case-Plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx-0.4098916313370098, h=0.2$, and $\alpha=-0.8$.

### 3.6. Case L6 Analysis

Finally, we analyze an example of the L6 case. Recall that this case indicates that we have a traveling front with two conjugate pairs of complex eigenvalues and one real eigenvalue and a negative traveling speed $c$. We use the values $h=0.55$ and $\alpha=0.65$. On a region entirely in the left half of the complex plane, we determine that the eigenfunction
is unbounded, and therefore does not exist. However, we find a positive eigenvalue here, which makes the analysis in the left half of the complex plane unnecessary.

We compute the values of $\gamma=0$ and $\gamma \approx 7.4325$ as zeroes of the Evans function. Since we find a single positive eigenvalue, we conclude that this particular traveling front is unstable. We show this below in Figure 9.


Figure 9. L6 Case-plot of complex Evans function zero-level contours. Traveling front has all real eigenvalues and traveling speed $c$. Relevant parameters are $c \approx-0.4098916313370098, h=.55$, and $\alpha=0.65$.

## 4. Discussion

In this paper, we investigated the stability of the traveling front solutions of (4) for $\gamma \in \mathbb{C}$. We began by deriving the eigenvalue problem for the stability analysis. We did this by utilizing the method of linearization. We then looked at the equivalent ODEs and matching conditions using a differentiation approach.

We continued by investigating the possible forms for the eigenfunction by analyzing the characteristic equations of the ODEs. For the below threshold eigenfunction forms, we were able to obtain an explicit form. In the above threshold case, we had to rely on computations of the eigenvalues of the characteristic equation. Now, having the eigenfunction forms, we then showed that the determinant of the coefficient matrix, formed by the system of the eigenfunction and matching conditions, could serve as the Evans function.

At this point, we used Mathematica to calculate the zero-level curves of the real and imaginary components of the determinant, $|M(\gamma)|$ in order to find the values of $\gamma$ such that $|M(\gamma)|=0$. These values of $\gamma$ make up the discrete spectrum, and they indicated the stability of the traveling fronts. The plots were created using Python's matplotlib package. This allowed us to conclude that the examples we investigated in the L1 through L4 cases were linearly stable, while the L5 and L6 cases were unstable.

We did not observe any complex-valued $\gamma$ such that $|M(\gamma)|=0$ in any of the cases that we studied in this paper. An interesting future investigation would be to prove that all zeroes of the Evans function are real, as seemed to be suggested here.
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## Appendix A. Details of (16c), (16d) in Lemma (1)

We restate the full lemma, before proving (A3) and (A4).
Lemma A1. Lemma (1): When analyzing the matching conditions for the equivalent ODEs of the eigenvalue Equation (6), the integral term

$$
I(\xi)=\int_{-\infty}^{\infty} w(\xi-\eta) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta
$$

has the following matching conditions at $\xi=0$ :

$$
\begin{align*}
& I\left(0^{+}\right)-I\left(0^{-}\right)=0  \tag{A1}\\
& I^{\prime}\left(0^{+}\right)-I^{\prime}\left(0^{-}\right)=0  \tag{A2}\\
& I^{\prime \prime}\left(0^{+}\right)-I^{\prime \prime}\left(0^{-}\right)=2(1-a A) \phi\left(0^{+}\right)  \tag{A3}\\
& I^{\prime \prime \prime}\left(0^{+}\right)-I^{\prime \prime \prime}\left(0^{-}\right)=2(1-a A) \phi^{\prime}\left(0^{+}\right) \tag{A4}
\end{align*}
$$

To see (A3), we proceed with differentiation of $\frac{\partial}{\partial \xi} J(\xi, \eta)$ by again utilizing the Leibniz integral rule. We find that

$$
\begin{aligned}
\frac{\partial}{\partial \xi}\left(\frac{\partial}{\partial \xi} J(\xi, \eta)\right) & =\frac{\partial^{2}}{\partial \xi^{2}} J(\xi, \eta)=\frac{\partial^{2}}{\partial \xi^{2}} J_{1}(\xi, \eta)+\frac{\partial^{2}}{\partial \xi^{2}} J_{2}(\xi, \eta) \\
& =\frac{\partial}{\partial \xi}\left(\int_{-\infty}^{\xi} \frac{\partial}{\partial \xi} F_{1}(\xi, \eta) d \eta+\int_{\xi}^{\infty} \frac{\partial}{\partial \xi} F_{2}(\xi, \eta) d \eta\right) \\
& =2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi) \\
& +\int_{-\infty}^{\xi}\left(a^{2} A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& +\int_{\xi}^{\infty}\left(a^{2} A e^{a(\xi-\eta)}-e^{(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& =2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi)+\int_{-\infty}^{\xi} G_{1}(\xi, \eta) d \eta+\int_{\tilde{\xi}}^{\infty} G_{2}(\xi, \eta) d \eta
\end{aligned}
$$

Now, the integral terms will again be continuous for all $\xi$, but we note that for $2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi)$, with the threshold occurring at $\xi=0$, that

$$
\begin{aligned}
& \lim _{\xi \rightarrow 0^{-}} 2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi)=0 \\
& \lim _{\xi \rightarrow 0^{+}} 2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi)=2(1-a) \phi\left(0^{+}\right)
\end{aligned}
$$

As a result, we see that

$$
\frac{\partial^{2}}{\partial \tilde{\zeta}^{2}} J\left(0^{+}, \eta\right)-\frac{\partial^{2}}{\partial \tilde{\zeta}^{2}} J\left(0^{-}, \eta\right)=I^{\prime \prime}\left(0^{+}\right)-I^{\prime \prime}\left(0^{-}\right)=2(1-a) \phi\left(0^{+}\right)
$$

Finally, we show (A4). We differentiate one last time, using both the Leibniz integral rule as well as the product rule, so that we obtain

$$
\begin{aligned}
\frac{\partial}{\partial \xi}\left(\frac{\partial^{2}}{\partial \xi^{2}} J(\xi, \eta)\right) & =\frac{\partial^{3}}{\partial \xi^{3}} J(\xi, \eta)=\frac{\partial^{3}}{\partial \xi^{3}} J_{1}(\xi, \eta)+\frac{\partial^{3}}{\partial \xi^{3}} J_{2}(\xi, \eta) \\
& =\frac{\partial}{\partial \xi}\left(2(1-a) \phi(\xi)+\int_{-\infty}^{\xi} G_{1}(\xi, \eta) d \eta+\int_{\tilde{\xi}}^{\infty} G_{2}(\xi, \eta) d \eta\right) \\
& =\frac{\partial}{\partial \xi} 2(1-a) \phi(\xi)+G_{1}(\xi, \xi)-0+\int_{-\infty}^{\xi} \frac{\partial}{\partial \xi} G_{1}(\xi, \eta) d \eta+0 \\
& -G_{2}(\xi, \xi)+\int_{\xi}^{\infty} \frac{\partial}{\partial \xi} G_{2}(\xi, \eta) d \eta \\
& =2(1-a A)\left(\Theta\left(u_{0}(\xi)-h\right) \phi(\xi)+\delta\left(u_{0}(\xi)-h\right) \phi(\xi)\right) \\
& +\int_{-\infty}^{\xi}\left(a^{3} A e^{-a(\xi-\eta)}-e^{-(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta \\
& +\int_{\xi}^{\infty}\left(a^{3} A e^{a(\xi-\eta)}-e^{(\xi-\eta)}\right) \Theta\left(u_{0}(\eta)-h\right) \phi(\eta) d \eta
\end{aligned}
$$

After again noting that the integral terms will be continuous, we turn our attention to the term given by

$$
\begin{aligned}
& 2(1-a A)\left(\Theta\left(u_{0}(\xi)-h\right) \phi(\xi)+\delta\left(u_{0}(\xi)-h\right) \phi(\xi)\right) \\
= & 2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi(\xi)+2(1-a A) \delta\left(u_{0}(\xi)-h\right) \phi(\xi) .
\end{aligned}
$$

By observing the limits given by

$$
\begin{aligned}
& \lim _{\xi \rightarrow 0^{-}} 2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi^{\prime}(\xi)=0 \\
& \lim _{\xi \rightarrow 0^{+}} 2(1-a A) \Theta\left(u_{0}(\xi)-h\right) \phi^{\prime}(\xi)=2(1-a) \phi^{\prime}\left(0^{+}\right), \\
& \lim _{\xi \rightarrow 0^{-}} 2(1-a A) \delta\left(u_{0}(\xi)-h\right) \phi(\xi)=0, \\
& \lim _{\xi \rightarrow 0^{+}} 2(1-a A) \delta\left(u_{0}(\xi)-h\right) \phi(\xi)=0,
\end{aligned}
$$

we see that

$$
\frac{\partial^{3}}{\partial \xi^{3}} J\left(0^{+}, \eta\right)-\frac{\partial^{3}}{\partial \xi^{3}} J\left(0^{-}, \eta\right)=I^{\prime \prime \prime}\left(0^{+}\right)-I^{\prime \prime \prime}\left(0^{-}\right)=2(1-a) \phi^{\prime}\left(0^{+}\right)
$$

## Appendix B. Examples of $M(\gamma)$ Used in the Evans Function in Equation (38)

Due to the complexity and constant recalculation of the matrix $M(\gamma)$ used in the Evans function from Equation (38), there is not a practical way to give a general example of what this matrix looks like. We will outline and show examples of the code and procedures within Mathematica used to calculate the matrix $M(\gamma)$ and the relevant parameters needed in the stability analysis.

After clearing any stored variables within the software, we set the values for $A, a, h$, and $\alpha$ based on the criteria of the desired front discussed in [11]. We show an example of this code in Figure A1.

```
ln[v]:= (*Set Parameters*)
    A = 2.25;
    a=1.5;
    h = 0.6;
    alp = 0.04;
    (*a2= (1-alp*h)/(1-alp)*)
    d0 = 2*((1-alp*h) * (A - a)) / (a + 2*alp* (a - A));
    alpforzeroc = (2*h-1)/h^2;
```

Figure A1. A sample of Mathematica code used to set parameter values.
This allows us to solve a system of equations for which we obtain the front speed $c$, constant parameters, and eigenvalues. We show an example of this code in Figure A2.

```
Clear[c]
temp =
    SetPrecision[
    FindRoot[{11 + 12 + 13 + 14 + 15-1/ c =: 0,
        11*12+11*13+11*14+11*15+12*13+12*14+12*15+13*14+13*15+14*15+(a^2+1) =: 0,
        11*12*13+11*12*14+11*12*15+11*13*14+11*13*15 + 11*14*15+12*13*14 +
            12*13*15 + 12*14*15+13*14*15 +(1/c)*(a^2+1 + 2*alp*(1-a*A)) == 0,
        11*12*13*14 + 11*12*13*15 + 11*12*14*15 + 11*13*14*15 + 12*13*14*15 - a^2 = 0 0,
        11* 12*13*14*15-(a^2/c+2*alp*a* (a-A)/c) == 0,
        d0 + d1 + d2 - h == 0, c1 + c2 + c3 - h == 0, d1 * l1 + d2*l2 - a*c1 - c2 - c3/c == 0,
        d1* 11^2 + d2* 12^2-a^2*c1 - c2-c3/c^2 == 0,
        d1*l1^3+d2*l2^3-a^3*c1-c2-c3/c^3-2*(a*A - 1)/c = 0 0,
        d1* 11^4 + d2* 12^4-a^4*c1-c2-c3/c^4-(2/c^2) * (a*A - 1)-
            (2/c) * (a*A - 1) *alp*(c1*a+c2 + c3/c) == 0}, {c, .08358}, {c1, 1.75226}, {c2, -1.118},
        {c3, -.034}, {d1, -2.938}, {d2, 2.508}, {11, -1.318}, {12, -1.1046}, {13, 11.99},
        {14, 1.19588}, {15, 1.19911453}], 16]
Qut| | = {c { 0.08832860463431712, c1 -> 1.749988820177665, c2 }->-1.111987439551817
    c3 ->-0.03800138062584772, d1 ->-1.769921688964976, d2 ->1.353255022298309, 11 ->-1.411157913903066,
    12->-1.045531348072021, 13 ->11.33846094261296, 14 -> 1.058218931447451, 15 ->1.381370164981491}
```

Figure A2. Sample of Mathematica code for solving the system of equations used to obtain traveling front parameters.

From these values, we can form the front solution, separately for above and below threshold. We also assign a variable name for $u^{\prime}(0)$ for later use. We show an example of this code in Figure A3.

```
up[xi_] := d1*Exp[11*xi] + d2*Exp[12**i] + d0;
uz[xi_] := c1*Exp[a*xi] + c2*Exp[xi] + c3*Exp [xi/c];
uprim0 = N[uz'[0]];
```

Figure A3. Example of Mathematica code used for setting the above and below threshold equations for the traveling front $u(\xi)$.

We show an example of a traveling front in Figure A4:


Figure A4. Example of a traveling front $u(\xi)$ obtained by solving the system of equations in Figure A2. Here, we solve this system in the L1 case where $A=2.25, a=1.5, h=0.6$, and $\alpha=0.04$.

Next, after setting a desired mesh size and granularity for the calculations in the complex plane, we employ the use of a for loop to repeat the necessary calculations for each point on the complex plane. After finding the roots of the appropriate characteristic equation, (32), for the chosen value of $\gamma$, we assign variable names to the real part, imaginary part, and magnitude of each of the roots. We show an example of this code in Figure A5.

```
la = x + i * y;
a5 = c; a4 = - (la+1); a3 = - (a^2 +1) * c;
a2 = (a^2+1)* (la +1) - 2*alp* (a*A - 1);
a1 = a^2*c; a0 = -(a^2* (la + 1) + 2*alp*a* (a - A));
eig[la_,mu_] := a5*mu^5 + a4*mu^4 + a3*mu^ 3 + a2*mu^2 + a1*mu + a0;
Solve[eig[la, mu] := 0, mu];
mu1r = Re[mu /. Solve[eig[la, mu] =: 0, mu] [11];
mu1i = Im[mu /. Solve [eig[la, mu] =: 0, mu][1]];
amu1i = Abs[mu1i];
mu1 = mu1r + I *mu1i;
mu2r = Re[mu /. Solve [eig[la, mu] =: 0, mu][2\rrbracket];
mu2i = Im[mu /. Solve [eig[la, mu] == 0, mu] [2\rrbracket];
amu2i = Abs[mu2i];
mu2 = mu2r + I *mu2i;
mu3r = Re[mu /. Solve [eig[la, mu] == 0, mu][3\];
mu3i = Im[mu /. Solve[eig[la, mu] == 0, mu][3\];
amu3i = Abs[mu3i];
mu3 = mu3r + I *mu3i;
mu4r = Re[mu /. Solve[eig[la, mu] =: 0, mu][4]];
mu4i = Im[mu /. Solve[eig[la, mu] == 0, mu][4\];
amu4i = Abs[mu4i];
mu4 = mu4r + I *mu4i;
mu5r = Re[mu /. Solve [eig[la, mu] == 0,mu][5\];
mu5i = Im[mu /. Solve[eig[la, mu] == 0, mu][5\];
amu5i = Abs[mu5i];
mu5 = mu5r + I *mu5i;
```

Figure A5. Sample of Mathematica code for solving the characteristic Equation (32).
With a carefully designed series of If-Then commands, we find the expressions for each term in both the above and below threshold eigenfunctions. Depending on the current location of $\gamma$ in the desired mesh, the roots of (32) will change in structure. The IfThen commands allowed for these changes to be accounted for in the formation of the eigenfunction, without the need to know at what precise values these changes took place. We show an example of this code in Figure A6.

```
If [y>0,
Aboveterm1[t_] := If[Abs[mu1i]<0.0000000000000001, s1*Exp[mu1r * t],
        s1 * (1 + i) * ComplexExpand[Exp[mu1*t]]];
Aboveterm2[t_] := If[Abs[mu2i] < 0.0000000000000001, s2*Exp[mu2r * t],
        s2 * (1 + i) * ComplexExpand[Exp[mu2*t]]];
Aboveterm3[t_] := If[Abs[mu3i] < 0.0000000000000001, s3*Exp[mu3r * t],
        s3 * (1 + i) *ComplexExpand[Exp[mu3*t]]];
Belowterm1[t_] := s4*Exp[t];
Belowterm2[t_] := s5*Exp[a*t];
Belowterm3[t_] := If[Abs[Im[(la + 1) /c]] < 0.0000000000000001, s3*Exp[(la + 1)/c * t],
        s3*(1+i) *ComplexExpand[Exp[(la+1)/c*t]]];
```

Figure A6. Sample of Mathematica code for setting the above threshold and below threshold terms of the eigenfunction when $y>0$.

Another advantage of this setup, is that we can seamlessly integrate our more explicit knowledge of the case when $\gamma \in \mathbb{R}$. We show an example of this code in Figure A7.

```
If [y =: 0,
    Aboveterm1[t_] := If[Abs[mu1i] < 0.000000000000000001, s1 * Exp[mu1r*t],
        s1*Exp[mu1r*t] * Cos[mu1i *t] + s2*Exp [mu1r*t]*Sin[mu1i *t]];
    Aboveterm2[t_] := If[Abs[mu2i] < 0.000000000000000001, s2 * Exp [mu2r*t],
        If[Abs[mu1i] < 0.0000000001, s2 * Exp[mu2r*t] * Cos[mu2i *t] + s3*Exp[mu2r * t] * Sin[mu2i *t],
            0]1;
    Aboveterm3[t_] := If[Abs[mu3i] < 0.000000000000000001, s3*Exp[mu3r*t], 0];
```

    Belowterm1[t_]:= s4*Exp[t];
    Belowterm2[t_]:=s5*Exp[a*t];
    Belowterm3[t_]:= \(\operatorname{If}[\operatorname{Abs}[\operatorname{Im}[(1 a+1) / c]]<0.0000000001, s 3 * \operatorname{Exp}[(1 a+1) * t / c]\),
        \(s 3 *\) ComplexExpand [Exp[ \((1 a+1) / c * t]]]\);
    Figure A7. Sample of Mathematica code for setting the above threshold and below threshold terms of the eigenfunction when $y=0$.

The last section of the If-Then command handles the lower half of the complex plane. We show an example of this code in Figure A8.

```
Aboveterm1[t_] := If[Abs[mu1i] < 0.0000000000000001, s1 * Exp[mu1r * t],
    s1* (1 - ii) * ComplexExpand [Exp[mu1 *t]]];
Aboveterm2[t_] := If [Abs[mu2i] < 0.000000000000001, s2 * Exp[mu2r *t],
    s2* (1 - i) * ComplexExpand [Exp[mu2 *t]]];
Aboveterm3[t_] := If[Abs[mu3i] < 0.0000000000000001, s3 * Exp[mu3r *t],
    s3* (1 - ii) * ComplexExpand [Exp[mu3 *t]]];
Belowterm1[t_]:= s4*Exp[t];
Belowterm2[t_] := s5*Exp[a*t];
Belowterm3[t_] := If[Abs[Im[(la +1)/c]]<0.00000000001, s3*Exp[(la + 1)/c*t],
    s3* (1 - i) *ComplexExpand[Exp[(la + 1)/c*t]]];
];];
```

Figure A8. Sample of Mathematica code for setting the above threshold and below threshold terms of the eigenfunction when $y<0$.

Next, we place the above and below threshold terms into the proper eigenfunction equation. Using these, we can assign variable names to the expressions that we will use to equate the matching conditions. We show an example of this code in Figure A9.

```
\(\mathrm{vl}\left[t_{-}\right]:=\operatorname{If}[\operatorname{Re}[(\mathrm{la}+1) / \mathrm{c}]>0\), Belowterm1[ \(t]+\) Belowterm2[ \(\left.t\right]+\) Belowterm3[t],
    Belowterm1[ \(t\) ] + Belowterm2 [ \(t\) ]];
\(\operatorname{vr}\left[t_{-}\right]:=\operatorname{If}[\operatorname{Re}[(\mathrm{la}+1) / \mathrm{c}]>0\), Aboveterm1[ \(t]+\) Aboveterm2[ \(\left.t\right]\),
    Aboveterm1[ \(t\) ] + Aboveterm2[ \(t\) ] + Aboveterm3[ \(t\) ]];
eq1 = Simplify[vr[0] - vl[0]];
eq2 = Simplify[vr '[0]-vl'[0]];
eq3 = Simplify[vr '"[0]-vl"[0]-(2* (a*A-1)*vr[0])/(c*uprime)];
```



```
    alp*2*(1-a*A) *vr[0]/c];
eq5 \(=\)
    Simplify[vr"' [0] - vl ' '' [0] -
        \((1 a+1) / c *((2 *(l a+1) *(a * A-1) * v r[0]) /(c \wedge 2 * u p r i m 0)-a l p * 2 *(1-a * A) * v r[0] / c)-\)
        \(2 *(a \wedge 3 * A-1) * v r[01 /(c * u p r i m 0)+2 *(1-a * A) * a l p * v r '[01 / c \mid ;\)
```

Figure A9. Sample of Mathematica code for setting the eigenfunction and matching conditions.
Finally, we can extract the coefficients of the matching conditions equations to give us our coefficient matrix $M(\gamma)$. We show an example of this code in Figure A10.

```
M = {{Coefficient [eq1, s1], Coefficient[eq1, s2], Coefficient[eq1, s3], Coefficient [eq1, s4],
    Coefficient[eq1, s5]}, {Coefficient[eq2, s1], Coefficient [eq2, s2], Coefficient[eq2, s3],
    Coefficient[eq2, s4], Coefficient[eq2, s5]},
    [Coefficient[eq3, s1], Coefficient[eq3, s2], Coefficient[eq3, s3], Coefficient[eq3, s4],
        Coefficient[eq3, s5]}, {Coefficient[eq4, s1], Coefficient[eq4, s2], Coefficient[eq4, s3],
    Coefficient[eq4, s4], Coefficient[eq4, s5]},
    Coefficient[eq5, s1], Coefficient[eq5, s2], Coefficient[eq5, s3], Coefficient[eq5, s4],
        Coefficient[eq5, s5]}} +
    {{Coefficient[eq1, r1], Coefficient[eq1, r2], Coefficient [eq1, r3], Coefficient[eq1, r4],
        Coefficient[eq1, r5]}, {Coefficient[eq2, r1], Coefficient[eq2, r2], Coefficient[eq2, r3],
    Coefficient[eq2, r4], Coefficient[eq2, r5]},
    [Coefficient[eq3, r1], Coefficient[eq3, r2], Coefficient [eq3, r3], Coefficient[eq3, r4],
    Coefficient[eq3, r5]}, {Coefficient[eq4, r1], Coefficient[eq4, r2], Coefficient[eq4, r3],
    Coefficient[eq4, r4], Coefficient[eq4, r5]},
    {Coefficient[eq5, r1], Coefficient[eq5, r2], Coefficient[eq5, r3], Coefficient[eq5, r4],
        Coefficient{eq5, r51}};
```

Figure A10. Sample of Mathematica code used to define the coefficient matrix $M$.
This allows us to conclude each step of the loop by calculating the determinant, with a real and imaginary component, of the matrix at each value of $\gamma=x+i y$ on the chosen mesh. This gives us a computation of the Evans function on the complex plane, allowing us to investigate the stability of the traveling fronts.

The final part of the entire procedure, after the loop is completed for our chosen mesh, is to upload the data into Python. Using the matplotlib package, we were able to plot the zero-level curves of the real and imaginary components of $\operatorname{det}(M(\gamma))$ using a contour plot. We show an example of this code in Figure A11.

```
plt.rcParams["figure.figsize"] = (11,7)
plt.title(case+ r" case: $\alpha={}$ - Zero-level Contour Plots of Re$(IM()gamma
    )|)$ and Im$|M(\gamma)|$".format(alp_val), fontsize = 22)
plt.tricontour(xx,yy,redett, levels=[0], colors='red')
plt.tricontour(xx,yy,imdett, levels=[0], colors = 'blue', linestyles='dashed)
plt.xlabel(r"x", fontsize=24)
plt.xticks(fontsize=16)
plt.ylabel(r"$y$", fontsize=24)
plt.yticks(fontsize=16)
plt.legend(custom_lines, [r"Re$(|M(\gamma)|)$", r"Im$(|M(\gamma)|)$"])
plt.scatter(0, 0 s = 45, color='white', edgecolor='black', label =r'Simpl
    Eigenvalue $\gamma=0$')
plt.scatter(zeroes,np.zeros(len(zeroes)), s = 45, color = 'green', edgecolor
    ='black', label = r'Zero of $\mathcal{E}(\gamma)$')
plt.grid()
plt.show()
```

Figure A11. Sample of Python code used to generate zero-level curves of $\operatorname{det}(M(\gamma))$.
We conclude by presenting a few examples of the matrix $M(\gamma)$ at specific values of $x$ and $y$.

L1 Case, $\alpha=0.04, x=-1, y=-0.5$ :

$$
\begin{align*}
& M(-1-0.5 i)=\left[\begin{array}{ccccc}
1-i & 1-i & 1-i & -1 & -1 \\
-1.32114+1.65214 i & -1.06001+0.911133 i & -5.7236-5.60023 i & -1 & -1.5 \\
-47.9751+46.9909 i & -48.5532+48.8466 i & -81.0207+82.4177 i & -1 & -2.25 \\
276.92+287.549 i & 277.833+284.017 i & 466.364+458.802 i & -1 & -3.375 \\
1470.96-1451.61 i & 1469.22-1443.98 i & 2460.21-2501.06 i & -1 & -5.0625
\end{array}\right]  \tag{A5}\\
& \text { L1 Case, } \alpha=0.04, x=0.5, y=0.25: \\
& M(0.5+0.25 i)=\left[\begin{array}{ccccc}
1+i & 1+i & 1+i & -1 & -1 \\
-1.43294+1.45203 i & -1.03306-1.02289 i & -14.1517-19.8124 i & -1 & -1.5 \\
-47.6126-47.5575 i & -48.5986-48.6195 i & -184.249-376.509 & -1 & -2.25 \\
-707.947-989.208 i & -706.108-987.217 i & -2063.28-6915.38 i & -1 & -3.375 \\
-9311.89-18872.5 i & -9315.82-18876.8 i & -15465.8-123277 i & -1 & -5.0625
\end{array}\right] \\
& L 4 \text { Case, } \alpha=-0.01, x=0.5, y=-0.25: \\
&  \tag{A7}\\
& 1-i
\end{align*}
$$

L4 Case, $\alpha=-0.01, x=-1.5, y=0.25:$

$$
M(-1.5+0.25)=\left[\begin{array}{ccccc}
1+i & 1+i & -1-i & -1 & -1  \tag{A8}\\
-1.48242-1.466 i & -1.00823-1.01806 i & -3.48945-1.16315 i & -1 & -1.5 \\
27.5061+27.4577 i & 26.3252+26.3451 i & -9.47041+1.35292 i & -1 & -2.25 \\
84.8352+26.0667 i & 87.0675+28.1618 i & -20.4573+14.1628 i & -1 & -3.375 \\
314.332+40.7085 i & 310.433+37.0662 i & -31.1165+56.7418 i & -1 & -5.0625
\end{array}\right]
$$

Appendix C. Explicit Matrix: L1 Case, $\alpha=0, \gamma \in \mathbb{R}$
A closed form solution for the matrix $M(\gamma)$ when $\alpha=0$ can be found, although this is quite messy. All calculations were performed by hand and then verified in Mathematica.

Our first step involves analyzing the simplified ODEs after the simplification of setting $\alpha=0$. As a result (7) (which remains unchanged) and (12) both become

$$
\begin{equation*}
0=c \phi^{v}-(\gamma+1) \phi^{i v}-c\left(a^{2}+1\right) \phi^{\prime \prime \prime}+(\gamma+1)\left(a^{2}+1\right) \phi^{\prime \prime}+c a^{2} \phi^{\prime}-a^{2}(\gamma+1) \phi \tag{A9}
\end{equation*}
$$

which means that the ODE is the same on both $(-\infty, 0)$ and $(0, \infty)$. In addition, due to the matching condition that $\phi\left(0^{+}\right)-\phi\left(0^{-}\right)=0$, this holds on $\xi \in \mathbb{R}$. As a result, we find that the characteristic values of this ODE are $\pm 1, \pm a$ and $\frac{\gamma+1}{c}$. In order to have a solution that converges to zero at $\pm \infty$, our solution $(-\infty, 0)$ must have one of the following forms:

$$
\begin{array}{ll}
\phi_{-}(\xi)=s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{a \xi}+s_{3} e^{\xi} & \xi<0, \frac{\gamma+1}{c}>0 \\
\phi_{-}(\xi)=s_{1} \xi e^{a \xi}+s_{2} \xi e^{a \xi}+s_{3} e^{\xi} & \xi<0, \frac{\gamma+1}{c}=a \\
\phi_{-}(\xi)=s_{1} e^{a \xi}+s_{2} e^{\xi}+s_{3} \xi e^{\xi} & \xi<0, \frac{\gamma+1}{c}=1 \\
\phi_{-}(\xi)=s_{4} e^{a \xi}+s_{5} e^{\xi} & \xi<0, \frac{\gamma+1}{c}<0 \tag{A10d}
\end{array}
$$

and on $(0, \infty)$, must have one of these following forms:

$$
\begin{array}{ll}
\phi_{+}(\xi)=s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{-a \xi}+s_{3} e^{-\xi} & \xi>0, \frac{\gamma+1}{c}<0 \\
\phi_{+}(\xi)=s_{1} \xi e^{-a \xi}+s_{2} \xi e^{-a \xi}+s_{3} e^{-\xi} & \xi>0, \frac{\gamma+1}{c}=-a \\
\phi_{+}(\xi)=s_{1} e^{-a \xi}+s_{2} e^{-\xi}+s_{3} \xi e^{-\xi} & \xi>0, \frac{\gamma+1}{c}=-1 \\
\phi_{+}(\xi)=s_{4} e^{-a \xi}+s_{5} e^{-\xi} & \xi>0, \frac{\gamma+1}{c}>0 . \tag{A11d}
\end{array}
$$

The only term that could potentially be complex-valued is the term containing $e^{\frac{\gamma+1}{c}}$. If $\gamma \in \mathbb{R}$, we can leave the term as is; if $\gamma=x+i y \in \mathbb{C}$ with $y \neq 0$, then we must use the previous analysis to say that

$$
\begin{aligned}
s_{1} e^{\frac{\gamma+1}{c} \xi} & =\left(R_{1}+I_{1} i\right) e^{\frac{x+1}{c} \xi}\left(\cos \left(\frac{y}{c} \xi\right)+i \sin \left(\frac{y}{c} \xi\right)\right) \\
& =e^{\frac{x+1}{c} \xi}\left(R_{1} \cos \left(\frac{y}{c} \xi\right)-I_{1} \sin \left(\frac{y}{c} \xi\right)\right)+i e^{\frac{x+1}{c} \xi}\left(R_{1} \sin \left(\frac{y}{c} \xi\right)+I_{1} \cos \left(\frac{y}{c} \xi\right)\right),
\end{aligned}
$$

again, with $s_{1}=R_{1}+I_{1} i$. We will omit the case when $\gamma \in \mathbb{C}$ in this paper. In addition, we will omit the details for the cases for when $\frac{\gamma+1}{c}= \pm 1, \pm a$. In practice, it is extremely rare to select a value of $\gamma$ that satisfies this equation, and the analysis would be similar in scope to that in the following subsections. We also recall the matching conditions, which will be needed in the analysis:

$$
\begin{aligned}
& \phi\left(0^{+}\right)-\phi\left(0^{-}\right)=0 \\
& \phi^{\prime}\left(0^{+}\right)-\phi^{\prime}\left(0^{-}\right)=0 \\
& \phi^{\prime \prime}\left(0^{+}\right)-\phi^{\prime \prime}\left(0^{-}\right)= \frac{2(a A-1) \phi(0)}{c u_{0}^{\prime}(0)}, \\
& \phi^{\prime \prime \prime}\left(0^{+}\right)-\phi^{\prime \prime \prime}\left(0^{-}\right)= \frac{2(\gamma+1)(a A-1) \phi(0)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A) \phi(0), \\
& \phi^{i v}\left(0^{+}\right)-\phi^{i v}\left(0^{-}\right)=\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}\right) \phi(0) \\
&-\frac{2 \alpha}{c}(1-a A) \phi^{\prime}(0) .
\end{aligned}
$$

If $\gamma \in \mathbb{R}$ and $\frac{\gamma+1}{c}>0$, then analyzing the matching condition at zero provides us with

$$
\begin{align*}
0=\phi_{+}\left(0^{+}\right)-\phi_{-}\left(0^{-}\right) & =\lim _{\xi \rightarrow 0^{+}}\left(s_{4} e^{-a \xi}+s_{5} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left(s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{a \xi}+s_{3} e^{\xi}\right)  \tag{A12}\\
& =-s_{1}-s_{2}-s_{3}+s_{4}+s_{5}
\end{align*}
$$

and if $\frac{\gamma+1}{c}<0$, then we get

$$
\begin{align*}
0=\phi_{+}\left(0^{+}\right)-\phi_{-}\left(0^{-}\right) & =\lim _{\xi \rightarrow 0^{+}}\left(s_{1} e^{\frac{\gamma+1}{c} \xi}+s_{2} e^{-a \xi}+s_{3} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left(s_{4} e^{a \xi}+s_{5} e^{\xi}\right)  \tag{A13}\\
& =s_{1}+s_{2}+s_{3}-s_{4}-s_{5}
\end{align*}
$$

Analyzing the matching condition at zero for the first derivative provides us with, for $\frac{\gamma+1}{c}>0$

$$
\begin{align*}
0=\phi_{+}^{\prime}\left(0^{+}\right)-\phi_{-}^{\prime}\left(0^{-}\right) & =\lim _{\xi \rightarrow 0^{+}}\left(-a s_{4} e^{-a \xi}-s_{5} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left(\frac{\gamma+1}{c} s_{1} e^{\frac{\gamma+1}{c} \xi}+a s_{2} e^{a \xi}+s_{3} e^{\xi}\right)  \tag{A14}\\
& =-\frac{\gamma+1}{c} s_{1}-a s_{2}-s_{3}-a s_{4}-s_{5}
\end{align*}
$$

and if $\frac{\gamma+1}{c}<0$, then we get

$$
\begin{align*}
0=\phi_{+}^{\prime}\left(0^{+}\right)-\phi_{-}^{\prime}\left(0^{-}\right) & =\lim _{\xi \rightarrow 0^{+}}\left(\frac{\gamma+1}{c} s_{1} e^{\frac{\gamma+1}{c} \xi}-a s_{2} e^{-a \xi}-s_{3} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left(a s_{4} e^{a \xi}+s_{5} e^{\xi}\right)  \tag{A15}\\
& =\frac{\gamma+1}{c} s_{1}-a s_{2}-s_{3}-a s_{4}-s_{5} .
\end{align*}
$$

For the remaining matching conditions, we must incorporate non-zero values, in order to obtain our system. In addition, we note that, since $\phi\left(0^{-}\right)=\phi\left(0^{+}\right)$, we may use either $\phi_{-}$ or $\phi_{+}$to evaluate this quantity. We will always use $\phi\left(0^{+}\right)=\phi(0)=s_{4}+s_{5}$ when $\frac{\gamma+1}{c}>0$ and $\phi\left(0^{-}\right)=\phi(0)=s_{4}+s_{5}$ when $\frac{\gamma+1}{c}<0$ for consistency.

Analyzing the matching condition at zero for the second derivative provides us with, for $\frac{\gamma+1}{c}>0$

$$
\begin{align*}
& \frac{2(a A-1) \phi(0)}{c u_{0}^{\prime}(0)}=\frac{2(a A-1)}{c u_{0}^{\prime}(0)} s_{4}+\frac{2(a A-1)}{c u_{0}^{\prime}(0)} s_{5}=\phi_{+}^{\prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime}\left(0^{-}\right) \\
&=\lim _{\xi \rightarrow 0^{+}}\left(a^{2} s_{4} e^{-a \xi}+s_{5} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left[\left(\frac{\gamma+1}{c}\right)^{2} s_{1} e^{\frac{\gamma+1}{c} \xi}+a^{2} s_{2} e^{a \xi}+s_{3} e^{\xi}\right]  \tag{A16}\\
&=-\left(\frac{\gamma+1}{c}\right)^{2} s_{1}-a^{2} s_{2}-s_{3}+a^{2} s_{4}+s_{5} \\
& 0=-\left(\frac{\gamma+1}{c}\right)^{2} s_{1}-a^{2} s_{2}-s_{3}+\left(a^{2}-\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{4}+\left(1-\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{5},
\end{align*}
$$

and if $\frac{\gamma+1}{c}<0$, then we get

$$
\begin{aligned}
& \frac{2(a A-1) \phi(0)}{c u_{0}^{\prime}(0)}=\frac{2(a A-1)}{c u_{0}^{\prime}(0)} s_{4}+\frac{2(a A-1)}{c u_{0}^{\prime}(0)} s_{5}=\phi_{+}^{\prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime}\left(0^{-}\right) \\
&=\lim _{\xi \rightarrow 0^{+}}\left[\left(\frac{\gamma+1}{c}\right)^{2} s_{1} e^{\frac{\gamma+1}{c} \xi}+a^{2} s_{2} e^{-a \xi}+s_{3} e^{-\xi}\right]-\lim _{\xi \rightarrow 0^{-}}\left(a^{2} s_{4} e^{a \tilde{\xi}}+s_{5} e^{\xi}\right) \\
&=\left(\frac{\gamma+1}{c}\right)^{2} s_{1}+a^{2} s_{2}+s_{3}-a^{2} s_{4}-s_{5} \\
& 0=\left(\frac{\gamma+1}{c}\right)^{2} s_{1}+a^{2} s_{2}+s_{3}-\left(a^{2}+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{4}-\left(1+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{5} .
\end{aligned}
$$

Analyzing the matching condition at zero for the third derivative provides us with, for $\frac{\gamma+1}{c}>0$

$$
\begin{align*}
\frac{2(\gamma+1)(a A-1) \phi(0)}{c^{2} u_{0}^{\prime}(0)} & -\frac{2 \alpha}{c}(1-a A) \phi(0) \\
& =\left(\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
& +\left(\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{5} \\
& =\phi_{+}^{\prime \prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime \prime}\left(0^{-}\right) \\
& =\lim _{\xi \rightarrow 0^{+}}\left(-a^{3} s_{4} e^{-a \xi^{\tau}}-s_{5} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left[\left(\frac{\gamma+1}{c}\right)^{3} s_{1} e^{\frac{\gamma+1}{c} \xi}+a^{3} s_{2} e^{a \xi}+s_{3} e^{\xi}\right]  \tag{A18}\\
& =-\left(\frac{\gamma+1}{c}\right)^{3} s_{1}-a^{3} s_{2}-s_{3}-a^{3} s_{4}-s_{5} \\
0=-\left(\frac{\gamma+1}{c}\right)^{3} s_{1} & -a^{3} s_{2}-s_{3}-\left(a^{3}+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
& -\left(1+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{5}
\end{align*}
$$

$$
\begin{align*}
\frac{2(\gamma+1)(a A-1) \phi(0)}{c^{2} u_{0}^{\prime}(0)} & -\frac{2 \alpha}{c}(1-a A) \phi(0) \\
& =\left(\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
& +\left(\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{5} \\
& =\phi_{+}^{\prime \prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime \prime}\left(0^{-}\right) \\
& =\lim _{\xi \rightarrow 0^{+}}\left[\left(\frac{\gamma+1}{c}\right)^{3} s_{1} e^{\frac{\gamma+1}{c} \xi}-a^{3} s_{2} e^{-a \xi}-s_{3} e^{-\xi}\right]-\lim _{\xi \rightarrow 0^{-}}\left(a^{3} s_{4} e^{a \xi}+s_{5} e^{c^{\xi}}\right)  \tag{A19}\\
& =\left(\frac{\gamma+1}{c}\right)^{3} s_{1}-a^{3} s_{2}-s_{3}-a^{3} s_{4}-s_{5} \\
0=\left(\frac{\gamma+1}{c}\right)^{3} s_{1} & -a^{3} s_{2}-s_{3}-\left(a^{3}+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
& -\left(1+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{5} .
\end{align*}
$$

Finally, we note the additional fact that, since $\phi^{\prime}\left(0^{+}\right)=\phi^{\prime}\left(0^{-}\right)$, we will take $\phi^{\prime}\left(0^{+}\right)=$ $\phi^{\prime}(0)=-a s_{4}-s_{5}$ when $\frac{\gamma+1}{c}>0$ and $\phi^{\prime}\left(0^{-}\right)=\phi^{\prime}(0)=a s_{4}+s_{5}$ when $\frac{\gamma+1}{c}<0$.

Analyzing the matching condition at zero for the fourth derivative provides us with $\frac{\gamma+1}{c}>0$

$$
\begin{align*}
& \left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}\right) \phi(0) \\
& -\frac{2 \alpha}{c}(1-a A) \phi^{\prime}(0) \\
& =\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}+\frac{2 a \alpha}{c}(1-a A)\right) s_{4} \\
& +\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}+\frac{2 \alpha}{c}(1-a A)\right) s_{5} \\
& =\phi_{+}^{\prime \prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime \prime}\left(0^{-}\right) \\
& =\lim _{\xi \rightarrow 0^{+}}\left(a^{4} s_{4} e^{-a \xi}+s_{5} e^{-\xi}\right)-\lim _{\xi \rightarrow 0^{-}}\left[\left(\frac{\gamma+1}{c}\right)^{4} s_{1} e^{\frac{\gamma+1}{c} \xi}+a^{4} s_{2} e^{a \xi}+s_{3} e^{\xi}\right]  \tag{A20}\\
& =-\left(\frac{\gamma+1}{c}\right)^{4} s_{1}-a^{4} s_{2}-s_{3}+a^{4} s_{4}+s_{5} \\
& 0=-\left(\frac{\gamma+1}{c}\right)^{4} s_{1}-a^{4} s_{2}-s_{3} \\
& +\left[a^{4}-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A)\right] s_{4} \\
& +\left[1-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right] s_{5}, \\
& \text { and if } \frac{\gamma+1}{c}<0 \text {, then we have } \\
& \left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}\right) \phi(0) \\
& -\frac{2 \alpha}{c}(1-a A) \phi^{\prime}(0) \\
& =\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A)\right) s_{4} \\
& +\left(\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right) s_{5} \\
& =\phi_{+}^{\prime \prime \prime}\left(0^{+}\right)-\phi_{-}^{\prime \prime \prime}\left(0^{-}\right) \\
& =\lim _{\xi \rightarrow 0^{+}}\left[\left(\frac{\gamma+1}{c}\right)^{4} s_{1} e^{\frac{\gamma+1}{c} \xi}+a^{4} s_{2} e^{-a \xi}+s_{3} e^{-\xi}\right]-\lim _{\xi \rightarrow 0^{-}}\left(a^{4} s_{4} e^{a \xi}+s_{5} e^{\tau}\right)  \tag{A21}\\
& =\left(\frac{\gamma+1}{c}\right)^{4} s_{1}+a^{4} s_{2}+s_{3}-a^{4} s_{4}-s_{5} \\
& 0=\left(\frac{\gamma+1}{c}\right)^{4} s_{1}+a^{4} s_{2}+s_{3} \\
& -\left[a^{4}+\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A)\right] s_{4} \\
& -\left[1+\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right] s_{5} .
\end{align*}
$$

At this point, we have the following system when $\frac{\gamma+1}{c}>0$ :

$$
\left.\begin{array}{rl}
0 & =-s_{1}-s_{2}-s_{3}+s_{4}+s_{5}, \\
0 & =-\frac{\gamma+1}{c} s_{1}-a s_{2}-s_{3}-a s_{4}-s_{5}, \\
0 & =-\left(\frac{\gamma+1}{c}\right)^{2} s_{1}-a^{2} s_{2}-s_{3}+\left(a^{2}-\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{4}+\left(1-\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{5}, \\
0 & =-\left(\frac{\gamma+1}{c}\right)^{3} s_{1}-a^{3} s_{2}-s_{3}-\left(a^{3}+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
& -\left(1+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{5}, \\
0 & =-\left(\frac{\gamma+1}{c}\right)^{4} s_{1}-a^{4} s_{2}-s_{3} \\
& +\left[a^{4}-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A)\right] s_{4} \\
& +\left[1-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right] s_{5}, \\
0 & =s_{1}+s_{2}+s_{3}-s_{4}-s_{5}, \\
0 & =\frac{\gamma+1}{c} s_{1}-a s_{2}-s_{3}-a s_{4}-s_{5}, \\
0 & =\left(\frac{\gamma+1}{c}\right)^{2} s_{1}+a^{2} s_{2}+s_{3}-\left(a^{2}+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{4}-\left(1+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) s_{5}, \\
0 & =\left(\frac{\gamma+1}{c}\right)^{3} s_{1}-a^{3} s_{2}-s_{3}-\left(a^{3}+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) s_{4} \\
c^{2} \\
c^{2}  \tag{A23}\\
c^{2} u_{0}^{\prime}(0) \\
0 & =\left(\frac{\gamma+1}{c}\right)^{2} s_{1}+a^{4} s_{2}+s_{3} \\
-\left[a^{4}+\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c}-\frac{2 a \alpha}{c}(1-a A)\right] s_{4} \\
- & -\left[1+\frac{2(\gamma+1)^{2}(a A-1)}{c^{2}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right] s_{5}, \\
0
\end{array}\right)
$$

We can now write a matrix equation of the form given in (38), specifically:

$$
M(\gamma) \vec{s}=\overrightarrow{0}
$$

As demonstrated above, we can write $M(\gamma)$ for (A22) as

$$
M(\gamma)=\left[\begin{array}{ccccc}
-1 & -1 & -1 & 1 & 1  \tag{A24}\\
-\frac{\gamma+1}{c} & -a & -1 & -a & -1 \\
-\left(\frac{\gamma+1}{c}\right)^{2} & -a^{2} & -1 & a^{2}-\frac{2(a A-1)}{c u_{0}^{\prime}(0)} & 1-\frac{2(a A-1)}{c u_{0}^{\prime}(0)} \\
-\left(\frac{\gamma+1}{c}\right)^{3} & -a^{3} & -1 & -a^{3}-\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}+\frac{2 \alpha}{c}(1-a A) & -1-\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}+\frac{2 \alpha}{c}(1-a A) \\
-\left(\frac{\gamma+1}{c}\right)^{4} & -a^{4} & -1 & M_{5,4} & M_{5,5}
\end{array}\right]
$$

where

$$
M_{5,4}=a^{4}-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A),
$$

and

$$
M_{5,5}=1-\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}-\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}+\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A) .
$$

We can write $M(\gamma)$ for (A23) as

$$
M=\left[\begin{array}{ccccc}
1 & 1 & 1 & -1 & -1  \tag{A25}\\
\frac{\gamma+1}{c} & -a & -1 & -a & -1 \\
\left(\frac{\gamma+1}{c}\right)^{2} & a^{2} & 1 & -\left(a^{2}+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) & -\left(1+\frac{2(a A-1)}{c u_{0}^{\prime}(0)}\right) \\
\left(\frac{\gamma+1}{c}\right)^{3} & -a^{3} & -1 & -\left(a^{3}+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) & -\left(1+\frac{2(\gamma+1)(a A-1)}{c^{2} u_{0}^{\prime}(0)}-\frac{2 \alpha}{c}(1-a A)\right) \\
\left(\frac{\gamma+1}{c}\right)^{4} & a^{4} & 1 & M_{5,4} & M_{5,5}
\end{array}\right]
$$

where

$$
M_{5,4}=-\left[a^{4}+\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 a \alpha}{c}(1-a A)\right]
$$

and

$$
M_{5,5}=-\left[1+\frac{2(\gamma+1)^{2}(a A-1)}{c^{3} u_{0}^{\prime}(0)}+\frac{2\left(a^{3} A-1\right)}{c u_{0}^{\prime}(0)}-\frac{2 \alpha(\gamma+1)(1-a A)}{c^{2}}-\frac{2 \alpha}{c}(1-a A)\right]
$$

The analysis for when $\gamma \in \mathbb{C}$ with $y \neq 0$ follows similarly, although it becomes even messier in detail. We have chosen to omit this derivation in the paper, due to its added length, despite the similar approach we would use.

## References

1. Bai, L.; Huang, X.; Yang, Q.; Wu, J.Y. Spatiotemporal patterns of an evoked network oscillation in neocortical slices: Coupled local oscillators. J. Neurophysiol. 2006, 96, 2528-2538. [CrossRef] [PubMed]
2. Connors, B.W.; Amitai, Y. Generation of epileptiform discharge by local circuits of neocortex. In Epilepsy: Models, Mechanisms, and Concepts; Schwartkroin, P.A., Ed.; Cambridge University Press: Cambridge, UK, 1993; pp. 388-423.
3. Chervin, R.D.; Pierce, P.A.; Connors, B.W. Periodicity and directionality in the propagation of epileptiform discharges across discharges across neocortex. J. Neurophysiol. 1988, 60, 1695-1713. [CrossRef] [PubMed]
4. Guo, Y.; Chow, C. Existence and stability of standing pulses in neural networks: I. Existence. SIAM J. Appl. Dyn. Syst. 2005, 4, 217-248. [CrossRef]
5. Pfurscheller, G.; Graimann, B.; Huggins, J.E.; Levine, S.P.; Schuh, L.A. Spatiotemporal patterns of beta desynchronization and gamma synchronization in cotricographic data during self-paced movement. Clin. Neurophysiol. 2003, 114, 1226-1236. [CrossRef]
6. Pfurtscheller, G.; Neuper, C.; Brunner, C.; da Silva, F.L. Beta rebound after different types of motor imagery in man. Neurosci. Lett. 2005, 378, 156-159. [CrossRef]
7. Sandstede, B. Evans functions and nonlinear stability of travelling waves in neuronal network models. Int. J. Bifurc. Chaos 2007, 17, 2693-2704. [CrossRef]
8. Amari, S. Dynamics of Pattern Formation in Lateral-Inhibition Type Neural Fields. Biol. Cybern. 1977, 27, 77-87. [CrossRef]
9. Ermentrout, G.B.; McLeod, B.J. Existence and uniqueness of traveling waves for a neural network. Proc. R. Soc. Edinb. Sect. A Math. 1993, 123A, 461-478. [CrossRef]
10. Zhang, L. On stability of traveling wave solutions in synaptically coupled neuronal networks. Differ. Integral Equ. 2003, 16, 513-536. [CrossRef]
11. Guo, Y. Existence and Stability of Traveling Fronts in a Lateral Inhibition Neural Network. SIAM J. Appl. Dyn. Syst. 2012, 11 1543-1582. [CrossRef]
12. Coombes, S.; Owen, M.R. Evans functions for integral neural field equations with Heaviside firing rate function. SIAM J. Appl. Dyn. Syst. 2004, 3, 574-600. [CrossRef]
13. Coombes, S.; Schmidt, H.; Bojak, I. Interface dynamics in planar neural field models. J. Math. Neurosci. 2012, 2, 1-27. [CrossRef] [PubMed]
14. Coombes, S.; Thul, R.; Laing, C. Neural Field Models with Threshold Noise. J. Math. Neurosci. 2016, 6, 3.
15. Coombes, S.; Avitabile, D.; Gokce, A. The Dynamics of Neural Fields on Bounded Domains: An Interface Approach for Dirichlet Boundary Conditions. J. Math. Neurosci. 2017, 7, 12.
16. Cook, B.; Peterson, A.; Woldman, W.; Terry, J. Neural Field Models: A mathematical overview and unifying framework. Math Neuro. Appl. 2022, 2, 1-67. [CrossRef]
17. Qin, Z.; Fu, Q.; Jin, D.; Peng, J. A Looming Perception Model Based on Dynamic Neural Field. 2022. Available online: https:/ / ssrn.com/abstract=4248213 (accessed on 28 January 2023).
18. González-Ramírez, L.R. On the existence of traveling fronts in the fractional-order Amari neural field model. Commun. Nonlinear Sci. Numer. Simul. 2023, 116, 106790. [CrossRef]
19. Laing, C.R.; Troy, w.C.; Gutkin, B.; Ermentrout, G.B. Multiple Bumps in a Neuronal Model of Working Memory. SIAM J. Appl. Math. 2002, 63, 62-97. [CrossRef]
20. Laing, C.R.; Troy, W.C. Two-bump Solutions of Amari-type Models of Neuronal Pattern Formation. Phys. D Nonlinear Phenom. 2003, 178, 190-218. [CrossRef]
21. Janson, S. Resultant and Discriminant of Polynomials. 2010. Available online: http://www2.math.uu.se/~svante/papers/sjN5 (accessed on 19 March 2020).
22. Evans, J.W. Nerve axon equations, I: Linear approximations. Indiana Univ. Math. J. 1972, 21, 877-955. [CrossRef]
23. Evans, J.W. Nerve axon equations, II: Stability at rest. Indiana Univ. Math. J. 1972, 22, 75-90. [CrossRef]
24. Evans, J.W. Nerve axon equations, III: Stability of the nerve impulse. Indiana Univ. Math. J. 1972, 22, 577-594. [CrossRef]
25. Evans, J.W. Nerve axon equations, IV: The stable and unstable impulse. Indiana Univ. Math. J. 1975, 24, 1169-1190. [CrossRef]
26. Zhang, L. Existence, uniqueness and exponential stability of traveling wave solutions of some integral differential equations arising from neuronal networks. J. Differ. Equ. 2004, 197, 162-196. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

