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Abstract: Choosing the best attribute from a dataset is a crucial step in effective logic mining since it
has the greatest impact on improving the performance of the induced logic. This can be achieved
by removing any irrelevant attributes that could become a logical rule. Numerous strategies are
available in the literature to address this issue. However, these approaches only consider low-order
logical rules, which limit the logical connection in the clause. Even though some methods produce
excellent performance metrics, incorporating optimal higher-order logical rules into logic mining
is challenging due to the large number of attributes involved. Furthermore, suboptimal logical
rules are trained on an ineffective discrete Hopfield neural network, which leads to suboptimal
induced logic. In this paper, we propose higher-order logic mining incorporating a log-linear analysis
during the pre-processing phase, the multi-unit 3-satisfiability-based reverse analysis with a log-linear
approach. The proposed logic mining also integrates a multi-unit discrete Hopfield neural network
to ensure that each 3-satisfiability logic is learned separately. In this context, our proposed logic
mining employs three unique optimization layers to improve the final induced logic. Extensive
experiments are conducted on 15 real-life datasets from various fields of study. The experimental
results demonstrated that our proposed logic mining method outperforms state-of-the-art methods
in terms of widely used performance metrics.

Keywords: logic mining; data mining; log-linear analysis; reverse analysis; statistical classification;
evolutionary computation; discrete Hopfield neural network

MSC: 68T07

1. Introduction

Data mining is the process of discovering patterns, relationships, and insights from
large datasets using various mathematical and computational techniques. It involves
extracting valuable information from data and transforming it into an understandable
structure for further use. Data mining is commonly used in various fields, such as business,
healthcare, and science, to make informed decisions and predictions [1–4]. In theory,
data mining enables us to make an informed decision or to explore the outcome of a
decision without making the decision itself. Thus, this method of handling data can be
used in a multitude of real-life applications, including those in the medical [5], water
research [6], stock market [7], data mining [8], landslide prediction [9], education [10], and
diagnostics [11] fields, among others [12,13]. With the rapid advancement of science and
technology, it is vital to return to the fundamentals of data mining. Typically, data are
converted into a certain rule and processed by an AI platform [14]. The AI platform is then
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used to explore the behavior of the dataset and to provide the end user with interpretable
rules. In this context, the data must be easily interpreted by both AI and humans, so that
the AI system governing the outcome can be well understood [15]. This leads us to the
main issue with data mining: most of the rules extracted from datasets are not optimally
interpreted by early and end users. To overcome this problem, instead of extracting rules
from the data using the black box model, the data can be represented in terms of logic that
is supported by mathematics. Therefore, one must understand how logic can be applied to
represent data in artificial neural networks.

One of the most challenging tasks in creating an optimal logic mining method is
choosing the right logic to represent the dataset. The logic is then learned using intelligent
systems, such as a discrete Hopfield neural network (DHNN) [16]. The first implementation
of logic in an ANN was pioneered by Abdullah [17], where logic was implemented in a
DHNN. In that paper, the synaptic weight of a neuron was obtained by comparing the
cost function of a logic with the Lyapunov energy function. By computing the synaptic
weight of the network, the optimal final neuron state corresponding to the learned logic
could be obtained. Following the introduction of logic into the DHNN, several variants of
logic from the literature were implemented into DHNNs. Kasihmuddin et al. [18] proposed
incorporating 2-satisfiability logic (2SAT) into a DHNN with exactly two neurons per clause.
With the aid of a mutation operator during the retrieval phase, the proposed logic in the
DHNN was reported to outperform all existing state-of-the-art DHNNs in governing 2SAT
logic. In [19], the first non-systematic logic, random 2-satisfiability logic (RAN2SAT), was
implemented into a DHNN. The first and second clauses of the RAN2SAT formulation
were connected by a disjunction. Despite facing learning problems during the learning
phase, RAN2SAT was still compatible with a lower number of neurons. Interestingly, this
study attracted a large number of studies in the field of non-systematic logic. Recently,
Zamri et al. [20] proposed weighted random 2-satisfiability (r2SAT) logic in a DHNN as an
extension of RAN2SAT. The proposed logic required an additional phase, the logic phase,
to ensure that each logic embedded into the DHNN had a certain ratio of negated literals.
Thus, the DHNN had more search space to represent the neuron in terms of the logical
rule. Gao et al. [21] proposed Y-type random 2-satisfiability logic (YRAN2SAT), which
randomly generates a first- and second-order clause. This logic exhibits an interesting
behavior because YRAN2SAT can be represented in terms of systematic and non-systematic
logical rules. Despite the rapid development of logic in DHNNs, the use of higher-order
systematic logic in DHNNs is limited to a single-unit DHNN. For example, the work by
Mansor et al. [22] demonstrated the use of a single-unit DHNN that has limited storage
information, which leads to a potential overfitting issue when the data are represented in
the form of logic.

DHNN, which is governed by logic, plays a pivotal role in creating an optimal logic
mining method. Logic mining is a subset of data mining where the information from
the dataset is extracted in the form of logical rules. Logic mining was first proposed by
Sathasivam and Abdullah [23], namely a reverse analysis that extracted logical rules from
real-life datasets. In that paper, Wan Abdullah’s method was utilized to find the synaptic
weight of the neuron responsible for the final induced logic. The induced logic was verified
using support and confidence metrics. The main issue with that study was the absence of
general induced logic that represents the behavior of the dataset. To tackle this problem,
Kho et al. [24] proposed a novel logic mining method called 2-satisfiability reverse analysis
(2SATRA) to extract information from the dataset in the form of 2SAT. Compared with the
previous method, 2SATRA has the capability to produce induced logic that can classify
the outcome of the dataset. The proposed 2SATRA was reported to be useful in extracting
logical rules in E-games in terms of error and accuracy. Zamri et al. [25] proposed a higher-
order logic mining method by representing data in the form of 3SAT. With the aid of the
clonal selection algorithm (CSA), the proposed logic mining method (3SATRA) managed
to extract optimal induced logic from data on Amazon employees’ resource access. Despite
reporting huge success in obtaining the best induced logic for the dataset, the quality of the
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logic learned by DHNN was far from optimal. Jamaludin et al. [26] argued that the logic
used during logic mining can be further optimized by applying a permutation to change
the configuration of the attribute in the 2SAT. This argument led to the development of
permutations 2SATRA and P2SATRA, where all possible 2SAT containing the attributes
of the datasets were embedded into a DHNN. The proposed P2SATRA was reported to
outperform the state-of the art logic mining methods in extracting the best induced logic
from the benchmark dataset. In another study, Jamaludin et al. [27] ensured that each
induced logic produced by logic mining must be derived from the final neuron state that
achieved the global minimum energy. This led to the introduction of an energy-based
2-satisfiability reverse analysis method (E2SATRA), where the proposed logic mining
method was utilized to extract a logical rule from E-recruitment data. By using the induced
logic, the behavior of the potential recruits could be optimally classified. Although the
proposed E2SATRA was reported to obtain global induced logic, there is a high chance
that the selected attribute is an insignificant variable for the logical rule. In this context, the
insignificant attribute makes the final induced logic uninterpretable.

Due to the potential pitfall of unsupervised logic mining, Kasihmuddin et al. [28]
proposed the first supervised logic mining, the supervised 2-satisfiability-based reverse
analysis method (S2SATRA). In this model, the calculation for each attribute is computed
with respect to the outcome of the datasets. The proposed S2SATRA has outperformed all
the state-of-the-art logic mining models in various performance metrics. After supervised
learning was introduced, Jamaludin et al. [29] proposed another interesting logic mining
model by capitalizing on the log-linear model (A2SATRA) to extract significant attributes
with respect to the outcome of the dataset. The proposed A2SATRA uses the k-Way
interaction to ensure only significant attributes represent the 2-satisfiability logic. After
obtaining the best logic, the DHNN learns the logic and produces the induced logic for
dataset classification. Despite the usefulness of supervised learning in the context of logic
mining, previous studies only utilized only a single objective function, which leads to
potential overfitting during the learning phase of a DHNN. Another possible issue with
current logic mining is the lack of higher-order logic to represent the induced logic. Higher-
order logic, such as 3SAT logic, is crucial to ensure that more attributes fit into each logical
clause. In other words, each attribute allows for more than one attribute to be connected,
which we believe will improve the generalizability of the induced logic. Although the work
of Zamri et al. [25] shows some development in terms of higher-order logic, the selection of
attributes from the datasets was still poorly executed and prone to potential overfitting.

According to the existing literature [29], the log-linear model has been found to be
effective in representing data classification. By utilizing a multi-unit discrete Hopfield
neural network governed by higher-order logic and a permutation operator, our proposed
logic mining method is able to obtain optimal induced logic for a real-life dataset. Therefore,
these are the contributions of this paper:

(a) A log-linear approach is formulated by selecting significant attributes with respect to
the final logical outcome. The log-linear approach removes insignificant attributes
from datasets before being translated into a higher-order logical rule (3-satisfiability),
which reduces the complexity of the logic mining to select the best attribute to repre-
sent the dataset.

(b) A novel objective function that utilizes both true positives and true negatives when
deriving optimal 3-satisfiability logic is formulated. In this context, the logic mining
method selects the top and best logic before entering the learning phase of the discrete
Hopfield neural network. Using multi optimal logical rules that maximize the objective
function, that the search space of the network can be expanded in one direction.

(c) A multi-unit discrete Hopfield neural network that is governed by the best logic
obtained from the datasets is proposed. The multi-unit discrete Hopfield neural
network independently learns the logic from the datasets and derives respective
synaptic weights using Wan Abdullah’s method. Using the multi-unit network, the
number of induced logics that represent the behavior of the datasets can be increased.
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(d) A permutation operator of 3-satisfiability logic is proposed in a discrete Hopfield neu-
ral network. In this case, the chosen attribute from the log-linear analysis undergoes
permutation to ensure that the optimal attribute configuration in each logical clause
can be obtained. By allowing logical permutation, logic mining has the capability to
identify the highest performing induced logic in terms of a confusion matrix.

(e) An extensive analysis of the proposed hybrid logic mining is performed in real-life
datasets. The performance of the proposed hybrid logic mining is compared with
state-of-the-art logic mining methods. In this context, various performance metrics are
analyzed to validate the performance of the proposed logic mining method. A non-
parametric test is performed to validate the superiority of the proposed logic mining.

This paper is organized as follows: Section 2 presents the motivation behind the paper.
Then, in Section 3, we introduce the higher-order 3-satisfiability representation. Next, in
Section 4, we explain how 3-satisfiabilty is implemented into a DHNN. Section 5 described
the integration of a log-linear model into 3SATRA. Section 6 outlines the experimental
setup. The most important parts of the paper are presented in Section 7 where we discuss
the simulation of log-linear model in a 3-satisfiability-based reverse multi-unit. Section 8,
we reveal the limitation of our research and in Section 9 discussed future work. Finally, we
conclude with the results of our findings in Section 10.

2. Motivation

In this section, we discuss the motivation behind our work. Each motivation addresses
the problem with existing logic mining and how our proposed logic mining can fill these
gaps in the field.

2.1. Lack of Higher-Order Logic to Represent Selected Attributes

Logical rules play a pivotal role in representing the information in a dataset. In the
conventional paradigm, attributes with more connection to the logical rule have the capacity
to store more information. In current methods of logic mining, such as 2SATRA [26] and
E2SATRA [27], logic is limited to the second order, where only two attributes are embedded
into the clause. In this context, each attribute connects with only one attribute to satisfy
the clause. This causes problems in satisfying the interpretation of the logic during the
learning phase because the probability of the 2SAT being satisfied is less than that of a
higher-order clause [29]. There are two potential issues with lower-order logic in logic
mining. Firstly, obtaining the wrong synaptic weight can lead to a wrong final neuron
state during the retrieval phase of a DHNN, which can impact the performance of the
induced logic. Secondly, lower-order logic has a smaller search space, which may not be
sufficient to accurately represent the behavior of the dataset. On the other hand, higher-
order logic can represent more attributes, which can improve the generalizability of the
induced logic. Furthermore, the permutation operator can be implemented to explore more
possible combinations of attributes, which can lead to the discovery of better solutions. The
work by Jamaludin et al. [30] demonstrated that a permutation operator can reveal possible
induced logical rules. However, if the number of attributes is low, the performance of logic
mining will not improve. This will result in a huge loss in potential optimal induced logic.
Although there are some attempts to realize higher-order logic mining, such as the work
proposed by Zamri et al. [25], where 3SAT was utilized to represent logic in logic mining,
there has not been any attempts to represent the “right” 3SAT logic because all attributes in
the dataset have equal probability of being chosen. In this paper, we propose a higher-order
logic mining by capitalizing on the use of 3-satisfiability logic to represent attributes in a
dataset. In this context, our proposed logic mining. will utilize log-linear models to extract
the most optimal attribute with respect to the logical outcome.

2.2. Limited Single-Unit DHNN

Due to its simplicity and effective synaptic weight management, a DHNN governed
by logic has good potential in learning the behavior of a dataset. Given the simplicity
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of DHNNs such as content addressable memory (CAM) and effective synaptic weight
management, a DHNN has the capability to retain information about the dataset and to
retrieve any necessary rules during the retrieval phase. Despite demonstrating stellar
performance in simulated learning [20,21], DHNNs have been shown to be ineffective at
extracting information from real-life datasets. This is due to only one logic being translated
into CAM, which leads to a single outcome, because only one set of synaptic weights
was learned during the learning phase of the DHNN. In this context, the possibility of
logic mining obtaining the most optimal induced logic is reduced drastically. For instance,
the logic mining method proposed by Kho et al. [24] embedded the single best logic into
DHNN. Since each DHNN can only learn one type of logic, the final induced logic obtained
from logic mining was limited to the direction of the local field. When the number of
induced logical rules was small, the performance of the logic mining deteriorated. A
similar observation was found in the work by Alway et al. [31], where a single-unit DHNN
reduced the probability of the network arriving at the optimal induced logic. To remedy
this matter, this paper proposes a multi-unit DHNN to increase the solution space for logic
mining. After obtaining a few logical rules with high fitness values, each logic is learned by
the DHNN. In this context, each DHNN learns the logic independently and recommends
their own induced logic without any interaction between other CAMs. This perspective
helps the logic mining method achieve optimal induced logic [32].

2.3. Issue with Single Objective Function

In addition to the multi-unit DHNN discussed in Section 2.2, the quality of the best
logic must be improved to reduce potential overfitting of the DHNN. Generally, the objec-
tive function of logic mining during the pre-processing phase is to maximize the number of
true positives. For example, the logic mining proposed by Zamri et al. [25] depends solely
on the number of positive outcomes from the learning phase and does not consider the
number of true negatives although both outcomes are consistent with the learned logic. In
the event of all outcomes achieving all true negatives, the proposed logic mining is reduced
to a random classifier because the DHNN is unable to obtain the most optimal synaptic
weight. A similar observation was reported in the work by Kasihmuddin et al. [26]. Despite
achieving optimal induced logic using S2SATRA, the induced logic could learn data that
led to true positives. This is the major limitation of the proposed S2SATRA because most of
the logic from the dataset that yields true negatives are ignored. In this context, the learning
data embedded into the DHNN is reduced drastically, which reduces the sensitivity of
the logic mining towards more specialized datasets. To address the root of this problem,
the best logic obtained from the pre-processing phase must be flexible enough without
sacrificing valuable information about the learning data. In this way, the objective function
of the best logic must accommodate the frequency of the true negative outcome. In this
paper, we propose a logic mining that maximizes any logical outcomes that are both true
positives and true negatives before being learned by the DHNN. Therefore, the proposed
logic mining contributes to enhancing the search ability of induced logic in extracting more
accurate logical rules from a dataset.

3. Higher-Order 3-Satisfiability Representation

The systematic 3SAT is a logical rule that strictly comprises three variables in each
clause with disjunction between the clauses. This logic was popularized in several promi-
nent studies, such as [22], where each variable represented information about the applica-
tion or problem. Since 3SAT was proven in NP by [33], there was no efficient method to
guarantee that a consistent assignment that satisfies 3SAT can be found by the algorithm.
Based on [25], 3SAT consists of the following features:

(a) A set of n variables, L1,L2, L3, . . . . . . Ln;
(b) A set of literals, where a literal is a variable L or a negation of variable L;
(c) A set of m distinct clauses, which are connected with the logical AND (∧) and in

which each Mi consists of exactly three literals variables forming the k-SAT clause
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and every logical clause normally has exactly k variables that are linked with the OR
(∧) operator.

The general formula for 3SAT can be defined as follows:
By considering features (a)–(c), the formulation for 3SAT can be generalized as follows:

L3SAT = ∧m
i=jCi where Ci = ∨3

i=j
(
xij,yij,zij

)
(1)

where each clause contains exactly three literals. Note that each variable in the clause can
be 1, which represents true, or −1, which represents false. The goal of Equation (1) is to
align all the states of the variable so that L3SAT = 1.

The suggested logical formula of L3SAT is shown in Equation (2):

L3SAT = (A ∨ B ∨ C) ∧ (D ∨ E ∨ F) ∧ (G ∨ H ∨ I) (2)

As presented in Equation (2), L3SAT is satisfiable when (A, B, C, D, E, F, G, H & I)
in the initial neuron state are {−1,−1,−1,−1,−1,−1, 1, 1, 1}, which represents true. On the
other hand, if (A, B, C, D, E, F, G, H & I) in the initial neuron state is
{−1,−1,−1,−1,−1,−1, 1, 1, 1}, it is not satisfied. This logical structure does not con-
sider redundant literals. The dimensionality feature, which permits only three decisions
to affect the outcome of the datasets, is another benefit of suggesting three variables per
clause. When a logical rule is embedded into an artificial neural network, the choice of
three-dimensional model remains interpretable based on the logical rule. Furthermore, we
need to save the interaction between the variables in the sentence. Optimizing the value of
k is necessary as reaching k = 3 is the primary goal. This study also utilized a permutation
operator in the logical structure. The basic definition of the L3SAT is as follows:

Li
3SAT = ∧n

u=1Cu where Cu = ∨k
v=1

(
Xa

uvw, Yb
uvw, Zc

uvw

)
, k = 3 (3)

where a, b, and c are the arrays of attributes and a 6= b 6= c. Then, Xa
uvw, Yb

uvw is the selected
attributes a and b, respectively. The 3SAT logical structure is a higher-order logical structure
that is probably satisfied and compatible into the DHNN. The logical structure obtains the
correct synaptic weight in order to achieve the global minimum value. The possible logical
structure after the permutation is shown in Equations (4) and (5).

L1
3SAT = (C ∨ E ∨ H) ∧ (G ∨ F ∨ I) ∧ (D ∨ B ∨ A) (4)

L2
3SAT = (G ∨ D ∨ C) ∧ (F ∨V ∨ H) ∧ (E ∨ A ∨ B) (5)

Equation (4) has a difference in the arrangement of the literals in each clause in the
logical structure. The logical permutation in both equations gives a higher accuracy for the
logical structure.

4. 3-Satisfiability (L3SAT) in Discrete Hopfield Neural Network

The discrete Hopfield neural network (DHNN) consists of interconnected neurons
that have input and output patterns in the form of discrete vectors. The network’s weights
are symmetrical, and there are no self-connections [17]. The symmetrical synaptic weights
are connected by interconnected neurons in a conventional recurrent network. Low compu-
tation, high convergence, and good content addressable memory (CAM) are all elements
of this network [24]. Furthermore, in this study, the HNN is compatible with the bipo-
lar neuron representation, and the fundamental neuron update can be expressed using
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Equation (6), and the fundamental neuron update can be expressed using Equation (6).
HNN’s general asynchronous updating rule is as follows:

Si =

 1,
N
∑
j

WijSj ≥ ε

−1, otherwise
(6)

where Si is the weight for units a to b, and ε refers to the threshold of the HNN.
To incorporate L3SAT into a DHNN, a neuron is assigned to each variable in Equation (3).

Each neuron is defined in [–1,1], which stands for false and true, respectively. To model
neurons collectively, the cost function associated with the L3SAT must be minimized. In
general, the cost function, δL3SAT, is formulated as follows:

δL3SAT =
NC

∑
u=1

NV

∏
v=1

wuv (7)

where NV denotes the number of variables, whereas NC denotes the number of clauses,
and Equation (8) presents the definition of the L3SAT inconsistency:

wuv =

{
1
2 (1−Sx) , i f x
1
2 (1+Sx), Otherwise

(8)

Before identifying any inconsistencies in the L3SAT, the first step is to identify the
cost function of the L3SAT. In the learning phase, the αL3SAT must be able to produce at
least the minimum cost function so that the synaptic weight results can guarantee that the
proposed L3SAT can be modelled into the DHNN. The final neuron state of the DHNN
will be sequentially updated in the retrieval phase using the local field HαL3SAT , shows in
Equation (9):

hL(t) =
n
∑

c=1,c 6=b

n
∑

b=1,b 6=c
W (3)

abc S bS c +
n
∑

b=1,b 6=a
W (2)

ab S b + W (1)
c (9)

where the synaptic weights are connected at the third order W (3)
abc , second order W (2)

ab , and

first order W (1)
c . The most recent final neuron state Si, is as followed by Equation (10):

Si =
{

1, tanhhL(t) ≥ 0
−1, Otherwise (10)

The hyperbolic tangent activation function (HTAF), abbreviated as hL(t), is shown in
Equation (11):

tanh(hi) =
ehL(t) − eh(t)L

ehL(t) + eh(t)L
(11)

It is important that, according to [23], HTAF capacity is non-linearly classified and that
the optimal solution is differentiated by minimizing neuron oscillation during the retrieval
phase in the DHNN. The final neuron state generated by DHNN-L3SAT denotes the L3SAT
performance. The properties of DHNN, as described by Theorem 1 in [17], include its
tendency to converge, which is also corroborated by [18].

Theorem 1. Assume that N = (W, θ), where θ is the model’s threshold for the DHNN. Assume
that W is a symmetric matrix with nonnegative diagonal components and that N operates in an
asynchronous mode. DHNN will then always reach a stable state.

Since the suggested 3SAT into DHNN does not contain a hidden layer, the network
must be examined before transferring into the ideal neuron state. It will be simple to
evaluate the optimality as Lyapunov energy in this scenario that be instantly identify if the
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final neuron state was captured in a suboptimal condition. The following is the formulation
of the HδL3SAT Lyapunov energy function, which relates to the DHNN-L3SAT.

HL3SAT(t) = − 1
3

n
∑

a=1,a1b1c

n
∑

b=1,a1b1c

n
∑

c=1,a1b1c
W (3)

abc S aS bS c

− 1
2

n
∑

a=1,a1

n
∑

b=1,a1b
W (2)

ab S aS b −
n
∑

a=1
W (1)

a S a

(12)

The value of HδL3SAT is the absolute final energy, and HδL3SAT is monotonically re-
duced to produce the minimum energy Hmin

δL3SAT . According to [17] and [22], the number of
clauses can be used to predict the absolute minimum energy of any logical rule. The lowest
energy of the L3SAT is presented in Equation (13) as this paper addresses logical rules that
include three variables per phase. Hmin

δL3SAT is calculated using Equation (13).

H min
δL3SAT

= −1
8

n
(

χ 3
i

)
(13)

Meanwhile, χ 3
i and a represent the third order and three literal clauses in HδL3SAT .

Finally, to identify the global and local minimum solutions, Equation (14) can be used.
Significantly, the final neuron states will reach the global minimum solution if it is satisfied;
if not satisfied, they become the local minimum solution. υ is the tolerance value, which is
an indicator of a satisfied solution.∣∣∣H δL3SAT − H min

δL3SAT

∣∣∣ ≤ υ (14)

Figure 1 presents a schematic 3SAT outline, and Figure 2 presents a flow chart of the
DHNN-3SAT steps using the following pseudocode. G3SATRAµ then updates the neuron
at time t + 1. In Figure 1, the main block represented by the black dotted lines shows the
higher-order logic based on the number of clauses. Inside the higher-order logic block, the
blue, red, and green lines indicate the connections between the neurons labelled w2

ij=w2
ji,

w3
ijk=w3

kji = w3
jki, and w1

i=w1
j , respectively.Mathematics 2023, 11, x FOR PEER REVIEW 10 of 36 

 

 

 
Figure 1. Schematic diagram for DHNN-L3SAT. 
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The methodology used in this study is illustrated in Figure 2 and comprises a logic
phase and a training phase. The flow chart shows that the pre-processing method is involved
in the learning phase, making it a critical step. Therefore, the quality and appropriateness of
the pre-processing method can significantly influence the performance of the logic mining
model. To evaluate the performance of the induced logic after completing the training phase,
performance metrics were utilized. These metrics were used to determine whether the
G3SATRAµ model accurately predicted the outcome or if it required improvement.

5. Proposed Higher-Order Log-Linear Model in Logic Mining

This paper discusses the method of a higher-order log-linear analysis and the objective
function of a multi-unit DHNN. The following section explores the formulation of a log-
linear model, including the selection of significant attributes, and the creation of a multi-unit
DHNN. Furthermore, in each section, the log-linear formula is well explained according to
the objective function.
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5.1. Log-Linear Analysis to Represent 3-Satisfiability Logic

One of the significant applications of logic in DHNN is logic mining. Logic mining
is used to extract logical rules from real-life datasets. Logic mining is different from data
mining methods in the literature [23–31] because the end product for logic mining is a
classification model based on SAT rules. The main goal of logic mining is to extract a logical
rule that explains the behavior of the dataset. Note that logic mining that utilizes 3SAT in
a DHNN was first proposed by Zamri et al. [25] and can be abbreviated as 3SATRA. In
this context, it is imperative for logic mining to have a more effective DHNN model that is
governed by higher-order logic. However, a real-life dataset might consist of hundreds of
attributes and often contributes to the “curse of dimensionality” [32] in logic mining. One
of the possible solutions to this problem is choosing the right attribute to be processed by
logic mining.

One of the possible methods of extracting the right attributes is through a log-linear
analysis. In this paper, we propose a log-linear analysis using 3SATRA or G3SATRAµ. Let
N be the quantity of variables that represents the attribute Pi = (P1, P2, P3, . . . . . . PN) in
bipolar form Pi = {−1, 1}. Before proceeding to the DHNN, we are required to extract
the best r attributes from the total of N from the datasets. The log-linear model is used to
examine whether there is a significant difference between the proportion of categories with
two or more group variables [33]. This model expresses the log of an expected frequency
in a contingency table as a summation of the function for all parameters involved in the
datasets. Note that the two-way table with respect to the expected frequency, Lij, for a
column is given as follows if each of the neurons is independent from each other [34].

Lij = nrij = nri+r+j (15)

where n is the sum of entries, while ρi and ρj stand for partial distributions for the variables
in the i-th row (row probabilities) and j-th column (column probabilities), respectively. The
outcome of performing a linear regression on Equation (15) is shown in Equation (16):

ln Lij = ln n + ln ρi+ + ln ρ+j (16)

The frequency for the cross-tabulation cell is predicted using a linear model for the
log-linear function. The margins and interaction between the variables should be measured
in a two-way table known as a saturated model. Equation (17) shows the formulation for
the saturation model:

ln Lij = ρ + ρi+ + ρ+j + ρij, i 6= j (17)

where ρ = ln n is the true outcomes, while ρi+ = ln ρi+, ρ+j = ln ρ+j are the basic outcomes
of neurons Si and Sj, respectively. According to [29], the association parameter that repre-
sents the ability to adapt the log expected cell frequency is expressed using only the partial
distribution of each variable and kij. Equation (18) reproduces the observed frequencies
fij perfectly, known as a saturated model. G2 and the Pearson chi square χ2 are used to
evaluate the goodness of fit to acquire the likelihood ratio.

G2 = 2
i

∑
i=1

j

∑
j=1

fij ln

(
fij

Lij

)
(18)

χ2 =
i

∑
i=1

j
∑

j=1
fij

[
ln
(

fij − Lij
)2 − ln

(
Lij
)]

=
i

∑
i=1

j
∑

j=1
fij ln ( fij−Lij)

2

Lij

(19)

Equations (18) and (19) are employed to identify the results based on both the statistical
sample size and targeted model [35]. Additionally, the values of these two statistics are
computationally the same. In the log-linear analysis, determination of the significance level
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requires assessing both the parameter and the goodness of fit. In G3SATRAµ model, the
significance of the parameters is evaluated using a partial association test, which calculates
the difference in values for the relevant degrees of freedom (df) in the model. Essentially,
this means that if there is a relationship between a pair of variables, the null hypothesis
test can be selected [36]. Additionally, the null hypothesis is rejected when the parameter
values of each individual variable are found to be significantly associated. The alternative
hypothesis assumes that there is a significant difference between the observed data and the
population parameter. In hypothesis testing, the goal is to reject the null hypothesis in favor
of the alternative hypothesis based on statistical evidence [37]. The outcomes of the variables
are shown by the generated parameter, by indicating the both Pi and Pj values. G3SATRAµ
is then embedded into the DHNN and can be formulated using the Pi and Pj values, whereas
Pi and Pj are significant p-values for attributes Si and Sj, respectively. Additionally, min|Pi|
represents the lowest significant p-value between Si and Sj. To guarantee the final model of
L3SAT, this work implemented a log-linear analysis and embedded it into a DHNN model
according to [38]. It is important to note that neither neuron was considered in the L3SAT
formulation when evaluating the performance of each neuron. Another consideration in this
suggested method is the changes in traditional k-SATRA proposed by [24,25] if Equation
(20) for all variables cannot reach the threshold variable when 0 ≤ Pi ≤ α. Furthermore,
determining the neuron negativity presents the biggest problem in Equation (15). The essence
of a log-linear analysis is to remove any weak neurons, as indicated by Equations (18) and (19).
In this study, we apply a log-linear analysis in the 3-satisfiability-based reverse analysis multi-
unit approach or G3SATRAµ in order to determine which attributes in the dataset will be
selected to represent specific variables in the G3SATRAµ. In particular, G3SATRAµ utilizes
a log-linear analysis to select the best nine attributes that have the strongest interactions
among the dataset outcomes. To apply higher-order logic, the selected nine attributes are
randomly permuted. The selected ideal attribute will then be represented as an induced
logic in the form of a 3SAT, which will be embedded into the DHNN. This method was also
implemented by [30], in work on the 2SAT logical rule based on a six-attribute selection. This
method obtains the optimal solution when we compare the logic mining method introduced
by [30] with 2SAT logical rules.

5.2. New Objective Function with Multi-Unit DHNN

In previous studies, such as [24–29], the objective function of the pre-processing phase
is to find the best logic Lbest

3SAT that maximizes the true positive TP. After obtaining the most
optimal Lbest

3SAT , the DHNN will learn this logic and obtain the optimal synaptic weight,
which leads to the final induced logic. The main issue with this procedure is the lack of
consideration of another important variable, which is the true negative TN. A previous
study [39] failed to consider the TN, which plays a pivotal role in obtaining a negative
variable in the induced logic. In this paper, we propose a new objective function that
considers L3SAT and maximizes the summation of TP and TN. The formulation of the
objective function is as follows:

max
{∣∣Pij = 1

∣∣+ ∣∣Qij = −1
∣∣}, j ∈ N (20)

where
∣∣TPij = 1

∣∣ is the cardinality of TP in set j that has a state equal to 1. Note that j represents
the DHNN unit. In other words, Lbest

3SAT represents the initial behavior of the dataset before
being learned by the DHNN. Equation (20) is different from the work by Zamri et al. [25],
where only Lbest

3SAT with the highest frequency was chosen. In this paper, the top k logic that
satisfies the condition in Equation (20) is chosen to proceed to the learning phase.

5.3. Lbest
3SAT in Multi-Unit DHNN

The next strategy to learn Lbest
3SAT through the DHNN is proposing a multi-unit DHNN

that processes several Lbest
3SAT independently. This strategy ensures that the proposed

G3SATRAµ can cover more search space during the retrieval phase. This can be im-
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plemented by capitalizing on the synaptic weight from different types of Lbest
3SAT , which

leads to different directions in the final neuron state. Kasihmuddin et al. [18] proposed a
mutation DHNN to address a similar concern by increasing the search space by mutating
the final neuron state. However, due to the limited number of synaptic weights produced
by the Wan Abdullah method, the final neuron state tends to converge towards a similar
neuron state. From this perspective, we can obtain different types of final neuron states just
by obtaining different logic during the learning phase of the DHNN [40]. The equation that
governs the multi-unit DHNN is given as follows:

µj = ∧NC
j=1 (Ai ∨ Bi ∨ Ci) , j ∈ R

N
max
j=1
|n [(p = 1) ∨ (Q = −1)]| (21)

where µj refers to a multi-unit DHNN in which the structure leads to LLearn
3SAT = `. After

obtaining a satisfactory interpretation, the synaptic weight of Lbest
3SAT can be obtained and is

stored as CAM in each multi-unit DHNN. During the retrieval phase of the DHNN, the
final neuron state SB

i is obtained using Equation (9) and is transformed into the following
induced logic.

SInduced
i =

{
Si, SB

i = 1
Sj , SB

i = −1
(22)

Next, using the obtained induced logic, the outcome of the induced logic is compared
with the testing data. In this context, the comparison is only made with all of the proposed
Lbest

3SAT from different DHNN units. Algorithm 1 shows the pseudocode of the proposed work.

Algorithm 1: pseudocode of DHNN − L3SAT.

Input
Set all attributes L1,L2, L3, . . . . . . Ln with respect to LLearn

3SAT = ` GC, and trial
Output
The best induced logic LInduced

3SAT
Begin

Initialize algorithm parameters;
Define the attribute for L1,L2, L3, . . . . . . Ln with respect to LBest

3SAT
Search the p-value for each Attribute;
for (α < p) do
if Equation (7) is satisfied then
Assign Li as Si and continue;
while (i ≤ GC) do

Using Equation (21) to find the LBest
3SAT

Check the clause satisfaction for LBest
3SAT

Compute HδL3SAT using Equation (12)
Compute the synaptic weight associated with LBest

3SAT by using WA approach:
Store the synaptic weight and LBest

3SAT in CAM;
Initialize the final neuron state;

for (k ≤ trial)
Compute hi using Equation (9);
Convert SB

i to the logical from using Equation (22);
Combine SB

i to form induced logic LInduced
3SAT

Compare the outcome of the LInduced
3SAT with the LTest

3SAT continue; -
k← k + 1
end for

i← i + 1
end for

End
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6. Experimental Setup

To validate the performance of the proposed G3SATRAµ, the experiment setup must
be performed according to the following setup:

6.1. Benchmark Dataset

The Linduced
i for 15 datasets is extracted using the log-linear analysis in Section 5.1.

These datasets and their assigned labels are retrieved from the UCI machine learning
repository (https://archive.ics.uci.edu/ml/datasets.php) and Kaggle open set (https://
www.kaggle.com/datasets). The dataset was downloaded on 6 November 2022 from the
respective website. To avoid possible bias, we chose datasets from different fields of studies
(refer to Table 1). Table 1 shows the details of each selected dataset.

Table 1. Details of each selected dataset.

Code Dataset Data Link Attribute Instances Missing Value Field Outcomes

L1 Horse Colic UCI Machine Learning
Repository: Horse Colic Data Set 27 300 Yes Zoology Surgery

L2 Credit
Approval

https://achive.ics.uci.edu/ml/
datasets/credit+approval 15 690 Yes Finance Class

L3 Absenteeism https://achive.ics.uci.edu/ml/
datasets/Absenteeism+at+work 21 740 No Business Time in hours

L4 Early-Stage
Diabetes

https://achive.ics.uci.edu/ml/
datasets/Early+stage+diabtes+
risk+prediction+dataset.

17 520 Yes Medical Class

L5
Chronic
Kidney
Disease

https://achive.ics.uci.edu/ml/
datasets/chronic_kidney_disease 24 400 yes Medical Classification

L6 Spec heart https://achive.ics.uci.edu/ml/
datasets/SPECT+Heart 22 267 No Medical Diagnosis

L7 Congressional
Voting Records

https://achive.ics.uci.edu/ml/
datasets/congressional+voing+
records

16 435 Yes Social Class

L8 Hepatitis https://achive.ics.uci.edu/ml/
datasets/Hepatitis 19 155 Yes Medical Class

L9
Autistic

disorder for
children

https://achive.ics.uci.edu/ml/
datasets/Autistic+Spectrum+
Disorder+Screeing+Data+for+
Children++

21 292 Yes Medical Class

L10 Automobile https://achive.ics.uci.edu/ml/
datasets/Automobilee 26 205 Yes Automotive Price

L11 Primary Tumor https://achive.ics.uci.edu/ml/
datasets/primary+tumor 17 339 Yes Medical Classification

L12 Facebook
metrics

https://arhive.ics.uci.edu/ml/
datasets/Facebook+metrics 19 500 Yes Business Total

Interactions

L13 Hungarian
Chicken Pox

UCI Machine Learning
Repostory: Hungarian Chicken
pox Cases Data Set

20 521 No Life Country

L14 Alcohol effect
on math study

https://www.kaggle.com/
datasets/whenamancodes/
alcohol-effects-on-study?
select=Maths.csv

33 395 No Educational Grade

L15 Soybean-Large
UCI Machine Learning
Repository: Soybean (Large)
Data Set

35 307 Yes Life Overall
Diagnosis

There are two main criteria for choosing datasets. First, each dataset must contain at
least 15 attributes. This is important for validating the capability of the log-linear model
in extracting the best attributes during the pre-processing phase. In other words, if we
choose datasets that have less than 10 attributes, the proposed model G3SATRAµ would
provide the same results as the work by Zamri et al. [25]. Second, the number of instances
must be more than 200 to avoid overfitting in G3SATRAµ. When the number of instance
is very low, there is a high chance that the learning data will consist only of FP and FN,
which leads to random LBest

3SAT selection. In addition, k-means clustering [30] will be used to

https://archive.ics.uci.edu/ml/datasets.php
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https://achive.ics.uci.edu/ml/datasets/Early+stage+diabtes+risk+prediction+dataset
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https://achive.ics.uci.edu/ml/datasets/chronic_kidney_disease
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https://achive.ics.uci.edu/ml/datasets/Hepatitis
https://achive.ics.uci.edu/ml/datasets/Hepatitis
https://achive.ics.uci.edu/ml/datasets/Autistic+Spectrum+Disorder+Screeing+Data+for+Children++
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convert the value of the dataset into bipolar form Si = {−1, 1}. This conversion is crucial
to ensure that the proposed G3SATRAµ can be compared with other existing work. Since
each attribute is represented in bipolar form, the missing data are assigned randomly to
1 or −1. According to Sathasivam [38], the CAM dismisses the outlier data in the bipolar
form as being the fault tolerance of the DHNN.

The continuous attribute values in the dataset are standardized using k-means clus-
tering by converting them into bipolar representations. The method used for k-means
clustering was inspired by the work of [24,25,31]. To address the issue of missing values,
they are replaced with a random bipolar state (either 1 or −1), but the selected datasets
should have very few missing values to ensure that the learning phase is not affected.

In addition, all simulations utilize the train-split [30] method, where the training phase
contains 60% of instances and the testing phase contains 40% of instances. This method
has been used in various studies [24–31], where a further testing percentage was used to
confirm the effectiveness of the Linduced

i . This study used k cross validation on the limited
sampling instances to estimate how the dataset is expected to perform in the testing phase;
those same instances are not used during the training phase for the model.

6.2. Performance Metrics

Based on popular classification metrics such as accuracy (Acc), precision (PREC), sen-
sitivity (SEN), F1 score (F1), and Matthews correlation coefficient (MCC), the effectiveness
of the suggested model can be assessed. Acc is applied to figure out the percentage of
true-positive and true-negative predictions over the total number of instances. The num-
bers of instances accurately anticipated a positive and negative cases are known as the
true positive (TP) and true negative (TN), respectively, whereas false-positive (FP) and
false negative (FN) instances are the sum of the number of falsely anticipated negative and
positive outcomes, respectively. The Acc value can be measured using Equation (23), as
shown in [41]:

ACC =
TP + TN

TP + TN + FP + FN
(23)

SEN examines the positive tendencies of the instances accurately anticipated in a
particular situation, as mentioned by [42].

SEN =
TP

TP + FN
(24)

According to [43], PREC is used to analyze the number of positive outcomes among
the false-positive outcomes from the predicted outcomes. The PREC can be formulated
as follows:

PREC =
TP

TP + FP
(25)

F1 is also one of the metrics used to measure accuracy. F1 is the modulation in-
dex of the sensitivity and precision parameters. The F1 formula is presented in the
following equation:

F1 =
2TP

2(TP + FP)
(26)

The effectiveness of the logic mining process is evaluated in the Matthews correlation
coefficient (MCC), which considers all the elements of a confusion matrix. According to [44],
MCC is a valid indicator for evaluating the quality of the proposed model and may be
applied in various sizes of classes.

MCC =
TPTN − FPFN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(27)
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6.3. Baseline Methods

The performance of the G3SATRAµ model is compared with numerous well-known
current works to confirm the efficiency of the suggested methodology. Even though
there are numerous classification algorithms that have been introduced, including those
proposed by [43–47], none of these studies have demonstrated that induced logical rules
can effectively categorize and extract patterns from a dataset.. Note that the authors of [48]
have proposed logic mining that utilizes a log-linear model, but the order of the logic is
lower than what we propose in this paper. In addition, our proposed G3SATRAµ model is
incomparable with the work in [49] due to the structure of the radial basis function neural
network (RBFNN), which only produced a single Linduced

i . Thus, our proposed G3SATRAµ
model is compared with the following state-of-the-art logic mining methods:

(a) 2SATRA [24] was the first attempt at extracting the best Qi
induced from datasets. This

logic mining method utilizes systematic Q2SAT as a logical rule during training and
testing phase. As for the preprocessing phase, 2SATRA uses random selection to
choose the best attribute. In terms of the best logic Qbest

2SAT , 2SATRA uses the objective
function that maximizes the number of TP. In addition, 2SATRA only uses a single-
unit DHNN.

(b) E2SATRA [27] utilizes energy-based logic mining to ensure that the Qi
induced always

follows the dynamic of the Lyapunov function. During the retrieval phase of the
DHNN, the neuron state that achieves the local minimum energy is discarded. In
this context, the number of Qi

induced is theoretically lower than those of 2SATRA and
P2SATRA. E2SATRA uses similar objective functions to that of 2SATRA and only
utilizes a single-unit DHNN.

(c) L2SATRA was inspired by the work of [50], which employed the log-linear method to
extract a model for an ovarian cyst dataset. This standard selection method utilized
characteristics and incorporated conventional 2SATRA based on a log-linear analysis.
Although the log-linear method was utilized to extract the best attributes, L2SATRA
does not contain a permutation operator. L2SATRA uses a similar objective function
to that of 2SATRA and only utilizes a single-unit DHNN.

(d) P2SATRA [26] is an extension of the work by [51], where Q2SAT was formulated
with a permutation operator and took into consideration various configurations for
the literals in C(2)

i . The permutation operator determines all the possibility search
spaces of the Qi

induced and leads to the highest accuracy value. P2SATRA uses similar
objective functions to that of 2SATRA and only utilizes a single-unit DHNN.

(e) RA [23] is the earliest logic mining that utilizes HornSAT when extracting a logical
rule from a dataset. The initial RA does not contain any pre-processing phases and
generalized induced logic. In this paper, the RA is the systematic second-order logic
during the preprocessing phase. During the retrieval phase, only a Qi

induced that has
the property of HornSAT is chosen. RA uses a similar objective function to that of
2SATRA and only utilizes a single-unit DHNN.

(f) A2SATRA was inspired by [30], and its permutation operator investigates every
conceivable search space that is connected only to the selected attributes. Attributes
are selected by focusing only on a log-linear analysis by selecting significant attributes
in the form of a contingency table. In the context of the learning and testing phases,
A2SATRA uses a similar objective function to that of 2SATRA and only utilizes a
single-unit DHNN.

6.4. G3SATRAµ Configuration Model

The configuration model of G3SATRAµ was built based on a log-linear analysis, which
consists of a multidimensional examination dataset in the form of a contingency table that
presents the relationship between the qualitative and discrete scales. However, G3SATRAµ
concentrates on only one-way interactions to identify the minor qualities that could poten-
tially cause the logic to overfit. Equation (16) is used to measure the likelihood ratio to detect
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any significant effects and to carry out a primary interaction analysis. Significant attributes
are determined using Equation (18) and the permutation attributes are determined using
Equation (19). The permutation operator in Equation (20) is used to expose all the inter-
connections among the variables of G3SATRAµ. Equation (21) determines the significant
attribute applied. We incorporate the configuration of the LBest

3SAT into DHNN-3SAT using the
optimal attribute which leads to Linduced

i via Equation (2).
Table 2 shows the k-Way model and higher-order effects component for k = 1, whereby

the saturated model yields the significant effect components. We want to understand how
the variables interact with one another rather than with all the attributes; hence, k = 1
is the most important value to observe how using G3SATRAµ into DHNN can create
interactions between variables by concentrating just on one specific variable at a time. Due
to the p-value of the Pearson chi square being less than 0.05, it is possible to infer that the
number of iterations representing the trial variable stops at one point significantly more
often than expected by chance. Table 2 shows that the first-order effects have a substantial
impact on the model. Even though in Table 2 it was indicated that the first-order effect
had a significant impact on the analysis, we still need to consider partial relationships
among all the variables. As a result, to obtain the partial association findings, the variables
selected before being expressing in the 3SAT logical structure are analyzed. The parameters
are selected based on the p-value by excluding unimportant qualities from the datasets
(p-value = 0.05).

Table 2. Contingency table with significant values.

Dataset
Code

df
Likelihood Ratio Pearson Number of

IterationsChi Square Sig. Chi Square Sig.

L1 6560 2577.08 >0.05 29,311.98 >0.05 2
L2 6560 6177.97 >0.05 83,385.89 >0.05 2
L3 2186 6232.99 <0.05 66,353.66 >0.05 2
L4 59,048 6659.89 >0.05 716,016.90 >0.05 2
L5 59,048 5162.86 >0.05 511,554.83 >0.05 2
L6 59,048 3575.83 >0.05 461,730.61 >0.05 2
L7 59,048 6027.20 >0.05 1,159,233.06 >0.05 2
L8 59,048 2037.78 >0.05 144,991.25 >0.05 2
L9 59,048 3460.08 >0.05 150,161.62 >0.05 2

L10 59,048 2944.39 >0.05 352,648.78 >0.05 2
L11 59,048 4531.92 >0.05 402,552.85 >0.05 2
L12 59,048 6618.33 >0.05 791,465.19 >0.05 2
L13 59,048 1635.73 >0.05 780,527.78 >0.05 2
L14 59,048 4592.94 >0.05 181,834.70 >0.05 2
L15 59,048 1448.48 >0.05 177,047.00 >0.05 2

6.5. Experimental Design

In this experiment, we used IBM SPSS Statistics version 27 to perform a log-linear
analysis on each dataset in Table 1. The specific concentrations used are listed in Table 3,
which provides a comprehensive overview of the experimental parameters and their
respective values. We used cross-validation to identify the most important attribute, which
we then used for logic mining in DEV C++ Version 5.11. The simulation ran on a device
with an AMD Ryzen 5 3500U processor, Radeon Vega Mobile Gfx, and 8 GB of RAM
running on Windows 10. To ensure consistent results, we ran all trials on the same device
to avoid any potential errors during the simulation.
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Table 3. The parameters for each standard logic mining method.

Parameter G3SATRAµ E2SATRA RA(HornSat) L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

Number of Variable 9 6 6 6 6 6 6 9
Number of Clauses 3 3 3 3 3 3 3 3
Neuron
Combination [52] 100 100 100 100 100 100 100 100

Attribute Selection Log Linear Random Random Log Linear Log Linear Random Random Random
Energy Tol 0.001 0.001 - 0.001 0.001 - - -
Learning Iteration 100 100 100 100 100 100 100 100
Learning
Method [26] ES ES ES ES ES ES ES ES

Selection rate 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Trial [40] 100 100 100 100 100 100 100 100
CPU time [49] 24 h 24 h 24 h 24 h 24 h 24 h 24 h 24 h
Logical
Permutation (GC) 100 100 100 100 100 100 100 100

Activation
Function [53] HTAF HTAF HTAF HTAF HTAF HTAF HTAF HTAF

p-value 0.05 - - 0.05 0.05 - - -

7. Results and Discussion

The primary aim of this study is to assess the performance of logic mining when using
a pre-processing structure to select attributes. In this section, we evaluate its performance
by comparing G3SATRAµ with existing work. The results of each performance metric for
G3SATRAµ (the existing logic mining = G3SATRAµ), where + is the existing logic mining
loss in G3SATRAµ and - is the existing surplus by G3SATRAµ, compared with existing
methods, showed good results and are discussed in this section.

7.1. Accuracy for Current and G3SATRAµ Logic Mining Models

Table 4 shows the ACC results for the selected logic mining model. There are several
variations in the performances for G3SATRAµ. The bold values indicate that the logic
mining method achieved the maximum value. Diff refers to the differences between the
proposed logic mining method (G3SATRAµ) and the selected existing logic mining method.
Table 4 also displays the average value and minimum, maximum, and average ranks of the
Friedman test. The accuracy values were recorded following computing using Equation (23).

Table 4. Acc value for G3SATRAµ in comparison with state-of-the-art logic mining methods.

Code G3SATRAµ
E2SATRA RA(HornSAT) L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

ACC Diff ACC Diff ACC Diff ACC Diff ACC Diff ACC Diff ACC Diff

L1 0.655 0.567↓ 0.088 0.475↓ 0.180 0.423↓ 0.232 0.602↓ 0.053 0.453↓ 0.202 0.600↓ 0.055 0.602↓ 0.053
L2 0.720 0.474↓ 0.246 0.442↓ 0.278 0.564↓ 0.155 0.686↓ 0.033 0.519↓ 0.201 0.845↑ −0.125 0.670↓ 0.050
L3 0.666 0.566↓ 0.100 0.484↓ 0.182 0.461↓ 0.205 0.597↓ 0.070 0.502↓ 0.164 0.571↓ 0.095 0.566↓ 0.101
L4 0.823 0.534↓ 0.289 0.619↓ 0.204 0.595↓ 0.228 0.855↑ −0.032 0.574↓ 0.249 0.778↓ 0.045 0.677↓ 0.146
L5 0.939 0.763↓ 0.176 0.509↓ 0.430 0.770↓ 0.169 0.923↓ 0.016 0.454↓ 0.485 0.980↑ −0.041 0.576↓ 0.363
L6 0.757 0.553↓ 0.204 0.703↓ 0.054 0.564↓ 0.193 0.665↓ 0.092 0.619↓ 0.138 0.759↑ −0.002 0.684↓ 0.073
L7 0.868 0.431↓ 0.437 0.421↓ 0.447 0.686↓ 0.182 0.869↑ −0.001 0.440↓ 0.428 0.778↓ 0.090 0.786↓ 0.082
L8 0.858 0.384↓ 0.474 0.539↓ 0.319 0.432↓ 0.426 0.826↓ 0.032 0.387↓ 0.471 0.829↓ 0.029 0.671↓ 0.187
L9 0.776 0.723↓ 0.053 0.485↓ 0.291 0.617↓ 0.159 0.762↓ 0.014 0.747↓ 0.029 0.754↓ 0.022 0.651↓ 0.125
L10 0.812 0.737↓ 0.076 0.400↓ 0.412 0.471↓ 0.341 0.671↓ 0.141 0.776↓ 0.037 0.873↑ −0.061 0.739↓ 0.073
L11 0.690 0.557↓ 0.132 0.619↓ 0.071 0.576↓ 0.113 0.613↓ 0.076 0.619↓ 0.071 0.676↓ 0.013 0.572↓ 0.118
L12 0.910 0.497↓ 0.413 0.468↓ 0.442 0.345↓ 0.565 0.771↓ 0.139 0.467↓ 0.443 0.970↑ −0.060 0.567↓ 0.343
L13 0.751 0.646↓ 0.105 0.376↓ 0.375 0.530↓ 0.222 0.708↓ 0.043 0.652↓ 0.100 0.751↓ 0.000 0.641↓ 0.110
L14 0.695 0.547↓ 0.148 0.544↓ 0.151 0.466↓ 0.229 0.638↓ 0.057 0.547↓ 0.148 0.589↓ 0.106 0.668↓ 0.027
L15 0.724 0.607↓ 0.117 0.521↓ 0.203 0.623↓ 0.101 0.624↓ 0.099 0.62↓3 0.101 0.707↓ 0.016 0.626↓ 0.098
+/=/− 9/0/6 15/0/0 15/0/0 15/0/0 13/0/2 15/0/0 10/0/5 15/0/0
Avg 0.776 0.572 0.507 0.542 0.721 0.559 0.764 0.646
Min 0.655 0.384 0.376 0.345 0.597 0.387 0.571 0.566
Max 0.939 0.763 0.703 0.770 0.923 0.776 0.980 0.786
Avg Rank 1.600 6.170 6.430 6.500 3.070 5.700 2.230 4.300

Note: The symbol ↑ indicates that the logic mining has a higher accuracy value, while ↓ indicates a lower accuracy
value. The bold numbers under diff are comparison values for G3SATRAµ vs. current logic mining methods.
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(a) Several decent performances resulted from the G3SATRAµ. The application of the
log-linear analysis is assumed to be highly effective in pre-processing methods, as
it identifies significant attributes with a p-value of p ≤ 0.05. This results in optimal
synaptic weight values associated with the resulting attributes for L3SAT [50]. Further-
more, since the logical rules embedded in the G3SATRAµ model are well-structured,
the outcomes have the potential to achieve higher values for the true positives (TPs)
and true negatives (TNs).

(b) The dataset L11 (Facebook Metric) was significant because its accuracy rating was
almost 1. Therefore, we can conclude that the induced logic obtained an accuracy that
was very close to 1 for all TP and TN. However, a study by [26] found that, when
compared with the log-linear integration method using the nine-attribute permuta-
tion method, the P2SATRA method with restrictions improved identification of the
best induced logic and produced more satisfactory results based on true data. This
indicates that, in terms of the performance of the dataset, the local field can extract
the best induced logic [54].

(c) According to Table 4, there are several values for our proposed logic in which an
accuracy of Acc > 0.8 was achieved. Therefore, we can deduce that the proposed logic
mining method G3SATRAµ separate true positives from true negative for datasets.
Therefore, our work applied Wan Abdullah’s approach to obtain optimal synaptic
weight stands [17] to decrease the false negative values that can be produced in
clauses [23].

(d) The induced logic retrieved for L8 is L = A← B← C ∧ D ∧ E . L8 refers to symptoms
of hepatis disorder, with attribute A, B, C, D, E, F, G, H, and I representing steroid,
antivirals, fatigue, malaise, anorexia, liver big, liver firm, spleen palpable, ascites,
and varices, respectively. According to the induced logic, the symptoms of hepatis
disorder increase when bilirubin increases by about 60% for factors A, C, E, and G.

(e) The Friedman rank test was performed on each dataset with α = 0.05 and degree
of freedom (d f = 7). The Acc p-value is less than 0.05

(
χ2 = 69.269

)
. The null

hypothesis, which claimed that all logic mining models perform identically, was
rejected. As mentioned by [30], the highest average rank is evidence of the superior
performance of a logic mining model. In this research, the proposed G3SATRAµ
model achieved a mean rank of approximately 1.6 among the other logic mining
models. However, the second-highest rank was achieved by P2SATRA [21], which
closely competed with our model, with an average rank of approximately 2.23.

As shown in Figure 3, we can conclude that the high ACC value is due to the effective
training phase, which leads to an optimal synaptic weight for the 3SAT logical rule. This
enables the network to retrieve the optimal induced logic through a local field (Equation (9)).
By using a log-linear analysis to select the best attribute, we can further improve the
accuracy by obtaining optimal synaptic weights, which leads to higher true positive (TP)
and true negative (TN) values. Additionally, the log-linear model can eliminate non-
significant attributes, resulting in lower false positive (FP) and false negative (FN) values.
Comparing our work with RA(HornSAT) [18], we observe that the non-flexible synaptic
weight of their logical structure results in lower TP and TN values. The suboptimal synaptic
weight also leads to suboptimal induced P, which is further exacerbated when attributes
are randomly selected in RA(HornSAT). This feature contributes to the lower TP and TN
values in RA(HornSAT).
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7.2. Precision for Current and G3SATRAµ Logic Mining Models

The PREC values for the chosen logic mining model are displayed in Table 5 below.
G3SATRAµ shows several variations in performance for each dataset. The values in bold
show that the specific logic mining method reached its maximum value. Diff denotes
the differences between the chosen current logic mining and the proposed logic mining
(G3SATRAµ). Table 5 also shows the Friedman test’s average value, minimum and max-
imum ranks, and range for ranks. The precision values here were predicated based on
Equation (25).

Table 5. PREC value for G3SATRAµ in comparison with state-of-the-art logic mining methods.

Code G3SATRAµ
E2SATRA RA(HornSAT) L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

PREC Diff PREC Diff PREC Diff PREC Diff PREC Diff PREC Diff PREC Diff

L1 0.693 0.659↓ 0.034 0.610↓ 0.083 0.518↓ 0.175 0.674↓ 0.019 0.537↓ 0.156 0.628↓ 0.065 0.634↓ 0.059
L2 0.628 0.440↓ 0.188 0.444↓ 0.185 0.451↓ 0.177 0.611↓ 0.017 0.461↓ 0.167 0.751 −0.123 0.604↓ 0.024
L3 0.547 0.410↓ 0.137 0.372↓ 0.175 0.355↓ 0.192 0.286↓ 0.261 0.371↓ 0.176 0.391↓ 0.156 0.443↓ 0.105
L4 0.883 0.634↓ 0.250 0.655↓ 0.229 0.751↓ 0.132 0.910 −0.027 0.648↓ 0.235 0.823↓ 0.060 0.687↓ 0.196
L5 0.917 0.901↓ 0.016 0.606↓ 0.311 0.703↓ 0.213 0.864↓ 0.053 0.568↓ 0.348 0.938 −0.021 0.614↓ 0.303
L6 0.916 0.745↓ 0.171 0.787↓ 0.129 0.850↓ 0.066 0.937 −0.021 0.793↓ 0.123 0.906↓ 0.010 0.788↓ 0.128
L7 0.888 0.442↓ 0.446 0.590↓ 0.297 0.838↓ 0.050 0.915 −0.028 0.552↓ 0.335 0.815↓ 0.073 0.861↓ 0.026
L8 0.898 0.867↓ 0.030 0.842↓ 0.055 0.889↓ 0.009 0.866↓ 0.031 0.718↓ 0.180 0.880↓ 0.018 0.800↓ 0.097
L9 0.720 0.732 −0.012 0.495↓ 0.225 0.580↓ 0.140 0.710↓ 0.010 0.687↓ 0.033 0.700↓ 0.020 0.609↓ 0.112
L10 0.700 0.606↓ 0.094 0.379↓ 0.321 − − 0.599↓ 0.102 0.671↓ 0.029 0.815 −0.115 0.603↓ 0.097
L11 0.676 0.469↓ 0.207 0.462↓ 0.214 0.542↓ 0.134 0.573↓ 0.103 0.462↓ 0.214 0.634↓ 0.042 0.525↓ 0.151
L12 0.790 − − 0.264↓ 0.527 0.279↓ 0.512 0.612↓ 0.178 0.287↓ 0.503 0.950 −0.160 0.405↓ 0.386
L13 0.639 0.521↓ 0.118 0.336↓ 0.303 0.448↓ 0.192 0.582↓ 0.058 0.554↓ 0.085 0.644 −0.005 0.541↓ 0.099
L14 0.668 0.542↓ 0.125 0.545↓ 0.122 0.422↓ 0.246 0.605↓ 0.063 0.542↓ 0.125 0.571↓ 0.097 0.631↓ 0.036
L15 0.739 0.636↓ 0.102 0.581↓ 0.157 0.648↓ 0.090 0.649↓ 0.089 0.650↓ 0.089 0.699↓ 0.040 0.654↓ 0.084
‘+/=/− 6/0/9 13/0/2 15/0/0 14/0/1 12/0/3 15/0/0 10/0/5 15/0/0
Avg 0.753 0.615 0.531 0.591 0.693 0.567 0.743 0.627
Min 0.547 0.410 0.264 0.279 0.286 0.287 0.391 0.405
Max 0.917 0.901 0.842 0.889 0.937 0.793 0.950 0.861
Avg Rank 1.6 5.330 6.200 5.470 3.270 5.600 2.530 6.000

Note: The symbol ↑ indicates that the logic mining method has higher precision values, while ↓ indicates lower precision
values. The bold number under diff is a comparison value for G3SATRAµ vs. the current logic mining method.

(a) PREC shows that G3SATRAµ performs better than other logic mining models across
all 15 datasets. This demonstrates the capability of G3SATRAµ to extract a high value
for true positives. G3SATRAµ improved the performance of the 3SATRA proposed
by [20] by embedding optimal attributes in the 3SAT and retrieving optimally induced
logic that is important to the dataset. As a result, G3SATRAµ is more capable than
other current logic mining models at producing successful outcomes.
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(b) G3SATRAµ achieved a PREC that is very close to 1 (Precision = 1) in two datasets, L5
and L6. There, it shows that the induced LBest

3SAT retrieved by G3SATRAµ can predict
positive outcomes with certainty. Every dataset output from the induced LBest

3SAT equals
1. The proposed logic mining model G3SATRAµ yields a precision that is almost
equal to 1 in datasets L5 and L6. Therefore, the final neuron states obtained from the
local field provide a satisfactory interpretation as a result [25].

(c) In comparison with A2SATRA proposed by [30], the proposed G3SATRAµ in this
paper is able to more accurately predict positive instances, with the exception of three
datasets (L4, L6, and L7). While P2SATRA suggested by [21] may still predict the best
induced logic for five datasets (L2, L5, L10, L12, and L13), the G3SATRAµ model can
achieve higher positive values for these specific datasets.

(d) This proposed G3SATRAµ model outperforms other logic mining models such as
E2SATRA, RA, 2SATRA, 3SATRA, and L2SATRA in terms of achieving higher values
of true positives (TPs) and true negatives (TNs). It has been demonstrated that using a
log-linear analysis for attribute selection and multi-unit theory in 3SAT leads to more
accurate TP values.

(e) The average rank of the proposed G3SATRAµ logic mining model is 1.600, which
is higher than the average rank of other models. The closest competing method is
P2SATRA, with an average rank of 2.530. The statistical analysis confirms that our
proposed model G3SATRAµ is superior to the other methods. This means that our
model is very good at identifying both positive and negative results.

In Figure 4, the precision value is higher compared with other existing logic mining
methods such as RA(HornSAT), E2STRA, 2SATRA, and A2SATRA. The proposed model
using a log-linear analysis achieved a higher Pbest value by selecting the perfect attribute
from the whole dataset. The permutation operated within a very large searching space
to reduce the cost function. The multidimensional solution in the proposed systematic
logical structure led to obtaining more TNs and less FPs. The existing logic mining methods
L2SATRA [50] and A2SATRA [30] obtained sup-optimal performances in the testing phase,
obtaining more FPs that reduce the precision value for their model.
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7.3. Sensitivity for Current and G3SATRAµ Logic Mining Models

Table 6 shows the SEN results for the selected logic mining model. There are variations
in the performances of the G3SATRAµ. Whereas the bold values indicate that the particular
logic mining achieved the maximum value, diff refers to the differences between the
proposed logic mining method (G3SATRAµ) and the selected existing logic mining method.
Table 6 also displays the average value and minimum, maximum, and average ranks from
the Friedman test. These SEN values were obtained using Equation (24).

Table 6. SEN values for G3SATRAµ in comparison with state-of-the-art logic mining methods.

Code G3SATRAµ
E2SATRA RA L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

SEN Diff SEN Diff SEN Diff SEN Diff SEN Diff SEN Diff SEN Diff

L1 0.769 0.586↓ 0.183 0.389↓ 0.380 0.514↓ 0.255 0.670↓ 0.099 0.562↓ 0.207 0.843↑ −0.074 0.784↑ −0.015
L2 0.643 0.663↑ −0.021 0.522↓ 0.121 0.596↓ 0.047 0.513↓ 0.130 0.809↑ −0.167 0.914↑ −0.271 0.648↑ −0.006
L3 0.516 0.436↓ 0.080 0.610↑ −0.094 0.515↓ 0.001 0.185↓ 0.330 0.506↓ 0.010 0.339↓ 0.177 0.720↑ −0.204
L4 0.777 0.505↓ 0.272 0.774↓ 0.003 0.554↓ 0.223 0.838↑ −0.061 0.524↓ 0.253 0.736↓ 0.041 0.792↑ −0.015
L5 0.937 0.720↓ 0.217 0.834↓ 0.104 0.923↓ 0.015 0.947↑ −0.009 0.676↓ 0.262 0.956↑ −0.019 0.876↓ 0.062
L6 0.755 0.667↓ 0.088 0.859↑ −0.104 0.575↓ 0.180 0.613↓ 0.141 0.678↓ 0.076 0.778↑ −0.023 0.811↑ −0.056
L7 0.901 0.195↓ 0.705 0.384↓ 0.516 0.608↓ 0.293 0.867↓ 0.034 0.516↓ 0.385 0.831↓ 0.070 0.784↓ 0.116
L8 0.921 0.260↓ 0.661 0.522↓ 0.398 0.353↓ 0.568 0.918↓ 0.003 0.428↓ 0.492 0.895↓ 0.026 0.807↓ 0.113
L9 0.921 0.754↓ 0.168 0.700↓ 0.221 0.940↑ −0.019 0.907↓ 0.014 0.926↑ −0.004 0.894↓ 0.027 0.893↓ 0.029
L10 0.860 0.711↓ 0.148 0.900↑ −0.040 0.299↓ 0.561 0.455↓ 0.405 0.802↓ 0.058 0.887↑ −0.027 0.926↑ −0.067
L11 0.596 0.668↑ −0.072 0.507↓ 0.089 0.602↑ −0.006 0.443↓ 0.153 0.507↓ 0.089 0.578↓ 0.018 0.801↑ −0.205
L12 0.933 0.537↓ 0.396 0.519↓ 0.414 0.862↓ 0.071 0.496↓ 0.437 0.586↓ 0.347 0.941↑ −0.008 0.654↓ 0.279
L13 0.759 0.585↓ 0.175 0.727↓ 0.032 0.832↑ −0.072 0.773↑ −0.014 0.755↓ 0.004 0.694↓ 0.066 0.779↑ −0.020
L14 0.855 0.958↑ −0.102 0.814↓ 0.041 0.588↓ 0.267 0.903↑ −0.048 0.958↑ −0.102 0.887↑ −0.031 0.904↑ −0.048
L15 0.852 0.695↓ 0.157 0.697↓ 0.156 0.822↓ 0.031 0.854↑ −0.001 0.827↓ 0.026 0.912↑ −0.060 0.810↓ 0.043
‘+/=/− 2/0/13 12/0/3 12/0/3 12/0/3 10/0/5 12/0/3 8/0/7 6/0/9
Avg 0.800 0.596 0.651 0.639 0.692 0.671 0.806 0.799
Min 0.516 0.195 0.384 0.299 0.185 0.428 0.339 0.648
Max 0.937 0.958 0.900 0.940 0.947 0.958 0.956 0.926
Avg Rank 2.97↑ 5.87 5.33 5.2 4.53 4.8 3.13 4.17

Note: The symbol ↑ indicates that the logic mining method has a higher sensitivity value, while ↓ indicates a
lower sensitivity value. The bold number under diff is a comparison value for G3SATRAµ vs. current logic mining
methods.

(a) Our proposed logic mining method G3SATRAµ outperformed the 3SATRA and
P2SATRA. This demonstrates the importance of the log-linear-approach-chosen fea-
tures for a given dataset not being significant for the dataset. The random selection
proposed by [26] successfully retrieved Qtest

2SAT = 1 for all outcomes.
(b) Our G3SATRAµ model achieved a SEN close to 1 (0.937), indicating its ability to

predict positive outcomes in the retrieval phase of the DHNN for the L5 dataset. For
the other datasets, our model demonstrated high TN and TP values compared with
other logic mining models. In fact, for the L7 and L8 datasets, our proposed model
achieved higher TN and TP values than other models.

(c) There are some instances where the sensitivity was not recorded due to the lack
of a positive outcome for that dataset in the logic mining methods E2SATRA and
L2SATRA. Furthermore, there is a good likelihood that the dataset represents an
actual situation and that the testing data only contains negative classes. It follows that
the induced QBest is bias towards to the negative class.

(d) For all of the datasets, the Friedman rank test was performed with α = 0.05 and d f = 7.
The p-value for Sen is <0.05, and

(
χ2 = 18.698

)
. As a result, the null hypothesis that

all logic mining models perform equally well was rejected. According to Table 6,
G3SATRAµ’s performance still displays a competitive Sen value when compared
with other published work such as 3SATRA, P2SATRA, and A2SATRA. The lowest
statistical average rank achieved in the logic mining method E2SATRA was 5.80. This
statical test can predict that A3SATRA can still reach the Linduced

Best when adding another
optimization layer, which would increase the DHNN’s complexity.

Similarly, to the precision metrics, the confusion metric for sensitivity also achieves a
higher TP value in the proposed logical structure G3SATRAµ when compared with other
logical structures, except P2SATRA [26]. Figure 5 shows the selection of random attributes
and the permutation operator obtaining an accurate local field to achieve the best optimal
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solution. The G3SATRAµ is not bad in terms of the optimal solution when we used the
Friedman rank test. Its ranking value was still of a higher order compared with the other
current logic mining methods.
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7.4. F1 for Current and G3SATRAµ Logic Mining Models

Table 7 shows the F1 result for the selected logic mining model. There is variation in
the performances for the G3SATRAµ. Whereas the bold values indicate that the particular
logic mining method achieved the maximum value, diff refers to the differences between
the proposed logic mining method (G3SATRAµ) and the selected existing logic mining
method. Table 7 also displays the average value and minimum, maximum, and average
ranks from the Friedman test. These F1 values were computed using Equation (26).

Table 7. FI value for G3SATRAµ in comparison with state-of-the-art logic mining methods.

Code

G3SATRAµ E2SATRA RA(HornSAT) L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

FI Score FI
Score Diff FI

Score Diff FI
Score Diff FI

Score Diff FI
Score Diff FI

Score Diff FI
Score Diff

L1 0.726 0.610↓ 0.116 0.461↓ 0.265 0.512↓ 0.214 0.666↓ 0.060 0.549↓ 0.178 0.712↓ 0.014 0.700↓ 0.026
L2 0.630 0.504↓ 0.127 0.423↓ 0.207 0.508↓ 0.122 0.546↓ 0.085 0.569↓ 0.061 0.820↑ −0.190 0.607↓ 0.023
L3 0.529 0.415↓ 0.114 0.455↓ 0.074 0.411↓ 0.118 0.195↓ 0.334 0.425↓ 0.104 0.354↓ 0.175 0.547↑ −0.018
L4 0.826 0.548↓ 0.278 0.684↓ 0.142 0.625↓ 0.202 0.870↑ −0.044 0.569↓ 0.257 0.776↓ 0.050 0.722↓ 0.104
L5 0.919 0.759↓ 0.160 0.617↓ 0.303 0.739↓ 0.181 0.886↓ 0.034 0.553↓ 0.366 0.947↑ −0.027 0.663↓ 0.257
L6 0.827 0.698↓ 0.129 0.816↓ 0.011 0.667↓ 0.160 0.741↓ 0.086 0.722↓ 0.105 0.835↑ −0.008 0.796↓ 0.031
L7 0.893 0.259↓ 0.634 0.448↓ 0.445 0.702↓ 0.191 0.890↓ 0.003 0.522↓ 0.371 0.820↓ 0.073 0.817↓ 0.075
L8 0.909 0.392↓ 0.517 0.635↓ 0.274 0.467↓ 0.442 0.891↓ 0.018 0.509↓ 0.400 0.886↓ 0.022 0.787↓ 0.122
L9 0.807 0.735↓ 0.072 0.577↓ 0.230 0.716↓ 0.091 0.795↓ 0.012 0.788↓ 0.019 0.785↓ 0.023 0.723↓ 0.084
L10 0.770 0.639↓ 0.130 0.531↓ 0.239 0.250↓ 0.520 0.504↓ 0.266 0.727↓ 0.043 0.839↑ −0.069 0.726↓ 0.044
L11 0.618 0.515↓ 0.103 0.463↓ 0.155 0.554↓ 0.064 0.410↓ 0.208 0.463↓ 0.155 0.539↓ 0.079 0.626↑ −0.008
L12 0.854 0.302↓ 0.552 0.334↓ 0.520 0.419↓ 0.435 0.546↓ 0.308 0.348↓ 0.506 0.946↑ −0.092 0.479↓ 0.374
L13 0.686 0.511↓ 0.175 0.456↓ 0.230 0.564↓ 0.122 0.655↓ 0.031 0.621↓ 0.065 0.665↓ 0.021 0.619↓ 0.067
L14 0.747 0.690↓ 0.056 0.652↓ 0.095 0.464↓ 0.283 0.724↓ 0.023 0.690↓ 0.056 0.694↓ 0.053 0.740↓ 0.007
L15 0.787 0.633↓ 0.154 0.622↓ 0.164 0.719↓ 0.068 0.728↓ 0.059 0.722↓ 0.065 0.789↑ −0.002 0.723↓ 0.064
‘+/=/− 6/0/9 15/0/0 15/0/0 15/0/0 14/0/1 15/0/0 8/0/7 13/0/2
Avg 0.769 0.547 0.545 0.555 0.670 0.585 0.760 0.685
Min 0.529 0.259 0.334 0.250 0.195 0.348 0.354 0.479
Max 0.919 0.759 0.816 0.739 0.891 0.788 0.947 0.817
Avg Rank 1.53 5.930 6.330 5.870 3.800 5.000 2.400 5.130

Note: The symbol ↑ indicates that the logic mining method has a higher FI Score, while ↓ indicates a lower FI
score. The bold number under diff is a comparison value for G3SATRAµ and current logic mining methods.
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(a) The multi-unit G3SATRAµ forms quite a good number of positive outcomes when
learning from all the datasets [41]. When we compare P2SATRA with the proposed
G3SATRAµ, performance is lacking in terms of retrieved positive outcomes. There-
fore, the authors of [29] stated that the optimal value for synaptic weight is kept in the
content addressable memory, and LBest

3SAT can enhance the local field when computing
the ideal final neuron state.

(b) One dataset, L5, obtained an F1 score of 0.921, which is close to 1, in the proposed
model G3SATRAµ. This shows that our proposed G3SATRAµ produced the correct
number of TPs during the retrieval phase of the DHNN, and as we know through
previous work [43], if F1 = 1, the model has perfect precision and recall (correct
positive predictions relative to total actual positives) efficiency.

(c) There is no instance where our data return an F1 score = 0; therefore, our proposed
logic was able to produce TPs. The Linduced

Best that was determined by computing the
local field is sensitive to correctly forecasted positive situations. The majority of
Linduced

Best leaned towards Ltest
3SAT = 1, reaching the value of F1. The induced logic led to

LLearn
3SAT = 1

(d) All datasets with α = 0.05 and seven degrees of freedom underwent the Friedman test
accurately. The F1 p-value is α ≤ 0.05, and

(
χ2 = 54.089

)
. Thus, the null hypothesis

that all logic mining models will perform equally well was rejected. However, com-
pared with the other works, G3SATRAµ obtained a great average rank equal to 1.53.
This is the outcome of G3SATRAµ’s ability to anticipate which attributes maximise
TP during the DHNN retrieval phase.

In Figure 6, we continue analyzing the FI value with all of the higher-order logical
structures; 3SAT has a higher probability of being a satisfied logic. Its higher-order logical
rule obtains the correct synaptic weight to achieve an ideal local field, which increases
accuracy. G3SATRAµ is still has the highest FI value compared to other logic mining
methods, which are second-order logical structures with a high probability of being an
unsatisfied condition. A successfully selected random attribute obtains more FP values in
the 15 selected datasets. As we can see, the 3SATRA proposed by [25] still can achieve an
optimal value close to that of G3SATRAµ due to both being higher-order logical structures.
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In Figure 6, we continue analyzing the FI value with all of the higher order logical
structures; 3SAT has a higher probability of being a satisfied logic. It higher-order logical
rule obtain the correct synaptic weight to achieve an ideal local field, which increases its
accuracy. G3SATRAµ is still in the lead in terms of FI value compared with the other logic
mining methods that are second-order logical structures with very high chances of being
an unsatisfied condition. A successfully selected random attribute obtains more FP values
in the 15 selected datasets. As we can see, the 3SATRA proposed by [25] can still achieve an
optimal value close to that of G3SATRAµ due to both being higher-order logical structures.

7.5. Matthews Correlation Coefficient for Current and G3SATRAµ Logic Mining Models

The MCC result for the chosen logic mining model can be seen in Table 8. G3SATRAµ
displays a variety of linear capabilities. The bold numbers, on the other hand, show that a
given logic mining approach has reached its maximum value. Diff represents the differences
between the chosen existing logic mining method and the suggested logic mining method
(G3SATRAµ). The average value and minimum, maximum, and average ranks of the
Friedman test are shown in Table 8. These MCC values were obtained using Equation (27).

Table 8. MCC value for G3SATRAµ in comparison with state-of-the-art logic mining methods.

Code
G3SATRAµ E2SATRA RA(HORNSAT) L2SATRA A2SATRA 2SATRA P2SATRA 3SATRA

MCC MCC Diff MCC Diff MCC Diff MCC Diff MCC Diff MCC Diff MCC Diff

L1 0.272 0.102↓ 0.170 −0.010↓ 0.282 −0.196↓ 0.468 0.154↓ 0.118 −0.145↓ 0.417 0.076↓ 0.196 0.114↓ 0.158
L2 0.337 −0.018↓ 0.356 −0.016↓ 0.353 0.005↓ 0.332 0.257↓ 0.080 0.074↓ 0.263 0.623↑ −0.286 0.298↓ 0.039
L3 0.267 0.065↓ 0.201 0.022↓ 0.245 −0.078↓ 0.345 −0.004↓ 0.271 0.005↓ 0.262 0.042↓ 0.225 0.189↓ 0.077
L4 0.530 0.045↓ 0.485 0.148↓ 0.382 0.211↓ 0.319 0.611↑ −0.081 0.069↓ 0.461 0.441↓ 0.089 0.214↓ 0.316
L5 - - - - - - - - - - - - - - -
L6 - - - - - - - - - - - - - - -
L7 0.724 −0.060↓ 0.784 −0.144↓ 0.868 0.413↓ 0.310 0.730↑ −0.006 −0.186↓ 0.910 0.535↓ 0.189 0.567↓ 0.157
L8 0.486 0.054↓ 0.432 0.071↓ 0.415 0.146↓ 0.340 0.331↓ 0.155 −0.177↓ 0.662 0.354↓ 0.132 0.062↓ 0.424
L9 0.573 0.461↓ 0.113 −0.051↓ 0.624 0.269↓ 0.304 0.541↓ 0.032 0.523↓ 0.050 0.523↓ 0.050 0.327↓ 0.246
L10 0.624 0.454↓ 0.170 −0.002↓ 0.625 - - 0.269↓ 0.355 0.547↓ 0.077 0.750↓ −0.126 0.546↓ 0.078
L11 0.284 −0.049↓ 0.334 −0.074↓ 0.359 0.057↓ 0.228 0.060↑ 0.225 −0.074↓ 0.359 0.078↓ 0.207 0.090↓ 0.194
L12 0.797 - - −0.054↓ 0.851 - - 0.400↓ 0.397 - - 0.925↑ −0.128 0.186↓ 0.611
L13 0.497 0.290↓ 0.207 −0.116↓ 0.613 - - 0.434↓ 0.062 0.360↓ 0.136 0.467↓ 0.030 0.361↓ 0.136
L14 0.404 - - 0.073↓ 0.330 −0.107↓ 0.510 0.299↓ 0.105 - - 0.180↓ 0.223 0.372↓ 0.032
L15 0.399 - - −0.016↓ 0.415 - - - - - - 0.361↓ 0.038 0.141↓ 0.258
‘+/=/− 13/0/2 13/0/2 15/0/0 14/0/1 12/0/3 15/0/0 10/0/5 15/0/0
Avg 0.476 0.134 −0.013 0.080 0.340 0.100 0.412 0.267
Min 0.267 −0.060 −0.144 −0.196 −0.004 −0.186 0.042 0.062
Max 0.797 0.461 0.148 0.413 0.730 0.547 0.925 0.567
Avg Rank 1.87↑ 5.670 6.130 5.900 3.430 5.800 2.800 4.400

Note: The symbol ↑ indicates that the logic mining method has a higher MCC value, while ↓ indicates a lower
MCC value. The bold number under diff is a comparison value for G3SATRAµ vs. current logic mining methods.

(a) Our proposed logic mining method, the multi-unit G3SATRAµ, managed to obtain
optimal results for MCC, about 10 out of 15, for all datasets. The authors of [51]
mentioned that as the MCC value approaches 0, the values are able to predict which
attributes will be randomly selected. In this aspect, the MCC value analysis assists in
determining the effectiveness of the confusion matrix derived from the induced logic
extracted by G3SATRAµ.

(b) The log-linear analysis proposed by [30] is able to produce the best attribute selection in
A2SATRA and G3SATRAµ to obtain instances of positive outcomes, with MCC = > 0.5 in
this research analysis. As a result, the MCC values of the five datasets in the G3SATRAµ
model are more than 0.5 among the 15 dataset (L4, L7, L9, L10, and L12).

(c) Datasets L5 and L6 obtained values of zero, as the MCC was not registered because
no positive outcome was registered throughout the dataset. This indicates in the
G3SATRAµ model, Ltest

3SAT is not reliable. In some the other logic mining methods,
the false values of zero in logic mining methods E2SATRA, L2SATRA, and 2SATRA
Ltest

3SAT are not reliable in certain datasets.
(d) All datasets with α = 0.05 and df = 7 were subjected to a Friedman rank test. The

MCC p-value is α ≤ 0.05, and
(
χ2 = 51.854

)
. As a result, the null hypothesis that all

logic mining models perform equally well was rejected. The highest average rank
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among the currently used methods is 1.87, for G3SATRAµ. At the same time, notice
that P2SATRA, with an average rank of 2.800, is the method that most closely rivals
G3SATRAµ. As a result, it indicates that all the confusion matrices proposed in this
study statistically support G3SATRAµ’s superiority over those in previous studies.

According to the findings in Figure 7, G3SATRAµ has a greater MCC value than
the other available methods. This model capitalizes on higher-order k-satisfiability logic
as opposed to the model put forth by [26], where only second-order logic was used to
represent the dataset. Throughout this condition, G3SATRAµ has a greater logical capacity
to reflect the dataset’s dimensionality. The proposed log-linear analysis in Equation (20)
can filter a greater number of non-significant attributes using higher values of k, which
results in well-balanced TPs and TNs. For learning in the HNN, G3SATRAµ additionally
obtains more than one LBest

3SAT , preventing the network from becoming overfit with a single
LInduced

3SAT . As a result, the LBest
3SAT in the G3SATRAµ has a greater MCC value, preventing

it from becoming a random classifier. E2SATRA was found to have several drawbacks
E2SATRA uses 2SAT poor capacity in a satisfied logical rule. The lower-order logical
structure retrieves worse CAM than higher-order logic, which can minimize the energy
(PBest = Pinduced). LInduced

3SAT significantly achieves a smaller search space. There is a higher
chance that only one induced logic was discovered during the learning phase, which caused
the MCC value to be close to zero, converging to the random classifier.
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From Figure 8, we can conclude that the Friedman test is a statistical test that does
not rely on specific assumptions about the data, and it is commonly used to compare three
or more related groups or conditions. This test is preferred when the data do not meet
the criteria needed for parametric tests, such as a normal distribution or homogeneity
of variances. In the Friedman test, the highest rank refers to the logic mining method
with the highest median rank across all the logic mining included in the study, which
indicates that it performed the best or had the most favorable outcome compared with all
the other logic mining methods compared. Similarly, the lower ranking is a crucial element
in interpreting the results of the Friedman test as it helps to identify which treatment or
condition performed the worst and suggests that it may require improvement or elimination
in future studies.
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According to the results of the test, the G3SATRAµ model achieved the highest av-
erage rank among all the logic mining models that were discussed. This means that the
G3SATRAµ model performed better than the other models. The second highest aver-
age rank among the logic mining models was achieved by the P2SATRA model. The
permutation operator used in the P2SATRA model had a significant impact on its perfor-
mance during the statistical test. Overall, the results of the Friedman test indicate that
the G3SATRAµ model is the best performing logic mining model among those evaluated.
However, it is important to note that the test only evaluated a specific set of models and
may not necessarily generalize to other models or scenarios. In contrast, the RA(HornSAT)
achieved the lowest rank in a Friedman test result. This indicates that it had the lowest me-
dian rank among all the proposed logic mining approaches in the study and performed the
worst or had the least favorable outcome among all the logic mining methods compared.

In summary, the proposed logical structure G3SATRAµ demonstrates superior per-
formance compared with other logic mining methods, according to the technical analysis.
The G3SATRAµ uses a log-linear analysis to select the best attributes, which results in
optimal synaptic weights, leading to higher true positives and true negatives and lower
false positives and false negatives. The different performance metrics such as accuracy,
precision, sensitivity, MCC, and F1 score showed that the proposed method outperforms
the other logical mining methods, except for P2SATRA in sensitivity, which achieved more
true positives. Additionally, the statistical test results ranked the proposed method as the
best among the other methods. The goal of this study was to assess the effectiveness of the
proposed method relative to other logic mining techniques using a range of performance
metrics and statistical tests. This evaluation aimed to determine whether the proposed
method performs better than other methods and, if so, to what degree.

8. Limitation of G3SATRAµ

The aim of logic mining is to extract rules and patterns from data that can be used to
make predictions or to gain insights into the underlying structure of the data. However,
like any other scientific method, logic mining has its limitations. There may be cases where
the data are too noisy or where the patterns are too complex for the method to effectively
identify useful rules. There may also be situations where the method is too computationally
expensive or requires too much data to be practical.
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Therefore, in this study, we aim to explore these limitations in more detail. By identify-
ing and understanding the limitations of logic mining, we can find ways to enhance the
effectiveness of logic mining techniques.

(a) Only focusing the log-linear approach on selecting significant attributes. Firstly, by
removing insignificant attributes from the dataset before translation into higher-order
logical rules, the complexity of the logic mining process can be reduced, which can
lead to a faster and more efficient G3SATRAµ model in the training phase. The
selected attribute that best represents the dataset can improve the overall accuracy
and performance of the logic mining model and can reduce the risk of overfitting,
which can improve the generalizability and applicability of the G3SATRAµ.

(b) Selecting multi-unit optimal 3-satisfiability logical rules is dependent on the selection of
true positive and true negative values. Relying on a single set of values for true positives
and true negatives may not be sufficient in capturing the intricacies of the dataset, thus
resulting in suboptimal solutions. However, using multi-unit optimal logical rules may
lead to a substantial expansion of the search space for the discrete Hopfield neural network,
particularly when dealing with highly complex or noisy datasets.

(c) The multi-unit discrete Hopfield neural network may not always be effective in
learning and deriving the best logic from the dataset. The accuracy and performance
of the network may be affected by the quality and quantity of the data used in the
analysis. Therefore, the use of Wan Abdullah’s method to derive synaptic weights can
be effective for highly complex or noisy datasets. Using a multi-unit neural network,
the amount of induced logic that represents the behavior of the datasets increases.

(d) The proposed permutation operator for 3-satisfiability logic in a discrete Hopfield
neural network enables the identification of the optimal attribute configuration for
each logical clause, which can lead to the generation of more accurate and efficient
induced logic. Additionally, the use of permutation provides flexibility in the iden-
tification of the highest performing induced logic in terms of a confusion matrix,
which can improve the overall accuracy and performance of the model. Moreover, the
ability to identify the highest performing induced logic through permutation enables
the selection of the most relevant and significant attributes, which can lead to more
meaningful and interpretable results.

9. Future Work

In selecting a network for our needs, we opted for DHNN over RBFNN and others
due to the need for an additional optimization layer when adjusting parameters. The
RBFNN requires multiple training phases (no-training, half-training, and full training) to
evaluate relevant parameters such as width and center. Even with the right parameters,
the feedforward RBFNN only creates a single piece of induced logic, which is usually a
simplified linear classifier with no utility. However, this work does not compare DHNN
options, such as the one presented by [48]. Instead, this experiment examines the impact of
attribute selection on logic mining. It is important to note that in the G3SATRAµ method,
the interaction indicated by a log-linear analysis only depends on the integration of the
attributes and the solution. The method is biologically inspired and based on the premise
that the human brain is effective at removing unwanted details when the outcome is visible.

Selecting true positive and true negative values from the performance of the logic
mining and discrete Hopfield neural network involves experimenting with various selection
strategies, such as using different thresholds or weights for each value and evaluating
their impact on the quality of the induced logics and the overall performance of the
network [55,56]. Another idea could be to explore the use of other machine learning
techniques in conjunction with the proposed hybrid logic mining approach, such as deep
learning or reinforcement learning. This could involve investigating how these techniques
can be integrated with the discrete Hopfield neural network to further enhance the accuracy
and efficiency of the logic mining process, particularly when dealing with large and complex
datasets. Finally, other potential studies can apply the proposed hybrid logic mining
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method to specific real-world problems or applications, such as fraud detection or medical
diagnoses. This could involve adapting the approach to the specific requirements and
characteristics of the problem domain and evaluating its performance and effectiveness in
comparison with existing solutions.

10. Conclusions

In this paper, we proposed a new logic mining G3SATRAµ that utilizes several fresh
perspectives. First, we formulated a log-linear approach by selecting significant higher-order
attributes with respect to the final logical outcome. Using this approach, we reduced the
number of insignificant attributes in the datasets. Second, a new objective function that
utilizes both true positives and negatives during the pre-processing phase was proposed. The
new objective function considers negative outcomes, which were not considered in previous
state-of-the-art methods. Third, this paper proposed the first multi-unit DHNN where
each unit learns from individual LBest

3SAT, which leads to diversification of the induced logic.
Fourth, the proposed logic mining in this paper utilizes a permutation operator to ensure the
optimal arrangement of the attribute was used during the learning phase of a DHNN. Finally,
extensive experimentation using various real-life datasets was performed in G3SATRAµ
and was compared with other state-of-the-art logic mining methods. Based on these results,
our proposed G3SATRAµ was observed to outperform the state-of-the-art logic mining
methods in terms of various performance metrics and statistical validation. Ultimately,
this signifies the robustness of the G3SATRAµ in extracting the most optimal logical rule.
As for future work, the proposed G3SATRAµ can be implemented using non-satisfiable
logic such as maximum satisfiability. This study provides a new perspective in extracting
datasets that have negative outcomes in nature. In addition, metaheuristics algorithms such
as reinforcement learning and simulated annealing can be implemented during the learning
phase of a DHNN to ensure only that correct synaptic weights are obtained.
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