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Abstract: The ability to read a document depends on the reader’s skills and the text’s readability
level. In this paper, we propose a system that uses deep learning techniques to simplify texts in order
to match a reader’s level. We use a novel approach with a reinforcement learning loop that contains a
readability classifier. The classifier’s output is used to decide if more simplification is needed, until
the desired readability level is reached. The simplification models are trained on data annotated with
readability levels from the Newsela corpus. Our simplification models perform at sentence level, to
simplify each sentence to meet the specified readability level. We use a version of the Newsela corpus
aligned at the sentence level. We also produce an augmented dataset by automatically annotating
more pairs of sentences using a readability-level classifier. Our text simplification models achieve
better performance than state-of-the-art techniques for this task.
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1. Introduction

The ultimate goal of writing a text is to communicate. Any written text must be
readable and understandable to its targeted audience. However, readers might have a low
level of reading skills and cannot understand a given text. The organization of the text and
the vocabulary used affects the text readability level. Manipulating these features could
increase the readability of the text to a certain level that allows poor literacy readers or
children to read and understand the written text.

Text Simplification (TS) techniques available now do not use the readability level as
a required feature for the output text. Instead, they typically simplify the given text to
whatever readability level it can reach. For instance, consider readability levels from 1
to 4 (as used in Newsela dataset to classify documents to their readability level), where
level 1 represents a very complex text to read and level 4 represents a very simple text
to read. If a reader with reading level 3wants to read a text with readability level 1, the
text must be simplified to the reader’s level at least, i.e., level 3 or 4. However, using
the available simplification techniques, the original text could be simplified to a simple
text with a readability level that cannot be controlled. In the example, if the output text
readability is at level 2, then the text is still difficult for the reader to grasp and comprehend,
despite being simplified from its original state. So, the original text must be re-simplified
to represent the readability level of at least 3. Unfortunately, this scenario cannot be
executed with the available techniques since the readability level of a text does not play
a role in the present simplification models. To fill this gap, we create a novel state-of-the-
art simplification model that is trained over aligned sentences from the Newsela dataset
(https://newsela.com/data/ accessed on 6 November 2019) [1].
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Also, we produce additional data in an automatic way, to improve the performance
of the simplification. The model takes a complex text with a low readability level, and
produces a simplified version of the text that considers the required readability level.
This will ensure that every simplified text will be readable and understandable by its
targeted audience.

We start with related works in Section 2, where we express simplification projects
available in non-English languages, followed by deep learning techniques used in current
TS projects. Then, we explain the framework of our simplification in Section 3. We start
with the datasets used, the simplification models, and the evaluation measures applied.
After that, we discuss the experiments in Section 4, including training and testing setup,
examining samples of generated simplified sentences, and presenting the results for the
experiments. Section 5 compares and analyses the performance of all the trained models
on the same test set followed by the limitations we faced in Section 6. Finally, in Section 7,
we conclude our paper and present directions for future work.

2. Related Work
2.1. Natural Language Simplification

In Natural Language Processing (NLP) applications, early Text Simplification (TS)
systems are built based on statistical machine translation models like PBMT-R [2] and
Hybrid [3]. While most TS researches are done for the English language, TS is also applied
across many other languages. Every language has its own specific characteristics. It is
non-trivial to re-implement existing TS techniques into other languages. Every language
has different characteristics that need to be handled differently. Languages like Latin and
Swedish, use complex verb conjugations; e.g. specific forms of verbs express passive voice
sentences. While Mandarin Chinese, have unchangeable verb forms when expressing
passive voice sentences. This means their verbs do not have any tenses. Several projects
focus on re-implementing existing TS techniques and adapting them to their own language.
TS is a major challenge in all languages. We found many projects and tools in TS for
different languages. Most of them were developed to assist people with disabilities or
learning difficulties.

The KURA project [4] is a Japanese project and one of the earliest works found in TS. It
aims to simplify Japanese language text for deaf students by developing a lexico-structural
paraphrasing engine. KURA introduced the concept of phrase-based simplification which
identifies then simplifies complex terms [5]. SIMPLIFICA [6] is another tool for producing
simplified texts in Portuguese. It helps authors write simple texts for poor literate readers.
The author writes a text and receives a simplified version. SIMPLIFICA uses lexical and
syntactic simplification features to assist the readability of the text targeting Brazilian Por-
tuguese. The tool performs simplification on the sentence level. Similarly, the PorSimples
project [7] developed text adaptation tools for Brazilian Portuguese. The tools developed
serve both people with poor literacy levels and authors who produce texts for this audience.
It is one of the largest TS projects with three main systems and many types of simplification
techniques investigated in [8]. Its main purpose is to increase the comprehension of written
texts through the simplification of their linguistic structure. It replaces uncommon words
with more usual words. It also changes the sentence syntactic structure to an easier form to
avoid ambiguity. The Simplext project [9] develops tools that produce a simplified text for
the Spanish language. It has a particular focus on producing applications of TS for dyslexic
readers [8].

Another work [10] developed a pioneering TS model that can control the sentence
level. It trained a TS model on a corpus of sentences with tags referring to 11 grade levels
(2–12) [11]. The trained model generates sentences of a desired level specified by a tag
attached to the input. This model controls the syntactic complexity but often produces
difficult words for the target grade level [12]. It uses the Naive Bayes classifier from scikit-
learn toolkit [13] with extra few features which could be improved. To enhance this TS
work, an Auto-Regressive Transformers (AR) model is proposed [12] that controls the
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lexical complexity using weights. The model is trained on a dataset with weights added to
training loss according to the levels of words from [10]. Therefore, it generates only the
words with the desired level. Both [10,12] use only Sequence-to-Sequence (Seq2Seq) model
as the main TS component.

Later, EDITOR was proposed [14] which is a Non Auto-Regressive transformer (NAR)
where the decoder layer is used to apply a sequence of edits on the initial input sequence.
The sequence can be empty or has repositioning and insertion commands. The model never
learns to delete tokens from the source, instead learning to delete tokens inserted by the
model. An enhanced version of this work is found [15] that identifies complex words from
the source that are too complex for the target grade. These words are deleted from the
initial sequence before getting refined by EDITOR. All these models [10,12,14,15] focus on
grades “2–12” as the main levels to simplify to. Focusing on only 4 simplified versions
gives more balanced dataset to train on.

There are other TS works that are developed for a specific domain. One of these
domains is medical and biomedical fields using TS across many languages like English,
Spanish, and French [16–19]. Another domain is the legal field. TS can be used to simplify
legal documents for individuals to help in understand and comprehend any required legal
text [20–23].

2.2. Deep Learning in Text Simplification

Deep Learning (DL) is the state-of-the-art approach for solving many NLP problems.
It uses neural networks as the central component to process and analyze written text,
then produce the output results. There are only few tools that we found for TS using
DL techniques. DRESS [24] is one of the few NLP systems that provides a reinforcement
learning-based TS model. It allows only one level of simplification instead of several
simplified levels of a given text, as we do in our task.

Another state-of-the-art sentence simplification system that uses DL methods is
EditNTS [25]. Its model learns explicit edit operations (ADD, DELETE, and KEEP) via
a neural programmer-interpreter approach. It is trained to predict a series of edit operations
for each word of the original complex sentence. Then, using this series of operations, it
generates the simplified sentence. EditNTS favors generating short sentences with big
semantic deviation [26]. It produces only one level of simplification, as all other simplifica-
tion systems except the one we are proposing in this paper. However, we are able to train
EditNTS on our data for multiple levels for comparison purposes.

3. Simplification Framework
3.1. Dataset

We use the Newsela Corpus that contains 10,786 documents with readability levels
varying from 0 to 4 that targets students of grades between 2 and 12. The corpus contains
2154 original complex documents labeled with Level 0 which means that they are not
simplified and they are difficult to read. For every complex document, it provides four
simplified versions written by expert editors. Each version represents a readability level
that varies from Level 1 (representing the first level of simplification) to Level 4 (the most
readable version of the document). The higher the readability level number, the simpler
the document text.

We used sentence alignment on Newsela dataset as found in [27], which uses a neural
CRF model. The aligned pairs of sentences are labeled with the readability level of the
target sentence. We excluded pairs that had non-English words or consisted less than three
words in a sentence (not a proper complete sentence) and obtained 464,555 pairs of Newsela
Aligned Sentences (hereafter, the NAS dataset).

We also classified more sentences to enrich our dataset. Several works were put
together to help determine the text readability level [6,28–37]. However, we decided to
use a DL classifier that classifies text into five readability levels (0–4) found in [38]. We
modified the document classification features from that system by removing paragraph
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features in order to be able to classify the simplicity level of a text at the sentence level.
Then we trained and tested the modified sentence classifiers on the NAS dataset (split into
80% for training and 20% for test) to find the best classification model. Table 1 shows the
classification results on the sentence level. Similar to the document classification results,
the best sentence classification model was using CNN classifier with an accuracy of 85.52%.
Using the trained classifier against Wikipedia Corpus and Mechanical Turk Corpus, we
produced 238,019 pairs of automatically Classified Simplified Sentences (hereafter CSS).
We used CSS to augment the NAS dataset and obtained 702,574 pairs of sentences as our
Augmented Simplification Dataset (hereafter ASD), in order to be able to provide more
training data for our models. All three datasets are divided into four categories (level 1
to level 4) based on the readability level of the target sentences (simple sentences). For
every category, we split the datasets into 90% for training (10% of it for validation) and 10%
for test.

Table 1. Sentence classifiers results using aligned sentences.

Dataset Classifier Model Accuracy

Training (xval)
CNN 85.69%
SVM 81.02%

Random Forest 85.64%

Test
CNN 85.52%
SVM 80.68%

Random Forest 85.48%

3.2. Simplification Models
3.2.1. Seq2seq Model with Attention

We use the model Seq2Seq with Attention layer (S2SA) as a base for our work. Seq2seq
models are used in solving most of text-to-text generation problems, including TS. The
model takes a sequence of items (words) as an input, and generates another sequence of
items as an output. The model consists at least two Recurrent Neural Networks (RNNs), an
Encoder, and a Decoder [39]. A simple illustration of S2SA model we used in this work is
shown in Figure 1 with a simplification sentence example. Our model uses Gated Recurrent
Units (GRU) as RNN units, since GRU requires less memory units than Long Short Term
Memory (LSTM); thus, it trains faster. Besides, according to [40], when using long text and
a small dataset, GRU performance surpassed that of LSTM. Therefore, using GRU is more
appropriate for our work. Both the encoder and the decoder have an embedding layer
with 256 dimensions, 256 hidden states, GRUs unites with dropout equals to 10%, and a
linear layer to pass the output through. To enhance the performance when dealing with
long sentences, we added an attention layer [41] to the decoder to find where to focus for
better-predicted outputs. The layer contains two linear layers with 256 hidden dimensions.
With this layer, our S2SA model can deal with all sentences of any length without forgetting
the source input.

Figure 1. Illustration of S2SA model with a simple simplification example.
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3.2.2. Reinforcement Learning

Reinforcement Learning (RL) is the state-of-the-art technology in DL for TS. To further
boost our simplification model results, we used the S2SA model with Reinforcement
Learning loop (S2SARL), Figure 2 shows a simple illustration of our RL model with an
example. RL is a machine learning technique that enables an agent to learn in an interactive
environment by trial and error using rewards earned from its own actions [42]. The main
components of a RL system are the environment and the agent. We start the model by
creating the vocabulary dictionary table using the words found in the dataset. Then for
the agent, we set up our S2SA model introduced earlier in Section 3.2.1 to produce set
of actions (words) using the dictionary table created. We initialized the reward, status,
total loss, and the vocabulary dictionary table to zeros. Then we built a step function that
uses the environment tools to perform a simplification for a given sentence (sequence of
input words).

Figure 2. Simple Reinforcement Learning model.

After performing every step, the agent updates the reward, status, loss, and the
vocabulary dictionary values with new values based on the predicted simplified sentence
(sequence of actions).

To prepare the environment, we set up the Target Level number (1 to 4) and provide
tools to help the agent during training like: observe current status, get all possible outputs
for an action (predicted word), and give appropriate rewards based on a set of chosen
actions (predicted simplified sentence). The reward value is determined by the readability
level of the predicted sentence (PrdS). For every (PrdSt), we use the adapted readability
level classifier (Rcl f ) found in [38] to classify the PrdSt sentence into its readability level.
Then we calculate the reward Rt as follows:

Rt =


−0.5 if Rcl f (PrdSt) < Target
+2.0 if Rcl f (PrdSt) == Target
+1.0 if Rcl f (PrdSt) > Target

Using the reward function, if the predicted sentence readability level is less than the
Targeted Level, the environment gives −0.5 as a penalty. This encourages the agent to
predict simpler sentences for their next step. If the predicted sentence readability level
matches the Targeted Level, the reward will be +2.0 to encourage the agent to keep this
level of simplicity. However, if the output is too simple, i.e., the readability level is more
than the Targeted Level, the reward will be only +1.0. Penalizing the agent with negative
rewards for exceeding the Targeted Level did not improve the output. Yet giving a smaller
reward like +1.0, improved the results.

Figure 3 shows the structure of our S2SARL model, with a simple simplification
example. The RL loop aims to maximize the reward given to the agent at every step during
training stage. Therefore, the agent chooses the actions that influence the environment to
produce higher rewards. Our RL loop is different from the one in the DRESS system. It is
designed specifically for our task of simplifying a sentence to a specified readability level.
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Figure 3. Illustration of S2SARL model with a simple simplification example.

3.3. Evaluation Method

To evaluate our work, we use EditNTS [25] as a notable simplification model to
compare our work with. EditNTS uses DL to produce a series of edit operations (delete,
keep, and add) to operate on the original sentence. The evaluation will consider 12 trained
versions of each model: EditNTS, S2SA, and S2SARL. Each model will be trained against
the datasets NAS, CSS, and ASD including the categories from Level 1 to Level 4 for
each dataset.

After training each model, we report the results using System output Against Refer-
ences and against the Input sentence (SARI) and BiLingual Evaluation Understudy (BLEU)
scores since they are popularly used in measuring the quality of TS models. SARI measures
the simplicity of a sentence by focusing on the words added, deleted and kept [43]. While
BLEU score is more related to the meaning preservation as shown in [44]. Then, we apply
the 36 resulted trained models against one common test data. We choose the test part
of the ASD dataset, Level 1 to Level 4, since they are not automatically classified and
rather assigned by professional editors as mentioned in Section 3.1. We then compare the
reported scores.

4. Experiments
4.1. Training and Testing

We train our simplification models S2SA and S2SARL along with EditNTS against
every readability category, labeled from level 1 to level 4, from the training parts of NAS
and CSS datasets. We also train them against ASD categories, which includes both NAS
and CSS datasets as an augmented simplification dataset. To avoid memory problems due
to the vocabulary dictionary size for each dataset, we use a batch size of 128 for training
the models to level 1 and 4, and batch size of 64 for training the models to level 2 and 3.
The number of epochs are set to 20 for training all the models over all four categories. We
record SARI and BLEU scores for all the experiments to measure the simplification models’
performance on the set aside test sets.

4.2. Examples of Generated Sentences

Examples of simplified sentences using the S2SARL model that was trained against
NAS with targeted readability level 3 are shown in Table 2. Generated and target sentences
could have the same words but with different word spelling, e.g., honour and honor. This
is due to the available spelling found in the dictionary table during training phase. Also,
some words are annotated as <unk> which means that the word was not present during
training in the dictionary table.
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Table 2. Simplified sentences using S2SARL trained against NAS and readability level set to 3.

Sentence Text Readability Level

Source volterra is a town in the tuscany region of italy. 0
Target volterra is a town in italy. 3
Predicted volterra is a town in tuscany, <eos> 3

Source he was appointed cbe in 1969. 0
Target he was given the honour of cbe in 1969. 3
Predicted he was given the honor of cbe in 1969. <eos> 3

Source the seat of the district is the town of cossonay. 0
Target the capital is the town of cossonay. 3
Predicted the capital is the town of <unk>.<eos> 4

Source
punctuation, capitalization, and spacing are usually ignored,
although some (such as “rats live on no evil star”)
include the spacing.

0

Target rats live on no evil star. 3
Predicted rats live on no evil star. <eos> 3

The S2SARL model aims to produce sentences with readability matching the target
level. The table shows the readability level for the predicted sentences. Most of them
are level 3 to match the target level as expected, but sometimes the sentence has higher
readability level like level 4 in Table 2. That is due to the reward function in the RL loop
introduced in Section 3.2.2. We did not penalize the agent for exceeding the target level, +2
for reaching target level and +1 when exceeding the level.

Comparing the performance of the two models S2SARL and S2SA, Table 3 shows the
prediction of the two models using the CSS with readability level of 4. The table shows how
S2SA sometimes produce sentences with lower readability level than we anticipated, which
is level 4 in these sentences. This is because S2SA does not take into consideration the
readability level when simplifying. Also, if we look at the Target sentences in Table 3 and
compare it with the generated sentences, we see an improvement in the simplified sentences
generated with S2SARL model compared with the ones generated with S2SA model.

Table 3. Simplification using S2SA and S2SARL with level 4 augmented data.

Sentence Text Readability Level

Source thank you for your contributions.
Target thank you for your changes.
S2SA thank you for your changes. <eos> 4
S2SARL thank you for your changes. <eos> 4

Source the capital of the state is aracaju ( pop 664,908 ).
Target the state ’s capital is aracaju.
S2SA the capital of the state is . . <eos> 3
S2SARL the capital of the state is aracaju. <eos> 4

Source the birthstone for july would be a red ruby.
Target its birthstone is the ruby.
S2SA july ’s birthstone is the ruby. <eos> 3
S2SARL its birthstone is the ruby. <eos> 4

Source boynton beach was originally incorporated in 1920 as the town of boynton.
Target boynton beach was founded in 1920.
S2SA boynton was part of the town of boynton. <eos> 4
S2SARL boynton beach was founded in 1920. <eos> 4

4.3. Results

After training and validating the models, we apply them on the test data that was
split from each dataset category. The results on the test data are shown in Tables 4–6. The
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tables show that S2SARL model always gives the best BLEU score compared with S2SA
and EditNTS for all readability levels. However, when the dataset is small, like shown
for level 1 and level 4 in Table 5, the S2SA model obtains better SARI scores. The model
S2SARL gives better SARI results only when trained on a bigger dataset, and that is why we
augmented the simplification dataset (to produce the ASD set). EditNTS prefers to generate
short sentences with big semantic deviation. It usually deletes important information of
the original sentences and generates shorter sentences, as discussed in [26]. This explains
the low EditNTS scores in the tables.

Table 4. Test scores for TS models trained on Newsela Aligned Sentences (NAS) using NAS test data.

Dataset Model SARI BLEU

To Level 1 EditNTS 26.48 65.23
5129 pairs S2SA 31.76 65.61

S2SARL 31.57 70.22

To Level 2 EditNTS 20.62 46.81
9780 pairs S2SA 27.18 53.95

S2SARL 31.56 60.53

To Level 3 EditNTS 20.26 33.28
13,922 pairs S2SA 30.83 45.24

S2SARL 32.27 53.85

To Level 4 EditNTS 23.21 23.97
17,626 pairs S2SA 31.69 42.60

S2SARL 32.42 50.97

Table 5. Test scores for TS models trained on Classified Simplified Sentences (CSS) using CSS test data.

Dataset Model SARI BLEU

To Level 1 EditNTS 21.92 49.45
1350 pairs S2SA 28.12 51.23

S2SARL 26.34 67.67

To Level 2 EditNTS 21.89 49.30
10,652 pairs S2SA 30.97 65.79

S2SARL 32.57 70.92

To Level 3 EditNTS 17.12 35.13
9380 pairs S2SA 31.56 59.26

S2SARL 32.50 64.50

To Level 4 EditNTS 21.60 27.35
2422 pairs S2SA 29.79 65.78

S2SARL 29.36 69.70

Table 6. Test scores for TS models trained on Augmented Simplification Dataset (ASD) using ASD
test data.

Dataset Model SARI BLEU

To Level 1 EditNTS 25.32 61.25
6478 pairs S2SA 32.07 69.18

S2SARL 30.75 70.23

To Level 2 EditNTS 20.99 46.94
20,432 pairs S2SA 28.43 60.31

S2SARL 32.30 65.22

To Level 3 EditNTS 19.89 33.77
23,301 pairs S2SA 30.67 50.24

S2SARL 32.47 56.43

To Level 4 EditNTS 23.06 24.86
20,048 pairs S2SA 31.62 44.08

S2SARL 32.62 51.10
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5. Comparison and Analysis

The TS models applied in this work (EditNTS, S2SA, and S2SARL) are trained on
12 different datasets: NAS (Level-1 to Level-4), CSS (Level-1 to Level-4), and ASD (Level-1
to Level-4). The experiments produced 36 trained models: 12 EditNTS, 12 S2SA, and
12 S2SARL models as shown in the Tables 4–6. To compare the performance of all those
models, we test them on the same test data that should not include any automatically
classified sentences as targets, i.e, CSS and ASD. Therefore, we tested all the models on the
NAS test data (Level-1 to Level-4) since all its target sentences are classified and labeled by
expert editors as explained in Section 3.1.

The test results are compared as shown in Table 7. Looking at the table, S2SARL
model outperforms the other two simplification models across all readability levels. That
is due to the involvement of the output sentence readability level during the training
phase of the model (in the RL loop). As shown in Table 7, S2SARL models give the best
BLEU scores across all four readability levels when trained with ASD since it is the largest
simplification dataset (in term of the number of training sentence pairs) compared with
NAS and CSS. However, for SARI scores, S2SARL models report the best scores throughout
all four readability levels when trained against the CSS dataset. Although ASD is larger
than CSS since it contains the CSS and the NAS datasets, training S2SARL model over
ASD did not increase the SARI scores. This could be due to the alignment technique used
for aligning Newsela sentences (NAS) in [27]. The alignment includes sentence splitting,
merging, and paraphrasing with deletion which resulted in more meaningful sentences,
while the sentences found in CSS do not include sentence splitting or merging.

To summarise the analysis, S2SARL gives better BLEU scores when trained with ASD
(which includes CSS and NAS with sentence splitting, merging, and paraphrasing). That is
because BLEU score focuses on grammar and meaning [18]. On the other hand, SARI score
pays more attention to the lexical aspects of the sentences [43]. Therefore, S2SARL returns
good SARI scores when trained against CSS only, where the lexical part is not changed as
much compared with the NAS dataset.

Table 7. Testing 36 simplification models on ASD test data across all four readability levels.
NAS: Newsela Aligned Sentences, CSS: Classified Simplified Sentences, and ASD: Augmented
Simplification Dataset.

Test on NAS Level 1 (5129 Pairs)

Trained on Model SARI BLEU

NAS-Level1 EditNTS 26.48 65.23
S2SA 31.76 65.61

S2SARL 31.57 70.22
CSS-Level1 EditNTS 26.41 65.37

S2SA 34.07 33.35
S2SARL 34.08 36.25

ASD-Level1 EditNTS 26.81 65.70
S2SA 31.36 73.11

S2SARL 31.26 76.47

Test on NAS Level 2 (9780 pairs)

Trained on Model SARI BLEU

NAS-Level2 EditNTS 20.62 46.81
S2SA 27.18 53.95

S2SARL 31.56 60.53
CSS-Level2 EditNTS 15.66 46.15

S2SA 31.36 35.07
S2SARL 32.51 43.67

ASD-Level2 EditNTS 20.63 46.82
S2SA 25.23 61.78

S2SARL 31.73 68.69



Mathematics 2023, 11, 2063 10 of 12

Table 7. Cont.

Test on NAS Level 3 (13,922 pairs)

Trained on Model SARI BLEU

NAS-Leve3 EditNTS 20.26 33.28
S2SA 30.83 45.24

S2SARL 32.27 53.85
CSS-Leve3 EditNTS 15.72 32.36

S2SA 33.23 23.30
S2SARL 33.24 23.27

ASD-Leve3 EditNTS 20.52 33.77
S2SA 32.21 52.96

S2SARL 32.23 61.88

Test on NAS Level 4 (17,626 pairs)

Trained on Model SARI BLEU

NAS-Leve4 EditNTS 23.21 23.97
S2SA 31.69 42.60

S2SARL 32.42 50.97
CSS-Leve4 EditNTS 12.71 24.22

S2SA 33.23 12.32
S2SARL 33.24 12.41

ASD-Leve4 EditNTS 23.32 24.86
S2SA 32.31 61.22

S2SARL 32.32 61.38

6. Limitations

Working on a dataset that consists four levels of simplification was limited to the
sentences available by Newsela dataset. Although we automatically augmented the dataset
with more labeled simplified sentences, it would be more efficient if we work on a larger
dataset labeled by expert users like Newsela. Also, applying reinforcement learning during
training phase is time-consuming compared with a plain S2SA model. Therefore, we
applied only one method to reward the agent using the output readability level.

7. Conclusions and Future Work

The goal of our simplification method was to produce simple sentences at a cer-
tain readability level using DL models. We used aligned sentences from the Newsela
dataset (NAS) and augmented the corpus with automatically classified sentences from the
Wikipedia and the Mechanical Turk datasets (CSS), creating a novel augmented simplifica-
tion dataset (ASD) that we used later for simplification. Then we created the simplification
models, S2SA and S2SARL, where the S2SARL model employs the readability level as part
of the simplification process using the reinforcement learning loop to produce simplified
sentence to the desired readability level. We trained EditNTS and the created models
with the same datasets NAS, CSS, and ASD, to compare their performance. We found
that S2SARL always outperform the other two models for every dataset used. We also
compared all the simplification models (S2SA, S2SARL, and EditNTS), that were trained on
different datasets, by testing them on the same test data, the test part of NAS. The results of
SARI and BLEU scores were compared and analysed.

Our work brings novelty in the area of TS in the way we train our deep leaning models
using augmented data, and in the way we perform the reinforcement leaning loop using a
readability classifier.

In future work, other evaluation measures could be incorporated in the RL loop as a
part of the reward function, for example the SARI score to measure simplicity, or the cosine
between the generated and and the target sentences vectors to measure their similarity,
in addition to the readability level given by the classifier. Also, the simplification models
could be trained on paragraph level using the Newsela aligned paragraphs. Another
direction of future work is to develop a similar system for other languages, for specific
level of simplification targeted.
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