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Abstract: Today, fake news is a growing concern due to its devastating impacts on communities.
The rise of social media, which many users consider the main source of news, has exacerbated this
issue because individuals can easily disseminate fake news more quickly and inexpensive with
fewer checks and filters than traditional news media. Numerous approaches have been explored to
automate the detection and prevent the spread of fake news. However, achieving accurate detection
requires addressing two crucial aspects: obtaining the representative features of effective news
and designing an appropriate model. Most of the existing solutions rely solely on content-based
features that are insufficient and overlapping. Moreover, most of the models used for classification
are constructed with the concept of a dense features vector unsuitable for short news sentences.
To address this problem, this study proposed a Web-Informed-Augmented Fake News Detection
Model using Stacked Layers of Convolutional Neural Network and Deep Autoencoder called ICNN-
AEN-DM. The augmented information is gathered from web searches from trusted sources to either
support or reject the claims in the news content. Then staked layers of CNN with a deep autoencoder
were constructed to train a probabilistic deep learning-base classifier. The probabilistic outputs of the
stacked layers were used to train decision-making by staking multilayer perceptron (MLP) layers
to the probabilistic deep learning layers. The results based on extensive experiments challenging
datasets show that the proposed model performs better than the related work models. It achieves
26.6% and 8% improvement in detection accuracy and overall detection performance, respectively.
Such achievements are promising for reducing the negative impacts of fake news on communities.

Keywords: fake news detection; web-informed; augmented information; misinformation; two-stage
classification; deep learning; stacked learning; CNN; deep autoencoder

MSC: 68-00; 68T50; 68T07

1. Introduction

Fake news has emerged as a major challenge for journalism, democracy, and the
freedom of expression. Its impact on public trust in government is a cause for concern,
and its potential influence on critical events like the 2016 U.S. presidential election and
the disputed “Brexit” vote remains unclear [1]. The issue has been exacerbated by social
media platforms like Facebook and Twitter, which provide users with fast, inexpensive, and
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less regulated information than traditional news channels like newspapers and television.
According to the study in [2], fake news on Twitter often receives much more user retweets
than true news and spreads much more quickly, especially when it comes to political news.
During the 2016 U.S. presidential election, the top 20 fabricated stories shared on Facebook
generated over eight million shares, reactions, and comments [3]. False information not
only exacerbates division and polarization but also deepens the divide as individuals and
groups become more entrenched in their own beliefs, unwill-ing to engage in constructive
discourse with those who have differing perspectives [4]. Furthermore, fake news can have
serious consequences for public health and safety, such as spreading misinformation about
COVID-19 or promoting unproven treatments [5]. Therefore, it is crucial to effectively
detect and prevent the spreading of fake news.

Several approaches have been suggested to identify fake news. Numerous issues
have been studied related to feature extraction [6–10], representation [8,11–17], classifica-
tion [6,12,18–25], and model design [10,16,21,22,26–32]. Based on the representative features
that are employed, fake news detection techniques can be can be categorized into four
groups: content-, knowledge-, users-, and propagation-based features. The content- and
knowledge-based features are widely used for detection due to their simplicity and effec-
tiveness compared to the users- and propagation-based features. Although content-based
features have been reported as the most effective if proper representation, classification,
and model design are used, this view is built on the assumption that fake news is highly
distinguishable when compared to true news. The type of the selected features plays an
essential role in determining the representation technique, the training algorithm, and the
model design. Thus, representation techniques such as TF/IDF, Word2Vec, and GloVe have
been investigated [33]. Word-embedding techniques have been extensively discussed in
the literature as these techniques take into account the semantics of news content. Various
approaches, including both conventional machine learning and deep learning techniques,
have been thoroughly investigated [1,34–37]. Deep learning techniques have been pre-
dominantly utilized for classification tasks due to their capability to automatically extract
latent features without manual intervention. However, most of the existing solutions are
poorly performed for non-traditional fake news, such as the items tweeted and posted on
social media. Such news is short and contains insufficient and sparse features resulting in
low performance of the constructed deep-learning models.. As a result, a suitable model
design that can accurately identify fake news has not yet been proposed. Detecting fake
news remains challenging despite various approaches that have been developed. The
content-based approach is commonly used due to its simplicity, but it is less effective for
short sentences, as seen in the LIAR dataset. This approach also faces the challenge of fake
news agents mixing facts with false information to appear more credible. Relying solely on
content-based features results in poor detection, highlighting the need for relevant external
features. Context-based detection algorithms are believed to improve performance, but
few recent studies have attempted to use them effectively (as in [23,31]). However, these
studies blindly extract information from web searches, resulting in irrelevant and noisy
features that impede effective learning and increase the complexity of detection.

Two key factors need to be considered for the receiver to accurately detect fake news:
effective news representative features and appropriate model design. Despite this, many of
the current solutions rely solely on content-based features, which are inadequate and can
overlap. Additionally, most of the models used for classification are based on the concept
of dense feature vectors, which are unsuitable for short news sentences. To overcome
this issue, this study introduces a Web-Informed-Augmented Fake News Detection Model
using Stacked Layers of Convolutional Neural Networks and Deep Autoencoder (ICNN-
AEN-DM). The contribution of this study lies in the development of a novel Web-Informed
Augmented Fake News Detection Model, which addresses the limitations of existing
models by enriching content-based features with additional features gathered from trusted
sources through a web search. The augmented information thereby gathered will either
support or reject the claims in the news content. Then, a stacked layer of CNN with a
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deep autoencoder is trained using probabilistic deep learning. The probabilistic outputs
of the stacked layer are used to train decision-making stacked layers based on multilayer
perceptron (MLP). After conducting numerous experiments on difficult datasets, it was
demonstrated that the model proposed in this study outperformed the state-of-the-art
models. The research provided the following contributions.

1. An augmented information-gathering algorithm is proposed to support the news
sentences by enriching the representative features. The augmented information is
retrieved from reliable sources using Google search techniques, and only the relevant
news features are utilized as new knowledge to reduce the sparsity and improve the
detection accuracy.

2. A model based on probabilistic deep-learning architecture has been developed for
detecting fake news. The model involves stacking convolutional neural network
layers with deep autoencoder layers. The last layer’s probabilistic output serves as a
new representative feature for the second stage of learning, which involves stacking
multilayer perceptron layers into the CNN and the autoencoder layers.

3. The proposed model was put through extensive experiments to test its validity and
effectiveness. Two datasets, specifically LIAR [38] and ISOT [39], were used as bench-
marks. The outcomes were then compared to those of other leading models currently
available.

The rest of this paper is organized as follows: Section 2 covers related research;
Section 3 describes the proposed model in detail; Section 4 outlines the experimental design
and methodology employed to verify and assess the model; Section 5 elucidates the results
and discussion; and Section 6 concludes the study.

2. Related Work

The detection of fake news has been a prominent focus of numerous studies in the academic
literature. Several survey and review papers that contain detection challenges and potential
open issues have been published recently, including but not limited to [34–37,40–43]. Many
issues have been researched related to feature extraction [6–10], representation [8,11–17], clas-
sification [6,12,18–25], and model design [10,16,21,22,26–32]. Various solutions have been
investigated using statical, traditional machine and deep learning and natural language-
processing techniques. However, accurate detection of fake news is a complicated task,
and there are still many challenges to overcome, such as poor detection performance,
detection of non-traditional fake news such the partially incorrect statement, lack of a
gold-standard dataset, and automatic rational analysis based on facts and domain expertise,
early detection in social media, and understanding how it spreads [43].

In terms of features extraction, fake news detection approaches can be categorized into four
groups: knowledge-based [11,23,44,45], content-based [6,13,23,46], user-based [33,47,48], and
propagation-based [1,43,48]. The knowledge-based includes fact-checking and crowdsourc-
ing. This approach assumes that true news is consistent with facts, while false news contra-
dicts them. However, the knowledge-based approach can be limited by the availability and
accuracy of external knowledge sources. Many expert-based fact-checking websites have
been developed to improve the detectability of fake news. Datasets such as LIAR [38] and
FakeNewsNet are annotated with the help of the PolitiFact (http://www.politifact.com/
accessed on 12 February 2023) and GossipCop (https://www.gossipcop.com, accessed on
4 April 2022) fact-checking websites, respectively. The content-based approach involves
extracting linguistic and syntactical features, analyzing sentiment, and examining latent
features. In the content-based approach, the content of news articles is analyzed to detect
fake news. It involves using natural language processing (NLP) and machine-learning
techniques to extract features such as sentiment, emotion, and linguistic patterns from the
text. Such an approach can be effective, especially when combined with external knowledge
sources, but it can also be limited by the ability of the models to detect sophisticated forms
of disinformation. The user-based approach looks after the credibility of the users and their
age, reputation, class, and followers, among many other criteria. It analyses social media
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user profiles and the subjects’ behavior to identify patterns that may indicate a propensity
for sharing fake news. This approach can be useful, but it can also be limited by privacy
concerns and the fact that not all users who share fake news exhibit the same patterns. The
propagation-based approach focuses on the spreading patterns of the news, such as speed,
number of shares, number of likes, comments, etc. It involves using graph theory and net-
work analysis to track the spread of fake news and identify the most influential nodes in the
network. This approach can be useful, especially when combined with other approaches,
but it can also be limited by the difficulty of tracking and analyzing the massive volume of
data produced by social networks. This study focuses on content- and knowledge-based
solutions due to the complexity of user- and propagation-based approaches.

Features representation is another aspect that affects the detection performance. While
knowledge-based features are represented in Knowledge-Graph, most of the content-based
features are represented either using statistics or using features-embedding techniques. The
N-gram technique is also used to create more textual features. It has been demonstrated in
some previous studies [20,32,49] that TF-IDF is effective in detecting fake news. However, to
gather additional semantic details, language representation models were created that were
pre-trained, also known as context-independent models, such as Word2Vec, global vectors
(GloVe), and Bi-Directional Encoder Representations from Transformers (BERT) [33]. These
models captured semantic patterns effectively, but they did not capture much contextual
information [50]. Word2Vec is a technique to train pre-trained word embedding models
using a neural network based on a given text corpus. GloVe is an extension of Word2Vec, a
representation combined with global statistics from matrix-factorization techniques such as
latent semantic analysis (LSA). In their study, Samadi and Mousavian [8] examined several
deep contextualized models for text representation and suggested multiple deep-learning
classifiers. Different pre-trained models, such as Funnel, GPT2, BERT, and RoBERTa, were
analyzed, and the embedding layer was linked to various classifiers such as CNN, SLP, and
MLP for classification purposes. The results revealed that the combination of Funnel and
CNN was superior to other existing models. However, the above approach yielded low
accuracy in predicting outcomes for the LIAR dataset, achieving only 48%. Ali and Ghaleb
[20] demonstrate that TF-IDF with a proper detection design model outperforms the other
complex designs and representations such as Funnel, GPT2, BERT, and RoBERT that were
used in [8]. However, the representation of short news sentences leads to sparse feature
vectors. The sparsity handles effective learning by machine learning algorithms.

In the quest to identify fake news, a variety of solutions have been developed, includ-
ing those that leverage machine learning and deep learning techniques. [1,34]. Various
ensemble methods have also been explored, combining classic and deep machine learning
techniques. Nasir and Khan [27] utilized the ISOT and FA-KES datasets to train and evalu-
ated a fake news classification model that integrated CNN and RNN models. However,
feature extraction was solely based on the news content, which may not be practical for
effective fake news detection. They used the GloVe pre-trained word embedding model
for feature extraction. An ensemble fake news detection model was proposed by Hakak
and Alazab [10]. A total of 26 features were derived from news content, encompassing
various statistics related to words, characters, and sentences. Hakak and Alazab [10] also
used named entity recognition to extract statistical features related to entities like people,
organizations, and dates. Although the results exhibited an improvement in accuracy
compared to existing models, the extracted features caused overfitting and were not gener-
alizable to short news sentences in the LIAR dataset. In Ref. [50], The researchers performed
a comparative analysis of conventional machine learning techniques and deep learning
methods to identify false information.

Context-based detection algorithms are believed to be effective in improving the
performance of automatic false news detection. However, a few recent studies research
endeavors have been exploring context-based detection techniques, as seen in studies,
such as [23,31]. Vishwakarma and Varshney [31] suggested a model that measures the
reliability of links identified via Google search results to detect fake news. Their approach
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is remarkable because it makes effective use of link information to identify fake news.
However, such a model relies on a whitelist of “reliable links,” which needs to be created
manually. As web links can pertain to both genuine and fake news, relying solely on a
whitelist may yield inadequate results. Moreover, the method in [31] involves building
the whitelist manually, which requires expertise and labor, making it prone to bias and
errors. Shimand Lee [23] presented a model for fake news detection based on the link2vec
embedding technique which is extended from word2vect. A web search was performed for
each news sentence and the resulting web links were used for constructing the link2vec
embedding model. Although such an approach has outperformed the model that was
proposed in [31], whether the results of the search has dynamic relevancy to the original
news sentence depends on the availability of similar keywords in the stored links. As the
same web links can relate to both genuine and fake news, such a technique may not be
effective for short news sentences or news with partial correctness.

To sum up, although several approaches have been devised to detect false news, fake
news detection is still challenging. The content-based approach is the most reported in
the literature due to its simplicity of extracting features. It is also effective for obvious
false information such as in the ISOT dataset. However, for short sentences like in the
LIAR dataset, most of the existing solutions are poorly performed. The problem of fake
news detection can be attributed to two main challenges: first, fake news has overlapped
features with true news and proper model design; second, Fake news agents usually mix
facts with false information to be more convincing and seemingly rational. Accordingly,
solely depending on content-based features leads to poor detection performance. Therefore,
extracting external yet relevant features related to the news content helps in reducing
the sparsity and increasing the distinguishability. Context-based detection algorithms are
believed to be effective in improving the performance of automatic false news detection.
However, few recent studies attempt to use context-based detection such as in [23,31]. These
studies blindly extract the information from the web search, thereby extracting irrelevant,
noisy features that hinder effective learning and increase the detection complexity. To
address this gap, in this study, information related to the news content is gathered from
a set of reliable sources based on the Google search engine. Then, only results with high
similarity to the news are retrieved. Then, convolutional neural network layers stacked
with deep autoencoders and multilayer perceptron layers were designed with two stages of
learning for the multi-class classification task. The contribution of this study is the proposal
of a Web-Informed-Augmented Fake News Detection Model called ICNN-AEN-DM, which
addresses the limitations of existing solutions by gathering augmented information from
trusted sources to support or reject the claims in news content. The model uses stacked
layers of Convolutional Neural Network and Deep Autoencoder to train a probabilistic
deep-learning base classifier and multilayer perceptron (MLP) layers for decision-making.
A comprehensive overview of the proposed model is presented in the subsequent section.

3. The Proposed Fake News Detection Model

The components of the proposed fake news model (ICNN-AEN-DM) are shown in
Figure 1. The proposed model comprises five phases, specifically, Web-based augmented
information collection to support the claims in the original news sentences, data cleaning,
pre-processing, features representation using GloVe, probabilistic deep learning, which
contains CNN layers stacked with deep autoencoders for probabilistic learning, and the
decision-making phase, which encompasses multilayer perceptron (MLP). The comprehen-
sive explanation of each phase is presented in the following sections.
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3.1. Augmented Information-Gathering Phase

In this phase, information about the news is gathered from trusted web sources. The
claim is extracted from the main news, and then augmented information about the claim
is collected from different sources. The augmented information is collected based on the
similarity of the claim with what is presented in the external sources. The augmented
information is used to find patterns from the sources that either support or reject the claim.
The main challenge in this phase is finding whether a news source supports or rejects the
claim. Text summarizations, language models, sentiment analysis, and expert systems
are useful for this task. In this study, Algorithm 1 lists the steps on how the augmented
information was gathered related to each news text. Assuming l denotes a trusted news
source and L is the set of trusted news sources, in line 1 for each news weblink l in the
set of weblinks of the trusted news sources L. For each sentence s in the news body S,
research the related news sentence on the source l. The search results are cleaned and
then for each sentence r in the results set R, use a pre-trained word embedding technique,
namely, the Global Vectors for Word Representation GloVe to extract the representative
numerical form of the sentences (see lines 3 to 6). The GloVe is used here to capture
the semantic relationships of the researched sentence with the original news sentence.
The Euclidian distance between the embedded vector of the claim s′ and the extracted
news r′ are used to compare their similarities. If the similarity is less than the specific
threshold, then the sentence is correlated and will be taken to either support or reject
the claim. The threshold T is used here to reduce the noise by removing the irrelevant
text. The trusted news sources can be determined dynamically based on the origin of
the topic sentence in the news post. Examples of credible sources that can be used are
Google News, the BBC, The Guardian, The New York Times, The Wall Street Journal, The
Washington Post, and The New Yorker, among many others, and these should be determined
by the user. In this study, the list of trusted news searches was determined dynamically
using the Google search engine, i.e., the top 10 websites with high similarity with the
original news were included. The idea behind collecting such information is to find
the patterns of how different news classes can be expressed in different news sources.
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Algorithm 1: Augmented Information Collecting Algorithm

1 : ∀ l ∈ L do :
2 : ∀ s ∈ S do :
3 : R search← g(l, c(s))
4 : ∀ r ∈ R do :
5 : r′

get← GloVe(r)

6 : s′
get← GloVe(s)

7 : d(r′, s′) calculate←
√

n
∑

i=1
(r′ − s′)2

8 : i f (d(r′, s′) > T) :

9 : I
Append← r

10 : return I

3.2. Data Pre-Processing Phase

This phase is crucial to ensure that the learning algorithm is effective and efficient
in reducing noise and dimensionality while retaining important information [51]. This
process typically begins by removing unnecessary characters and symbols, followed by
removing stop words—common words like “the”, “and”, and “in” that do not contribute
much to the text’s meaning. Tokenization is then used to separate words into individual
tokens for easier processing, and each token is converted to lowercase using case folding.
Characters that are not alphabetic and do not have a substantial impact on the analysis are
eliminated from the token. Finally, the text is subjected to stemming and lemmatization,
which involves reducing words to their root form. Stemming removes suffixes to create a
base form, while lemmatization uses a dictionary to convert words to their base form.

3.3. Word Embedding Phase

In this phase, the text sample is converted to numerical forms in a process called
vectorization. There are several approaches to vectorization, including bag-of-words, TF-
IDF, and word embeddings. The main disadvantage of bag-of-words and TF-IDF is the
sparse representations of the text and the failure to include semantic meaning. Word
embedding techniques can capture the semantic meaning and reduce the computational
complexity of text classification tasks.

Word embedding techniques are widely used in natural language processing to em-
body words in a numerical form. There are various techniques for creating word embed-
dings, with some of the most popular being Word2Vec [52], GloVe [53], and FastText [54].
Word2Vec and GloVe use co-occurrence statistics to capture the meaning of words, whereas
FastText also considers subword information. Because fake news has high overlapping
features with true news, GloVe word embedding can be more effective in this context than
Word2Vec and FastText. GloVe is based on matrix factorization and is designed to capture
the co-occurrence statistics of words in a corpus. It has been shown to perform well in tasks
such as word analogy and word similarity and is especially good at capturing global word
relationships.

GloVe constructs feature vectors for words by leveraging co-occurrence statistics. To
create these vectors, GloVe starts by constructing a co-occurrence matrix that records the
frequency of each word’s occurrence in the context of all other words in a vast collection
of text. This matrix is then used to derive a set of weighted co-occurrence statistics that
were used to construct the neural network model. The neural network learns to predict
the probability of observing a certain co-occurrence count for a pair of words, given their
respective feature vectors. The training process iteratively updates the feature vectors until
the predicted co-occurrence counts are close to the observed co-occurrence counts. The
resulting feature vectors encode semantic relationships between words, such that words
that appear in similar contexts and have similar feature vectors. The GloVe feature vector
can be thought of as a mathematical representation of a word that encodes its semantic and
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syntactic relationships with other words in a corpus of news text. These vectors are then
used as input to the deep-learning model. The dimensionality of the GloVe feature vector is
a hyperparameter that can be tuned, based on the specific task and corpus of text. However,
for simplicity, pre-trained word vectors were utilized, which can be downloaded from the
following URL (https://nlp.stanford.edu/projects/glove/, accessed on 21 January 2023).

In this study, each news sample in the dataset is concatenated with the corresponding
augmented information collected from the Google search. Figure 2 presents an example of
the process of preparing the news sample for generating the represented impeded sequence.
It also shows how the text news samples are transformed into a dense vector using the
pre-trained model. In Figure 2, the news sample was extracted from the LIAR dataset
(it belongs to the half-true class) for clarification. In Figure 2, the dotted lines represent
the operations that were done before training or testing, while the solid lines represent
operations performed during either training or testing. For example, constructing the
dictionary of unique words was performed before creating the sequences, and constructing
the embedding matrix was performed before the sequence mapping. The dictionary
(lexicon) is constructed to contain all the unique words (tokens) in the dataset samples. An
index has been assigned to each word in the dictionary ordered based on the frequency
of the words in the whole dataset, i.e., small indices go to the most frequent words. Next,
each news sample in the dataset is fed to the tokenizer to be converted to a sequence of
integers (the integers are the equivalent word indices in the constructed dictionary). And
then, the embedding matrix is constructed using the pre-trained embedding weights of
GloVe (see Figure 2). That is, each word in the constructed dictionary is mapped to its
equivalent word vector that is extracted from the pre-trained GloVe. The words that do
not exist in the pre-trained GloVe are represented by zero vectors (see Figure 2). Then to
unify the size of the sequences, the size of the longest vector was used as the unified size of
the input features. Thus, each sequence is padded based on the maximum length of the
input vectors. Consequently, all samples are represented as integer sequences with the
same size. These sequences are inputted to the embedded layer along with the embedding
matrix (GloVe weights) generated using the GloVe embedding technique. Therefore, each
sample is represented by a set of vectors with 100 dimensions size each extracted from the
embedding matrix. That is each word in the original sample is represented by its equivalent
word vector extracted from the embedding matrix using the pre-trained GloVe model.

3.4. Probabilistic Classification Phase

In this phase, a convolutional neural network with an autoencoder model is designed
for pre-classification. Figure 3 illustrates that the proposed model which comprises 11 layers,
with the initial layer serving as the input layer. It receives the feature vector that was
generated from the data collection phase and is represented as explained in the word
embedding phase (see Section 3.3). The text samples were converted to sequences of integer
numbers that were extracted from the constructed dictionary. To make all the samples have
the same length, the size of the input features is assigned based on the maximum length of
one sequence in the dataset. That is, the length of the input features vector is the size of the
longest news sample in the dataset after the preprocessing (it is 476 with the used LIAR
dataset). The length could be changed based on the dataset and the augmented information
(e.g., ISOT dataset max length news contains 2682 unique words). Thus, all the sequences
are padded to the size of the maximum length news sample. The second layer of the model
is known as the embedding layer, which utilizes GloVe pre-trained model to transform each
word or character into a fixed-length vector (each word is represented by a vector with
100 dimensions in this study). This layer maps the input features vector (See Figure 2 the
padded sequence) to a dense vector space where the proximity between vectors represents
the semantic similarity between corresponding inputs. This allows the network to acquire
input representations that contain the pertinent information for the task at hand. Following
the embedding layer is the convolutional layer, which utilizes learnable filters to extract
hidden features from the embedded layer. Each filter generates a feature map that captures

https://nlp.stanford.edu/projects/glove/
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specific features in the input set. The size of the filter in the convolutional layer is set to the
total number of vectors subtracted from it the size of the kernel minus one. In the case of
the LAIR dataset, the number of embedded vectors for each sequence is 476. Thus, with a
kernel size is 3×3, the size of the filter is set to 467 – 2 = 474. The number of filters was set to
128 selected heretically by trial and error. The subsequent layer is a max pooling layer that
is used to decrease the dimensionality of the feature maps while maintaining the significant
features. The size of the pooling layer is set to two to reduce the dimensions by half. The
next two layers are a stacked convolutional and max pooling layer which are implemented
to learn increasingly complex and abstract features from the input features and to further
decrease the dimensionality of the feature maps produced by the convolutional layers. The
feature maps created by the convolutional and max pooling layers are multi-dimensional.
Consequently, a flattened layer is employed to transform the multi-dimensional output into
a one-dimensional vector which can be processed by a fully connected layer (see Figure 3).
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To prevent overfitting, a dropout layer is added to drop out some neurons during
the training. Then, an encoding layer is used to learn a compressed representation of
features extracted from previous layers. The proposed architecture (see Figure 3) has an
encoder network consisting of two layers, namely, encoding and decoding layers. These
layers map the input data to a lower-dimensional latent space and a decoder network that
reconstructs the input data from the compressed representation. The autoencoder network
is trained using an unsupervised learning approach to learn a compressed representation
of the flattened features. The output of the decoder layer is also fed to another dropout
layer to improve the generalization by reducing the network’s ability to memorize the
training data. The last layer is the output layer which contains the SoftMax function to
produce the probabilistic values of the membership of the sample in each target class. The
Adaptive Moment Estimation optimization algorithm (Adam optimizer) was used to train
the proposed model. Adam optimizer is an extension of the stochastic gradient descent
(SGD). It maintains a running estimate of the mean and variance of the gradients of the
model parameters to update the network weights iterative based on training data.

3.5. Decision Making

To aid in decision-making, the multilayer perceptron (MLP) has been employed,
which is a widely used technique for classification and regression tasks. The MLP classifier
utilizes the probabilistic outputs p(c) of the preceding layer as new features for training. The
suggested MLP has four layers: an input layer, two hidden layers, and an output layer with
different numbers of neurons, primarily for multi-class classification tasks. The activation of
the neurons is accomplished using ReLu functions, while SoftMax functions are employed
for classification. The stacked layer of the MLP is trained utilizing the features extracted
from the input features, specifically those for the MLP classifier. The prediction of a specific
class, such as fake news, was denoted by p(c) and can be calculated as follows. Let wi
denotes to the neuron i weight, θ represents the weights of the deep learners that were
trained in the prior phase, and xi denotes the corresponding output of the previous layer.
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Then p(c) which represents the score of correctly forecasting a particular class (such as fake
news) can be calculated as follows.

p(class_label = c) =
n

∑
i=1

wci ∗ xi + θ (1)

Then, the logistic function is calculated for each predicted class as follows.

logit(p(classlabel = c)) = xc = log
(

p(classlabel = c)
1− p(classlabel = c)

)
(2)

The xc logit is the logistic function of the predicted class which maps the values from the
range (−∞, +∞) into [0, 1]. Let

→
x = {x1, x2, x3, . . . . . . xc)} vectors contain the scores (xc)

predicted by the MLP for class c, then the final predicted class label is calculated based on
the SoftMax function as follows.

∀ xc ∈
→
x calculate

exc

∑k
c=0 exc

append→
→
V (3)

where
→
V is a vector that contains the probability of the input features belonging to the class

by finding the maximum probability, the predicted class label is determined.

predicted class = index_o f _max(
→
V) (4)

4. Performance Evaluation

The datasets and the performance measures that were used for validation are described
in the following subsections.

4.1. Datasets

This research utilized two widely used datasets, LIAR [38] and ISOT [39] to assess and
validate the proposed model. These datasets are popular among researchers who evaluate
fake news detection solutions [8,10,20,38,55]. Below is a brief overview of these datasets.

4.1.1. LIAR Dataset

The LIAR dataset is an openly accessible dataset that has been created to assess the
efficacy of fact-checking and fake news detection algorithms. It is referred to as “LIAR: A
Benchmark Dataset for Fake News Detection” and contains a collection of brief statements
that have been manually annotated for detecting fake news. The dataset was gathered by
Kaliyarand Goswami [30] from POLITIFACT.COM over a decade and includes more than
12,800 statements covering diverse contexts. Each statement in the dataset has been assessed
for its veracity by an editor from POLITIFACT.COM, who provides a comprehensive
analysis report and links to source documents for each case. LIAR dataset is publicly
available online on the URL (https://www.cs.ucsb.edu/~william/data/liar_dataset.zip,
accessed on 1 February 2023). The dataset consists of a collection of statements that are
labeled with one of six possible classes based on their truthfulness:

1. Pants-Fire: also referred to Pants on Fire: The statement is not true, and it’s ridiculous.
Examples of the pants on fire class include, “Evidence shows Zika virus turns fetus
brains to liquid,” and “In the 2012 election, there were more votes cast than registered
voters in St. Lucie County, and Palm Beach County had 141 percent turnout.”

2. False: The statement is not true, and evidence exists that proves it false. For example,
the sentence, “Wisconsin is on pace to double the number of layoffs this year,” is
known to be false.

3. Barely-true: The statement contains an element of truth but is still mostly false. For
example, the sentence, “The majority of people traveling to these resort destinations
are not going for the primary purpose of gambling,” is barely-true.

https://www.cs.ucsb.edu/~william/data/liar_dataset.zip
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4. Half True: The statement is partially true, but also partially false. An example of a
half-true sentence is, “Studies have shown that in the absence of federal reproductive
health funds, we are going to see the level of abortion in Georgia increase by about
44 percent.”

5. Mostly True: The statement contains an element of falsehood but is still mostly true.
An example of the mostly true sentence is, “The sex-offender registry has been around
for a long time, and the research that’s out there says that it has no positive impact on
public safety.”

6. True: The statement is true, and evidence exists that proves it true. An example of
true sentence is, “Before World War II, very few people had health insurance.”

Each statement in the dataset is also labeled with metadata, such as the speaker, the
context in which the statement was made, and the subject matter. The LIAR dataset was
created to facilitate research on automatic fake news detection, and it has been used in
numerous studies to evaluate the effectiveness of various machine-learning algorithms
and natural language processing techniques. The sample distribution of the LIAR dataset,
including those used for training, validation, and testing, is presented in Table 1 and
Figure 4.

Table 1. LIAR Dataset samples distribution.

Training Validation Testing Total

Pants-fire 839 116 92 1047
FALSE 1994 263 249 2506

Barely-true 1654 236 212 2102
Half-true 2114 248 265 2627

Mostly-true 1962 251 241 2454
TRUE 1676 169 207 2052

Total 10,239 1283 1266 12,788
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4.1.2. ISOT Dataset

The ISOT dataset was produced by gathering news articles from trustworthy sources
such as Reuters.com, as well as from unreliable sources containing fabricated information.
The dataset encompasses a total of 44,898 news statements, out of which 21,417 are authentic
and 23,481 are counterfeit. A variety of researchers [8,10,28,56] have used the ISOT dataset
in their studies. The distribution of the samples in the dataset, including those used for
training, validation, and testing, is provided in Table 2.
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Table 2. ISOT Dataset Sample Distributions.

News Category Training Validation Testing Total

FAKE 12,850 2142 6425 21,417
TRUE 14,089 2348 7044 23,481

Total 26,939 4490 13,469 44,898

4.2. Performance Measure

To evaluate and validate the proposed fake news detection model, four commonly
used evaluation measures, as utilized in similar studies [5,11,18,20,44], were employed.
These measures include accuracy, precision, recall, and F-measure, which are calculated
using the concepts of true positive (TP), true negative (TN), false positive (FP), and false
negative (FN). TP represents the number of samples with false class labels that are correctly
classified, while TN represents the number of negative samples with true class labels that
are correctly classified. FP refers to the number of samples with true class labels that
are misclassified, and FN refers to the number of samples with true class labels that are
misclassified. The confusion matrix for binary and multiclass classification can be seen in
Figure 5a,b. Accuracy is the proportion of correctly classified samples to the total number
of samples, and it can be expressed as follows:

detection accuracy(acc) = =
TP + TN

TP + TN + FP + FN
(5)

Detection accuracy indicates how well the model performs in terms of achieving true
positive and true negative classification altogether. It doesn’t matter which–either the false
negative or false positive–costs much. The precision is calculated based on the number of
false news items detected, divided by the number of samples classified as false, as follows:

Precession =
TP

TP + FP
(6)

The recall is calculated based on the number of correct classifications of false news divided
by the number of fake news in the dataset false as follows:

Recall (detection rate) =
TP

TP + FN
(7)

F-measure (F1) is the harmonic means of the precession and recall, and can be calcu-
lated as follows:

F−measure (F1) =
2× Precession × Recall

Precession + Recall
(8)

F-measure, also called the F1 score, is the overall performance when the dataset is unbal-
anced and false positives and false negatives are crucial. F-measure does not account for
the true negative rate. It is important when the goal is to balance between the false positives
and the false negatives.
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4.3. Evaluation Procedure

The fake news model proposed in this study has been compared to other state-of-the-
art models in the field. The proposed architecture ICNN-AUTOENC was used for multiple
binary classifications and ICNN-AUTOENC-MD, which consists of the ICNN-AUTOENC
with the decision making, was used for the multi-class classification task. These two models
have been compared mainly with the work presented recently in [20] because it has been
reported to achieve the best performance compared with the other related works and use a
close design with the proposed classifier in this study. However, the main difference from
the proposed model is that it does not collect information as a new, trusted feature and
does not employ embedding techniques for feature representation or CNN architecture.

5. Results and Discussion

The research was conducted on a computer system consisting of a 2.5 GHz i7 processor,
8 GB of RAM, and 4 CPUs, and the proposed model was developed using Python 3.7
programming language. The performance of the classifier that was constructed using
the LIAR dataset was evaluated and presented in Figures 6 and 7. These figures show
the accuracy, precision, recall, and F1 scores for both binary and multi-class classification.
Figure 6 displays the performance for binary classification using the proposed ICNN-
AEN-DM model, while Figure 7 shows the multi-class classification performance using the
ICNN-AEN-DM model.
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els. The significant improvement in the performance of the proposed model can be at-
tributed to the augmented information-gathering algorithm used for feature extraction. 
This is supported by comparing the results of the proposed model with and without the 
augmented features. The proposed architecture ICNN-AEN-DM achieved 69.1% perfor-
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using the LIAR dataset.

As shown in Figure 6, the proposed ICNN-AEN-DM multiple binary classifiers
achieved accuracy higher than 75% with greater than 85% overall performance among all
developed binary classifiers. In Figure 6, the news classified as pants fire achieved a high
detection rate of 97.8% in comparison with other types of news. This is because pants-fire
contains obvious false facts, and with the proposed augmented information-gathering
algorithm, such a category can be easily classified. Meanwhile, the news categorized false
achieved the lowest performance (70% detection rate) and an accuracy of 61%. This is
because this category has highly overlapped features with other categories.

The performance of the proposed ICNN-AEN-DM model in multi-class classification
is illustrated in Figure 7, while the F-measure average performance of the proposed ICNN-
AENC-DM model is presented in Figure 8 and compared with relevant studies. As depicted
in Figure 7, while the accuracy performance of all classifiers surpasses 80%, the overall
performance, as measured by the F-measure stands at 69%. This occurs because the f-
measure does not count as the true negative, for the majority of the tested samples are
considered negative to each news category. Accordingly, for multi-class, the F-measure is
the most important measure for evaluation.
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As shown in Figure 8, the proposed model demonstrated performance superior to
that of the EFNDM [10] and DENDM [20] studies. In particular, the proposed model
achieved an overall F-Measure performance improvement of 8% and 24.4% compared with
EFNDM [10] and DENDM [20], respectively. The main reason for such improvement can
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be attributed to the proposed augmented features extracted from trusted web sources. This
is reasonable as the true news sentences will have support from different news sources,
unlike the features extracted solely from the news itself, as what has been done in the
CNN-AEN-DM without the augmented features and the related studies EFNDM [10]
and DENDM [20]. It can be also noted that pants-fire is more distinguished than other
classes by the proposed ICNN-AEN-DM and also the DEFNDM proposed in [20]. Both
models achieved more than 80% performance. However, the proposed model demonstrated
superior performance in all other categories when compared to the studied models. The
significant improvement in the performance of the proposed model can be attributed to the
augmented information-gathering algorithm used for feature extraction. This is supported
by comparing the results of the proposed model with and without the augmented features.
The proposed architecture ICNN-AEN-DM achieved 69.1% performance, compared to
44.7% performance for CNN-AEN-DM. Moreover, the proposed model performance in
classifying the half-true categories is lower than the performance of the DENDM [20]
because the augmented information collected has highly overlapped features that belong
to either false or true. Another reason can be attributed to the representation technique.
The proposed ICNN-AEN-DM uses features embedding GloVe while DENDM [20] uses
TF/IDF for representation. Unlike TF/IDF, GloVe does not rely solely on local statistics,
but rather it generates more global statical vectors, and TF/IDF does not include semantic
meaning. However, GloVe uses a limited number of words in the representation while
TF/IDF generates more words, as argued in [20].

The performance of the proposed fake news detection model is compared to other
relevant models in Figure 9 and Table 3. The evaluation measures used for comparison
include accuracy, precision, recall, and F1 score, and their averages are calculated for each
model. On average, the proposed model outperforms other models, achieving significant
improvements of 26.59%, 7.09%, and 7.09% in terms of accuracy, recall, and F1 score,
respectively. However, DEFNDM and EFNDM achieved higher precision than the proposed
model but traded off with the lowest recall among the studied models. RoBERTa achieved
the best F1 score on the average compared with Conv-HAN, DEFNDM, and EFNDM.
Nevertheless, the proposed model outperformed RoBERTa with significant improvements
in accuracy, precision, recall, and F1 score. The proposed model uses more representative
features extracted from trusted websites for constructing the classifier, as illustrated in
Figure 9 and Table 3.
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Table 3. Performance Comparison using LIAR dataset.

Model Notes Accuracy Precession Recall F-Measure

RoBERTa [28] GloVe.6B.300d + CNN 63.00% 62.00% 62.00% 62.00%
Conv-HAN [39] GloVe + LSVM 59.00% 59.00% 59.00% 59.00%
DEFNDM [20] Capsule neural networks 51.05% 85.86% 45.47% 60.90%
EFNDM [10] Statistical + RF 51.05% 85.86% 45.47% 42.50%
The proposed ICNN-AEN-DM 89.59% 68.59% 69.09% 69.09%

The ISOT dataset’s performance evaluation of the proposed model is presented in
Table 4 and Figure 10. As demonstrated by Table 4 and Figure 10, the proposed model,
along with most of the related work, achieved an F-measure of 100%, indicating a perfect
overall detection performance. The lowest performance reported in [39] achieves 92%,
which is far from the performance of the other solutions. Generally, the ISOT data set is less
challenging than the LIAR dataset. The news samples comprise more and longer sentences
than the news samples in the LIAR data set, which consists of short and single sentences.
This makes the features vectors extracted using the LIAR dataset more sparse, containing
less information that affects the learning performance. In addition, the news in the ISOT
dataset is collected from social media that may be posted by layman users, while the ones
in LIAR are written by politicians. Accordingly, the overlapped features between different
news categories are higher than that in the LIAR dataset.

Table 4. Performance Comparison using ISOT dataset.

Author and Year F-Measure Notes

Goldani, et al. [28], 2021, 99.90% Glove.6B.300d + CNN
Ahmed, et al. [39], 2017, 92.00% GloVe + LSVM
Goldani, et al. [56], 2021, 99.80% Word2Vec + Capsule neural networks
Hakak, et al. [10], 2021, 100% Statistical + RF

Samadi, et al. [8], et al., 2021, 99.96% Funnel + CNN
Marish et al. [20], 2022 100% TF/IDF,+ SDL + MLP

CNN-Autoencoder 100% CNN-Autoencoder
The proposed 100% Glove.6B.100d, ICNN-AEN-DM
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To gain some insights about the features that were extracted from the original news
dataset and the features extracted using the augmented dataset gleaned from a web search,
the term cloud-based analysis has been considered. The difference between density and
size variance can give insights into the performance of the feature extraction and learning.
Figure 11 shows how the distribution of the features changed, based on the source of the
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information. Figure 11a presents the word cloud of the original dataset while Figure 11b
presents the word cloud of the augmented dataset (web search features have been included).
The word cloud of the original dataset is sparse compared with the word cloud of the
augmented dataset, which has more features. By combining these two text features, more
informative features were extracted, resulting in improved classification performance of the
proposed model. This can be observed from the comparison between the ICNN-AEN-DM
and CNN-AEN-DM models in Figures 7 and 8, where the integration of original features
with augmented features extracted from web search results in performance gains.
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To sum up, it is a difficult undertaking to accurately detect classified fake news when
relying only on the text features extracted from news articles due to their overlapping nature
with true news and lack of sufficient distinguishing features. Extracting news features
is also costly and subject to various types of inaccuracies and falsehoods, such as those
stemming from political or financial motivations. Researchers have tried to improve text
classification accuracy by developing more advanced features based on syntax, semantics,
and contextual information. However, to our knowledge, extracting similar information
from reliable sources has not yet been investigated in the literature. This study shows
that searching for similar information (e.g., facts) in reliable news sources boosts the
performance of the classification. Features representation and model design also play
important roles in the performance of the detection model. For example, TF/IDF with
the Ensemble classifier achieved higher accuracy than the combined GloVe with CNN as
reported by previous studies [20].

6. Conclusions

This study proposed a Web-Informed-Augmented Fake News Detection Model using
Stacked Layers of Convolutional Neural Networks with impeded deep Autoencoder layers
called (ICNN-AEN-DM). The study highlights the importance of effective news representa-
tive features and proper model design for the accurate detection and prevention of fake
news. The contribution of this study lies in the development of a novel Web-Informed Aug-
mented Fake News Detection Model, which addresses the limitations of existing models by
enriching content-based features with additional features gathered from trusted sources
through a web search. Two key factors were considered to accurately detect fake news:
effective news representative features and appropriate model design. The insufficient
features extracted from news content have been augmented by features gathered through
web searches from trusted sources. The collected information is examined, and only the
news with high similarity with the original one is retrieved from the list of reliable sources.
The model leverages the GloVe word-embedding technique and stacked convolutional
layers embedded with autoencoder layers to extract hidden features and reduce noises.
Then, stacked convolutional layers were embedded with autoencoder layers to extract the
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hidden features and reduce unwanted noises through a probabilistic deep learning-based
classifier. Finally, the probabilistic outputs from the preceding layers were fed into stacked
multilayer perceptron (MLP) layers for decision-making. The proposed model surpasses
state-of-the-art models, demonstrating a notable improvement of 26.6% in detection ac-
curacy and 8% in overall performance. This presents a promising solution to reduce the
negative consequences of fake news, such as influencing public opinion, shaping political
narratives, and inciting violence. The proposed model can also contribute to improving
digital society by protecting democracy, reducing the spread of misinformation, preserving
trust in media, and preventing harm.

This study focuses on short news sentences where the news content lacks sufficient
features for learning. For longer news content, more investigations are required to collect
the augmented features through a web search. The long news content may be split into
smaller sentences by applying the proposed web information-collecting algorithm on each
sentence to obtain probabilistic pre-decision. The final decision about the news class can be
inferred by aggregating the results of the pre-decision. An in-depth investigation will be
conducted in future investigations. The classification task of identifying fake news can be
approached as a regression problem where the correctness of news can be represented as a
value ranging from 0 to 1. As fake news often contains some fact, this representation may be
more realistic. Hence, the existing models, including the proposed one in this study, have
shown insufficient overall performance, and further improvement is required. This issue
is currently being investigated, and the findings will be presented in future publications.
Additionally, while this study mainly focused on extracting features from content and web
sources, other sources of information such as knowledge-based, context-based, user-based,
and propagation-based ones should also be explored.
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