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Abstract: Next-generation Internet-of-Things applications pose challenges for sixth-generation (6G)
mobile networks, involving large bandwidth, increased network capabilities, and remarkably low
latency. The possibility of using ultra-dense connectivity to address the existing problem was
previously well-acknowledged. Therefore, placing base stations (BSs) is economically challenging.
Drone-based stations can efficiently address Next-generation Internet-of-Things requirements while
accelerating growth and expansion. Due to their versatility, they can also manage brief network
development or offer on-demand connectivity in emergency scenarios. On the other hand, identifying
a drone stations are a complex procedure due to the limited energy supply and rapid signal quality
degradation in air-to-ground links. The proposed method uses a two-layer optimizer based on a
pre-trained VGG-19 model to overcome these issues. The non-orthogonal multiple access protocol
improves network performance. Initially, it uses a powerful two-layer optimizer that employs a
population of micro-swarms. Next, it automatically develops a lightweight deep model with a few
VGG-19 convolutional filters. Finally, non-orthogonal multiple access is used to schedule radio
and power resources to devices, which improves network performance. We specifically examine
how three scenarios execute when various Cuckoo Search, Grey Wolf Optimization, and Particle
Swarm Optimization techniques are used. To measure the various methodologies, we also run
non-parametric statistical tests, such as the Friedman and Wilcoxon tests. The proposed method
also evaluates the accuracy level for network performance of DBSs using number of Devices. The
proposed method achieves better performance of 98.44% compared with other methods.

Keywords: drone base station; mobile communications; swarm intelligence; pre-trained CNN;
convolutional neural networks; deep learning; VGG-19

MSC: 68M15

1. Introduction

Modern mobile networks will experience an extraordinary rise in demand for com-
putational and networking resources, driven by the next-generation Internet of Things
(NG-IoT) growth. Numerous applications, including medical, intelligent buildings, and
heavy manufacturing, incorporate NG-IoT. There are more requirements for connecting
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devices, network capacity, and link latency for these applications. Sixth-generation (6G)
networks successfully enable various forms of connectivity [1].

A novel concept known as the drone-base-station (DBS) can effectively aid in meeting
the expanding system requirement and permit network coverage [2]. DBSs are flexible
systems that improve user throughput, improve QoS, and expand mobile phone network
coverage. DBSs can also boost system performance for brief occurrences by relieving con-
gestion or offering connections in emergencies like terrestrial BS failures and environmental
catastrophes [3]. Lastly, DBSs may dramatically lower the total amount of money spent by
operators of mobile networks because they offer on-demand wireless services [4].

The DBS has limited capacity, so it is essential to use it as well as feasible. Available
storage, transmission distance, transmission reflections, and shadows considerably harm
the person’s receiver end [5]. The DBS must have high quality to get excellent QoS and a
high competency level to prevent the decrease of transmission strength. This has spurred
several researchers to formulate and address the DBS optimal location concerns. Specifi-
cally, [6] seeks to increase the number of supported users with various QoS needs. The goal
of [6] is to accommodate more individuals who have distinct QoS requirements. The DBS
placement issue is modeled and resolved via extensive search as a multiple-circle location
and sizing. The idea of putting a DBS inside a high-rise building is examined in [7]. The
DBS distribution issue is modeled and resolved via extensive search using a multiple-circle
optimization method. Ref. [7] investigates where a DBS should be placed in a tall place.

Deep learning recently successfully identified road damage [8,9]. For instance, the
backbone network for extracting features with a softmax was a pre-trained convolutional
neural network (CNN) model Visual Geometry Group (VGG-16) used by the author [10].
According to reported findings, a collection of photographs of concrete cracks demonstrated
a road crack detection performance of 97.8%. Furthermore, for non-drone-obtained photos,
the models in [11,12] were used. More crucially, earlier research should have accounted
for the increase in model complexity caused by the number of pre-trained networks in the
CNN filters, including VGG-19.

The DBS location issue can be solved using swarm intelligence techniques. The
efforts have demonstrated the intricacy of the DBS placement challenge. In most of them,
the writers tried to approach the issue by decomposing it into more minor, manageable
difficulties to develop a more specific path. Also, the writers employed time-consuming
search methods in several articles. As a result, in this work, we intend to assess how
well-known swarm intelligence techniques perform in locating the ideal DBS under varied
goals and constraints. In this approach, we analyze three situations where several Internet
of Things (IoT) devices are covered by a single or numerous DBSs, providing wireless
coverage. The contributions that this research has made are listed as follows:

X The proposed method uses a powerful two-layer optimizer that utilizes the micro-
swarm population and has a global and local search layer. It develops a pre-trained
lightweight VGG-19 feature extractor with a few convolutional filters.

X The two-layer optimizer minimizes path loss among the devices and enhances maxi-
mum coverage.

X The Multi carrier non-orthogonal multiple access (NOMA) with the simultaneous
wireless information and power transfer (SWIPT) method improves the network
performance and provides power scheduling to the devices.

X We also conduct non-parametric statistical tests to further assess these methods’
effectiveness. Depending on the results of these experiments, we rank the various
swarm intelligence methodologies.

The rest of the paper is organized into sections, as shown. Section 2 briefly studies
the existing Next Generation Internet of Things and Deep Learning Methods. Section 3
describes the working principle of the proposed model. Section 4 evaluates the result
and compares the existing VS presented. Section 5 concludes the research work with the
future scope.
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2. Related Works

Many wireless applications have used swarm intelligence techniques to solve opti-
mization issues. The author shows a tiny tag transmitter with a high gain and a high
distance [13]. The artificial ant colony algorithm was explicitly used to create the tag
antenna design the tag antenna The authors [14] optimized a linear antenna array using
the spider monkey optimization approach to disrupt side lobes and put nulls in specific
direction directions acquired power, the researcher [15] developed a modeling approach.
This proposed method generates exact forecasts by combining the salp swarm method with
five base classifiers.

The authors used the coyote optimization process in [16] to develop the pattern
of a multiband microstrip patch antenna. The author introduced [17] a social network
optimization technique for designing beam-scanning reflect array antennas. The method
was applied to maximize the propagation characteristics of the various antennas and reduce
the discrepancy between the current and desired radiation directions. The author [18]
also employed the Adaptive Opposite Fireworks Algorithm to minimize the interference
brought on by radar systems ‘authors [19] created a beam-forming method that uses a
conformal phased-array radar system to achieve quick data updates.

The author [20] developed an ideal DBS deployment approach that serves a group
of ground users while utilizing the least amount of transmit power. The horizontal and
vertical placement subproblem optimum DBS placement issues were separated. As an
outcome of the computations, it was discovered that the power usage in dense urban,
rural, and urban areas had dropped. In [21], the topic of combined installation and system
allocation is examined. The deployment of resources problem and the DBS location issue is
the authors’ two more minor problems that they identify. The writers thoroughly examine
all the potential sites to determine the DBS position that maximizes throughput.

The authors in [22] created analytical formulas for the DBS hovering. An elevation
where the energy consumption is optimized. Furthermore, the horizontal positioning issue
was handled by applying the multilayer standard polygon-based placement algorithm
to a circle packing problem to achieve the highest packing density. The authors mainly
emphasized the energy-efficient placement optimization technique [23]. The horizontal and
vertical placement issues were dissociated to solve their complexity. Whereas the upright
positioning was optimized using a Weiszfeld-based method, the horizontal placement
was analytically resolved by utilizing the coverage area’s radius and the ideal elevation
angle. Numerous fields, including research, technology, and business, have given swarm
intelligence techniques a lot of attention [24–26]. The computational intelligence subfield
known as “swarm intelligence” focuses on how a species’ population collaborates and is
self-organizing. Integrated Sensing and Communications for UAV Communications with
Jittering Effect” refers to a system that combines sensing (i.e., data collection) and commu-
nication capabilities for unmanned aerial vehicles (UAVs) that experience jittering effects in
their flight [27–29]. The broadband cancellation method in an adaptive co-site interference
cancellation system” is a technique used to remove interference from a co-located (co-site)
signal source in a communication system [30]. The technique used to forecast the behavior
of a wireless communication channel in a multiple-input multiple-output (MIMO) system.
It involves using ordinary differential equations to model the time-varying properties of
the network, such as receding and delay and then using the model to predict the channel’s
future behavior [31,32]. A Utility-Aware General Framework With Quantifiable Privacy
Preservation for Destination Prediction in LBSs” is a general framework for predicting a
user’s destination in location-based services (LBS) while preserving their privacy [33]. The
analysis considers the impact of generalized fading channels, which can cause signal atten-
uation and interference [34,35]. The technique involves using energy-harvesting jammers,
which are devices that can harvest energy from the received signals and use that energy to
generate jamming signals to interfere with eavesdropping attempts [36,37]. The method
involves developing synthetic geoelectric data using a mathematical model and a deep
neural network to learn the relationship between the geoelectric data and the subsurface
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resistivity distribution [38,39]. The trained neural network is then used to invert measured
geoelectric data to estimate the subsurface resistivity distribution. By combining the ad-
vantages of the model-based synthetic geoelectric sampling and deep neural networks,
this method provides a faster and more accurate approach to exploring the subsurface
resistivity distribution for geological exploration and resource extraction [40–42].

LiDAR uses STM32 gating and PMT (Photomultiplier Tube) adjustable gain. STM32
is a microcontroller that enables the gating of the LiDAR system. Gating refers to the
technique of controlling the duration of laser pulses, which can improve the accuracy
and precision of LiDAR measurements [43]. Waveform decomposition is a technique
used to separate the different components of the LiDAR signal, such as the ground and
canopy echo. The study aims to identify the most effective algorithm for accurate and
efficient decomposition of the LiDAR signal [44]. The paper explicitly considers multiagent
systems with antagonistic interactions, which means that the agent’s actions can have
opposite effects on the overall design. Additionally, the report finds communication noises,
which can affect the accuracy and reliability of information exchange between agents [45].
Ore image classification is used in the mining industry to identify different types of ores
based on their visual characteristics. Convolutional neural networks are deep learning
algorithms commonly used for image recognition and classification tasks [46]. UAVs have
gained popularity recently for their ability to provide wireless communication services in
remote areas. However, the limited battery life of UAVs can be a significant challenge for
continuous operation [47]. TDD MU-MIMO systems are wireless communication systems
that allow multiple users to transmit and receive data simultaneously using multiple
antennas. The system is powered wirelessly, meaning the energy required for transmission
and reception is obtained from a wireless power source [48–50]. Parallel platforms are
mechanisms that have multiple arms connected to a base and an end-effector. Six DOF
refers to the platform’s ability to move in six different directions, including translation and
rotation. The kinematics model is a mathematical representation of the platform’s motion
and is used to predict its behavior [51,52].

3. Proposed Methodology

The suggested solution solves the DBS placement problem, which relies on a two-
layer optimizer based on a pre-trained VGG-19 model. The recommended approach
offers wireless connectivity between IoT devices. The NOMA protocol enhances network
performance. Figure 1 shows the architecture diagram of the proposed method.

3.1. System Model

A collection of DBSs, indicated by the symbols D = {1, . . . , D}, connected to various
IoT devices, indicated by the symbols S = {1, . . . , S}. The gadgets are scattered randomly
around a territory, and the DBS is hovering over them. The DBS’s floating altitude prevents
the links that link it to the ground devices from being accurately characterized using the
standard channel models. The given AtG model is employed in determining the LoS chance
of an AtG link between the DBS and the S gadget.

PA(hd, ded,s) =
1

1 + α exp
[
−β
(

arctan
(

hd
ded,s

)
− α
)] (1)

here the environment-based variables are α and β. Here ded,s =
√
(xd − xs)

2 + (yd − ys)
2,

where (xd, yd) and (xs, ys) are the horizontal positions of the DBS and the devices, cor-
respondingly, and correspondingly, represents the parallel distance among the k-th DBS
and the s-th device. The hd indicates the height of the DBS. The pathloss can therefore be
estimated by taking both LoS and non-LoS (NLoS) probability into account.
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The IoT devices consist of multiple DBSs linked between the devices, as shown in
Figure 1. Initially, it works with a system model and forms the problem.

PAL(hd, des) = 20 log
(√

h2
d + de2

d,s

)
+ AP(hd, ded,s) + B (2)

where fc is the carrier signal (in Hz), c is the speed of light, LoS and NLoS are the mean extra
losses depending on the propagation environment, and A = ηLoS and B = 20 log

(
4π fc

c

)
.

3.2. Two-Layer Optimizer Based on Pre-Trained VGG-19

In this work, the two-layer optimizer is used for optimizing the DBS placement issues.
It is based on the VGG-19 network. As shown in Figure 2, it essentially comprises two
layers: global search and local search. The Q-learning system automatically chooses
between local and global search based on the action taken. The following describes the
two-layer optimizer’s main phases.
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The two-layer optimizer has four phases, including initialization, transition, searching
execution, and terminate condition.

3.2.1. Initialization

The two-stage optimizer’s micro population, which consists of three particles, is
initialized during this stage. Based on the DBS problem’s search space, a random initial
location is assigned to each particle XP. Each particle also has a velocity value VE that is
randomly initialized and whose value falls within the same region as XP.

3.2.2. Transition

A Q-learning algorithm is incorporated at this stage to manage the transition from
global search to local search, and vice versa. As stated in [2], when the completed search
procedures were successful in improving search performances, the Q-table will be modified
with a reward of +1; otherwise, a punishment of −1 is applied.

3.2.3. Searching Execution

In this stage, the search process is carried out between local and global searches.
The following equations will be used to update and evolve the micro population of the
two-stage optimizer.

XPt+1
i = XPt

i + VEt+1
i (3)

VEt+1
i = w ∗VEt

i + c1 ∗ r1
(

pBesti − XPt
i
)
+ c2 ∗ r2

(
gBesti − XPt

i
)

(4)

where VEi denotes particle velocities, w denotes inertia, and XPt+1
i denotes time. i repre-

sents the new location of the currently active particle i. The social and cognitive acceleration
coefficients, c1 and c2, are the corresponding variables. The random variables in the range
of variables r1 and r2 are (0, 1). The micro swarm’s pBesti and gBesti values represent their
respective best positions attained locally and globally, respectively. The procedures of the
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global and local searches are similar, but whenever the optimizer runs a local search, just a
random subset of the evolving particle’s bins is modified.

3.2.4. Terminating Condition

The maximum allotted iterations must be verified at this stage. If it is met, the two-
stage optimizer stops and the best portion of the data obtained by the micro population
is released.

The two-layer optimizer based on pre-trained VGG19 is explained below.
A research group from Oxford University created the VGG-19 pre-trained network.

With the help of a dataset made up of millions of photos called the ImageNet challenge,
VGG-19 was trained. In essence, there are 25 layers that are cascaded. An image with a size
of 224 × 224 pixels was intended to be submitted to the input layer. The input image is
then sent to three cascading convolutional layers, each of which has 64 filters with a size
of 3 pixels. The nonlinearity of the VGG-19 is enhanced by applying a ReLU activation
function after each convolutional step.

relu(x) = max(x, 0) (5)

The result of the relu(x) function is then transferred to the max-pooling layer, wherein
x is the number of the pixel. The two-layer optimizer based on the pre-trained VGG-19
network is shown in Figure 3.
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3.3. Improving Device Coverage and Minimizing the Pathloss Using Non-Orthogonal Multiple
Access (NOMA)

In order to improve device coverage, this work uses multi-carrier NOMA with SWIPT.
It schedules the radio and power resources in the DBS system. It also minimizes the path
loss between multiple access of IoT devices.

In the downlink SWIPT-enabled MC-NOMA system under consideration, a base sta-
tion (BS) and K users are superposed on N sub-carriers using pattern division multiple
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access (PDMA) technology. One single antenna is supposed to be installed on the transmit-
ter and every receiver. Let us use the notation K for all user indices and N for all sub-carrier
indices to distinguish them from one another. The overall bandwidth B is equally split
into N subcarriers, and each subchannel’s bandwidth is indicated by Bc = B/N. According
to the orthogonal frequency division, it is presumed that there is no interference among
various subchannels.

The design concepts of PDMA equalize diversity at the reception side while un-
equalizing it at the transmitter side. It is more convenient to refer to the mapping of
the broadcast signal to a set of subcarriers as an N*K characteristic pattern matrix, or
QPDMAεNN∗K. The QPDMAqn,k = 1 in the n-th row and k-th column indicates that the
signal sent to the k-th devices is superposed on the n-th subcarrier (REn), in contrast to
qn,k = 0, which signals the opposite.

Q

PDMA(4,6)=

1 0 0
0 1 0
0 0 1

(6)

The transmission power allotted to the DEk on REn is designated as Pn,k. Consequently,
the signal that DEk received via REn can be represented as

yn,k = hn,k

qn,k

√
Pn,k, xn,k + ∑

j∈K
j/∈k

qn,j

√
Pn,j, xn,j

+ zn,k (7)

where hn,k = gn,kdβ
k denotes the small-scale fading and follows a Rayleigh distribution

with unit variance and dk represents the channel coefficients from the DBS to DEk via
REn. xn,k (xn,j) is the information symbol transferred from the BS to DEk (URj) through

subcarrier REn with unit energy E|
∣∣xn,k

∣∣2,E
∣∣|xn,j

∣∣2, and zn,k ∼ CN
(
0, σ2

n
)

is the additive
white Gaussian noise (AWGN) on REn. The dk signifies the large-scale fading. For ease of
notation, the channel coefficient is normalised as h̃n,k =

∣∣∣hn.k

∣∣∣2/σ2
n , which is then defined

as the channel-to-noise ratio (CNR).
In view of this, the signal-to-interference plus noise (SINR) of DEk on REn can be

expressed as

γn.k =
h̃n,kqn,kPn,k

1 + In,k
(8)

In actuality, the breakdown of the SIC procedure will result in outage if the SINR does
not satisfy the minimum SINR threshold. We need to meet the following needs to prevent
this outage:

γn,k ≥ γ, ∀n ∈ N, ∀k ∈ Nn (9)

In this circumstance, the DEk on REn available data rate can be expressed as

Rn,k = Bclog2(1 + γn,k) (10)

The data rate of a device grows as its corresponding signal power rises, according to
Shannon’s formula, if the network frequency and noise remain constant. The path loss that
the wireless channel experiences determines the received power at a ground device and
can be estimated as

POt·
s = POt

k − PAL(hd, ds)− PON (11)

where PON is the strength of the additive white Gaussian noise and POt
k is the transmission

power of the k-th DBS (AWGN). For all of the devices situated in a specific area, the AWGN
power will effectively remain the same. As a result, the effect of noise on choosing the ideal
D-RRH site will be minimal. To maintain flexibility, we consider PON = 0.
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Given a constant transmission power POt
k, the received power can be increased by

decreasing the distance-dependent pathloss between DBS and the devices. To reduce the
average pathloss of the devices, we optimize the positioning of the DBS in this area. The
optimization problem is defined as follows, considering that each device is linked to the
closest DBS:

minimize
∑D

D=1 ∑S
S=1 PAL(hd, des)

S
(12)

4. Experimental Result

We conducted in-depth Monte Carlo simulations to assess the execution of all the above
methods, and the finalized results have been generated by combining 1000 trials [1]. The
suburban, urban, dense urban, and high-rise urban environments are the four propagation
settings that are considered. In Table 1, the propagation parameters for each environment
are shown.

Table 1. Factors for propagation in various contexts.

Contexts α β ηLoS ηNLoS

Urban 9.72 0.15 1 20
Suburban 4.58 0.42 0.1 21

Dense Urban 12.07 0.11 1.5 23
High-Rise Urban 27.12 0.07 2.1 32

The proposed method uses three different scenarios with single DBS and multiple
DBS. The simulation environment for Scenario 1 is given in Table 2.

Table 2. Simulation parameters for Scenario 1.

Simulation Parameter Values

Area 1 Km2

Total number of devices used 10, 20, 30, 40, 50
Search agents 5, 25, 50, 75, 100

Total number of generations used 10, 50, 100, 200, 500
Carrier frequency 2.0 Ghz

Environments used Urban, Suburban, Dense Urban, High-Rise Urban

For evaluating the two-way optimizer with NO-MA methods, we examine three
scenarios. If a single DBS is floating above the gadgets in the first scenario, we assess the
degree to which the method minimizes average path loss while accounting for variables
like the quantity of gadgets, the amount of candidate solutions, the number of generations,
and the propagating environment. In the second and third scenarios, we assume that a
sizable number of DBS are orbiting a range of gadgets dispersed across a large area. We
assess the two-way optimizer with NOMA algorithms in the second scenario to minimize
the average path loss for different numbers of DBS and, in the third instance, to maximize
the coverage for other DBS.

4.1. Scenario 1: Average Pathloss Using a Single DBS

There are 10, 20, 30, 40, and 50 equally distributed grounded devices in this scenario,
which involves a single DBS suspending a group of gadgets over a 1 km2 area. The
population of search agents and the maximal production for every method are fixed at 10,
50, 100, 200, and 500, respectively. The simulation settings for the first scenario are listed in
brief in Table 2.

The proposed method TW-NOMA is compared to existing methods such as CS, GWO,
and PSO.

When 20 devices are deployed in an urban setting, and there are a maximum of
100 generations; Figure 4 displays the average pathloss owing to the number of search
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agents—specific features of CS, GWO, and PSO represent the most fantastic display. CS,
GWO, and PSO contain nearly no difference in performance, regardless of the number
of search personnel. On the other hand, the TW-NOMA and PSO techniques perform
differently depending on the number of search agents. The performance of TW-NOMA
improves with more search agents.
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The total path loss is displayed in Figure 5 as a percentage of the maximum cycles,
with a total of 25 searching agents and 20 gadgets, respectively, in an urban environment.
The method performs similarly after 100, 200, and 500 iterations, according to the findings.
The method performs worse if there are only 10 or 50 iterations, though. As additional
generations are used to match the goal more closely, this is to be assumed. The overall
quality of TW-NOMA is identical; however, CS and GWO performed the least well and the
second worst, accordingly.

4.2. Scenario 2: Average Pathloss Based on Multiple DBSs

In this case, many DBSs are used to provide connectivity as we assess the likelihood of
coverage over many devices spread out over a larger area. If a device’s observed path loss is
less than a certain threshold, it is regarded as being out of service is shown in Figure 6. The
region is 5 km2, there are 100 devices, and there are between 1 and 10 DBSs. Moreover, 90,
100, 110, and 120 dB are specified as the threshold values. Additionally, each method has a
population of 25 search agents and a maximum generation size of 100. Table 3 provides a
summary of the model parameters for the second scenario.

Figure 7a–d depicts the average pathloss as a function of the number of DBSs in differ-
ent contexts. In every instance, the average pathloss decreases as the number of DBSs rises.
This is to be expected because additional DBSs allow for closer deployment to the devices,
which lowers pathloss. The findings show that TW-NOMA performs the best generally,
whereas GWO performs worse overall. In all other circumstances, CS and PSO perform
similarly. The suburban and high-rise urban environments, which were also inferred from
the first scenario, have had the highest and lowest average pathlosses, respectively.
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Table 3. Simulation parameters used for Scenario 2.

Simulation Parameter Values

Area 5 Km2

Total number of devices used 100
Search agents 25

Total number of generations used 100
Carrier frequency 2.0 Ghz

Environments used Urban, Suburban, Dense Urban, High-Rise Urban
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4.3. Scenario 3: Probability Coverage Using Multiple DBSs

In this case, many DBSs are used to offer connections as we assess the likelihood of
coverage over many devices spread out over a larger area. If a device’s observed pathloss
is less than a certain threshold, it is regarded as being under coverage. The area is 5 km2,
there are 100 devices, and there are between 1 and 10 DBSs. Moreover, 90, 100, 110, and
120 dB are specified as the threshold values. Additionally, each method has a population of
25 search agents and a maximum generation size of 100. Table 4 provides a summary of the
model parameters for the third scenario.

Table 4. Simulation parameters used for Scenario 3.

Simulation Parameter Values

Area 5 Km2

Total number of devices used 100
Search agents 25

Thresholds 90, 100, 110, 120 dB
Number of generations 100

Carrier frequency 2.0 Ghz
Environments used Urban, Suburban, Dense Urban, High-Rise Urban

Figures 8–11 show the coverage probability owing to the number of DBSs for different
criteria. An increase in coverage as the number of DBSs increases is as expected because
more devices can be covered by the DBSs when they are dispersed over a larger region.
Lower threshold results correspond to reduced coverage probabilities in terms of the
threshold. This is to be expected because devices closer to DBSs will have pathloss that is
lower than the threshold. Overall, more DBSs are required to preserve a good coverage
probability when the threshold is set at 90 dB.

The proposed method also evaluates the accuracy level of the network performance
of DBSs using the number of devices. The proposed method achieves better performance
compared with other methods. Figure 12 shows the experimental results of accuracy.
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5. Conclusions

We explored the effectiveness of swarm intelligence approaches for optimizing the
DBS deployment, which was inspired by the development of NG-IoT and the constraints
associated with enormous connectivity. Based on a pre-trained VGG-19 model, the sug-
gested technique employs a two-layer optimizer to circumvent these problems. The non-
orthogonal multiple access (NOMA) protocol enhances network performance. Initially,
it uses a population of micro-swarms in a powerful two-layer optimizer. The process
then automatically creates a shallow model that is not too complex using a few VGG-19
convolutional filters. Finally, NOMA assigns radio and power resources to devices, which
improves network performance. The proposed TW-NOMA method improves network
coverage while minimizing pathloss between devices. These methods were specifically
assessed and contrasted to identify the best DBS sites while employing a variety of cri-
teria, including the number of search agents, the number of maximal generations, the
propagating environment, the number of devices, and the area size.

Future research could explore how swarm intelligence and NOMA could be used to
optimize other wireless communication systems, such as cellular networks, Wi-Fi hotspots,
or ad hoc networks.
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