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Abstract: In this work, we use a cointegration state space approach to estimate the quarterly series
of the Chilean Gross Domestic Product (GDP) in the period 1965-2009. First, the equation of Engle—
Granger is estimated using the data of the yearly GPD and some related variables, such as the
price of copper, the exports of goods and services, and the mining production index. The estimated
coefficients of this regression are then used to obtain a first estimation of the quarterly GDP series
with measurement errors. A state space model is then applied to improve the preliminary estimation
of the GDP with the main purpose of eliminating the maximum error of measurement such that the
sum of the three-month values coincide swith the yearly GDP. The results are then compared with
the traditional disaggregation methods. The resulting quarterly GDP series reflects the major events
of the historical Chilean economy.

Keywords: benchmarking; Engle-Granger equation; Kalman filter; state space models; GDP

MSC: 37M10; 62P20

1. Introduction

An important limitation in describing the Chilean economy is the unavailability of
a sufficient number of observations for estimating a reliable econometric model. Among
the economic variables, the gross domestic product (GDP) is one of the most important
indexes for describing the country’s economy. It constitutes the broadest measure of the
country’s economy, containing a wide range of constitutive factors representing different
areas of economic activity. It can be defined as the total value of products and services
produced by a nation in a specific period of time, usually a year or a quarter. The frequency
with which GDP is calculated is of particular interest since the low number of data (for
example, yearly) could cause serious problems in terms of the quality of quantitative anal-
ysis. However, for this variable, in Chile, there is no quarterly information before 1986
(only annual information is available), and there is not a formally recognized procedure
for reconstructing it. The Benchmarking or disaggregation methods allow disaggregating
or interpolating a low frequency to a higher frequency time series, while the sum remains
consistent with the low-frequency series. The most used disaggregation methods in the
literature for estimating the GDP of different countries have been proposed by [1-6]. In sum-
mary, a two-step procedure can be used to describe all these methods. First, a preliminary
high-frequency series is evaluated by using indicators with the same frequency. Second,
the differences between the preliminary low-frequency series and the observed series are
distributed among the high-frequency series. The resulting estimated high-frequency series
is obtained by the sum of the preliminary high-frequency series and distributed annual
residuals. While the methods of Denton [4] and Denton—Cholette [3] attempt to preserve the
movements by using a single indicator as their preliminary series (which is not necessarily
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correlated with the low-frequency series), Chow-Lin [2], Fernandez [5], and Litterman [6]
performed a Generalized Least Squares Regression (GLS) of the low-frequency series on the
high-frequency one for evaluating the preliminary series, which is obtained by the fitted
values of the GLS regression. In the second step, the distribution matrix of all temporal
disaggregation methods (except for the Denton—Cholette method) is a function of the
variance-covariance matrix, as shown in Table 2 of [7]. While Denton proposed to minimize
the squared absolute or relative deviations from a (differenced) indicator series, Denton—
Cholette introduced a modification of Denton’s original method, which removes spurious
transient movement at the beginning of the resulting series ([7,8]). Instead, Chow-Lin [2]
assumed that the high-frequency residuals follow a stationary autoregressive process of
order 1, AR(1), while Fernandez [5] and Litterman [6] suppose that the quarterly resid-
uals follow a nonstationary process where the residual term is an AR(1). In particular,
Fernandez s method is a special case of Litterman where the autoregression parameter
is equal to zero, and the high-frequency residuals follow a random walk process. Several
methods have been proposed for estimating the autoregressive parameter (denoted by p)
of the residuals in the Chow-Lin and Litterman methods. Chow and Lin (1971) proposed
an iterative procedure that infers the parameter from the observed autocorrelation of the
low-frequency residuals. Bournay and Laroque [9] suggested the maximization of the
likelihood of the GLS regression, and Barbone et al. [10] proposed the minimization of
the weighted residual sum of squares (RSS). Two variants of minimization of the residual
sum of squares of the Chow-Lin method have been proposed: one of these was originally
implemented in the software Ecotrim introduced by Barcellan et al. [1], which used the
correlation matrix instead of the variance-covariance matrix, and the other one in Matlab,
by Quilis [11], which multiplied the correlation matrix by a factor of 1/(1 — p?). All the
above methods are now implemented in the tempdisagg R package [7]. Further, some
works compare the above-mentioned methods using some traditional accuracy prediction
metrics, such as Root Mean Squared Error (RMSE), Absolute Mean Difference (MAD),
and Theil’s inequality coefficient (see, for example, [12-14]). In particular, Ajao et al. [14]
compared the results of disaggregating techniques (Denton, Denton-Cholette, Chow-Lin,
and Fernandez, and Litterman) for studying the Annual Gross Domestic Product (GDP)
for Nigeria in the period 1981-2012 using quarterly export and import as the indicator
variables. Some of these methods are also compared by Islaqm [12] for disaggregating the
yearly export of Bangladesh to quarterly export in the period 2004-2012. In [13], different
methods were used to disaggregate the annual series for personal consumption using the
quarterly disposable income as an indicator.

Extensions to a dynamic framework have been considered by Guay and Maurin [15-17].
In particular, [16] extended the Chow-Lin procedure to flexible dynamic setting taking into
account seasonality or calendar effects. Reference [15] presented a temporal disaggregation
technique concerning the extension from static to dynamic autoregressive distributed lag re-
gressions in a state-space framework with application to the Italian quarterly accounts. In [17],
a state space approach is proposed for the temporal disaggregation problem by considering
dynamic regression models with a particular concentration on the exact initialization of the
different models. A set of annual series and the corresponding quarterly indicators, available
by the Italian National Statistical Institute, Istat, are considered for real case studies. A dif-
ferent approach based on a two-step procedure (cointegration and state space regression)
has been proposed by [18] for estimating the Brazilian GDP quarterly series in the period
between 1960 and 1996. A different type of two-step procedure based on regression and
Benchmarking has been proposed by [19] for the temporal disaggregation of quarterly GDP,
and a novel sparse temporal-disaggregation procedure with an application to the UK gross
domestic product data has been introduced by [20].

GPD is important because it represents an image of how a country’s finances are doing
and which areas are growing or shrinking. The growth of the PIB, which compares one
quarter or one year with another, provides a reference to know if the economic situation is
improving or worsening. PIB may be affected by many factors, such as public spending,
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trade, foreign investment, and productivity, and is a good financial indicator. When the
PIB of a country grows, it means that its economy is prosperous. Companies are more
profitable, they hire more people, and the investors will want to invest in the companies
of the country. On the contrary, when the gross domestic product of a nation decreases, it
means that its economy is experiencing a slowdown. The economic slowdown translates
into less hiring of personnel, thus increases the unemployment rate. In addition, the profits
of many companies decrease, so the distribution of dividends and the prices of their shares
can also fall. The availability of official information produced by the state covers from 1940
to the present. The systematic construction of national accounts begins in CORFO (1957),
which represents series prior to 1940-1954. This is followed by the accounts prepared by
the Planning Office (ODEPLAN), which basically cover the decade of the nineteen-sixties.
Finally, to this day;, it is the Central Bank of Chile that is in charge of this task. The Central
Bank of Chile has calculated the national accounts using 1977, 1986, 1996, and 2003 as base
years [21]).

The main objective of this work is to propose a methodology for the estimation of
Chilean quarterly GDP from 1965 to 2009. The procedure consists of an initial estimate of the
quarterly GDP, which is obtained through the static Engle-Granger equation (see [22,23])
or cointegration analysis using the annual GDP data and variables related to GDP. The
estimated coefficients of this regression are used to construct a quarterly equation between
GDP and related variables by interpolating the estimated coefficients with the quarterly data
of the aforementioned variables. This equation produces a first estimate of the quarterly
GDP, called dirty GDP, due to the presence of errors. The second stage is to improve
the estimates by minimizing the measurement errors and considering that the estimated
measurements should be consistent with the annual GDP calculated by the Central Bank
of Chile; that is, the sum of the quarterly estimates should be equal to the total annual
GDP. The process of harmonization of quarterly and annual estimates is known, in the
literature, as Benchmarking, and in this paper, it is addressed using the state space approach
(see [24,25]). Important economical Chilean variables, such as the monetary aggregate,
the price of copper, the terms of trade, the exports of goods and services and the mining
production index, are used in the model to improve the estimation of the quarterly data.
The application of the proposed method for reconstructing the quarterly Chilean GDP
series constitutes a new contribution, which could be helpful to better understand the
history of the Chilean economy additionally to the possibility of applying econometric
models for predicting its future behavior. In summary, the main contributions of this work
can be described as follows.

*  Our proposal allows the introduction of a new method that is comparable with other
methods used in other countries. Nowadays, there is no official method in Chile for
reconstructing high-frequency series from low-frequency data.

*  The proposed method allows the reconstruction of the GDP series in a critical historical
period of Chile and better interpretation of the behavior of the economy of this country.
In the new version of the paper, we have included a historical note of the period
under study.

e  Different from the traditional methods that are used for forward interpolation, the
proposed method allows the reconstruction of high-frequency time series backward,
which is very important for interpreting the economical situation of Chile. Further,
this method could be applied to interprete economic variables of other countries in
the world.

e  From the methodological point of view, the state space approach for Benchmarking
allows the elimination of measurement errors and assumptions such that the sum of
the three-month values coincides with the yearly GDP.

The article is organized as follows: Section 2 briefly analyzes the methods used for
the estimation of the quarterly GDP; Section 3 shows the results obtained by the estimated
models. Finally, a discussion and conclusions are presented in Sections 4 and 5, respectively.
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2. Materials and Methods
2.1. Engle-Granger Cointegration Analysis

Cointegration analysis is a frequently used technique in the study of time series.
The concept of cointegration was introduced by Granger and subsequently studied in
depth in [22,23]. This technique emerges as a procedure that allows the discrimination
between real relationships and spurious relationships between variables. A spurious
regression arises when we try to relate two variables when there is no type of cause-effect
relationship through regression, and it is erroneously concluded, after regression, that
such a relationship exists. According to what is stated in [26], one of the characteristics
of spurious relations consists of having a very high coefficient of determination and a
Durbin-Watson statistic close to zero.

From an econometric point of view, two or more time series with integration order
I(1) are cointegrated if there exists a linear combination of those series that has a lower
order of integration, that is, I(0). From an economic point of view, cointegration can be
seen as a long-term equilibrium relationship between variables, such that these variables
can deviate from the equilibrium situation in the short term, but with time, they will return
to equilibrium. Another definition from the economic point of view says that two or more
series are cointegrated if they move together over time and the differences between them
are stable, i.e,, stationary, even when each series is not stationary. The differences (or error
term) in the cointegration equation are interpreted as the imbalance error for each particular
point in time.

2.2. Benchmarking Method

According to [27], the concept of Benchmarking can be seen as a special form of signal
extraction, which occurs when two (or more) data sources are available for the same target
variable, which have different temporal frequencies, for example, monthly vs. annual,
monthly vs. quarterly, annual vs. quarterly, etc. Generally, the two data sources do not
correspond; for example, the quarterly sums of the measurements of a variable are not
equal to the corresponding annual measure. Moreover, one of the data sources is more
accurate than the other: the least frequent it is usually the more accurate since it is normally
originated by censuses, which are hypothetically assumed free of sampling errors. The
most reliable source is considered a Benchmark (comparative framework).

More specifically, Benchmarking is the process of trying to fit the most frequent series
to the Benchmark. This is performed by decomposing the series into its structural elements:
trend, seasonality, cycle, irregularities, and measurement errors, where the sum of these
elements excludes the error.

According to [18], there are two main methods for applying Benchmarking to a time
series: a purely numerical approach and a statistical method. The numerical approach
covers the family of methods based on the minimization of a squared sum proposed by [4],
and the statistical method, in turn, may be based on ARIMA processes such as those
described by [28], the state space models proposed by [27], or the models that use a group
of regressions, such as [29].

2.3. Methodological Procedure
2.3.1. First Stage: Analysis of Cointegration and Obtaining Dirty GDP

An initial estimate of the quarterly GDP is obtained through the static Engle-Granger
equation or cointegration analysis using the data of annual GDP and variables related to
GDP. Then, the estimated coefficients of the cointegrated model are used to interpolate the
quarterly data, thus obtaining what is known as dirty GDP. The related variables to be used
are: the monetary aggregate, the price of copper, the terms of trade, the exports of goods
and services, and the mining production index. All these variables are available on the web
page of the Central Bank of Chile (https://www.bcentral.cl (accessed on 14 October 2022))
on an annual and quarterly basis. Specifically, the calculation of dirty quarterly GDP is
based on the estimation of a regression of GDP against the aforementioned series, with
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annual frequency expressed in base 1986 indices in order to obtain long-term coefficients
that relate to the variables. After having estimated the cointegration vector by Ordinary
Least Squares (OLS), we form a linear combination using the quarterly frequency series in
order to obtain the interpolated series of the quarterly GDP. The estimated quarterly series
are linked and compared to the series of the Central Bank of Chile, producing the dirty
GDP series, which is refined in the second half of the procedure.

Prior to 1986, GDP data were only available on the annual frequency, which explains
why the estimate was made on this frequency. It is of great importance that the estimated
dirty GDP series incorporate the components present in the original series of GDP obtained
by the Central Bank of Chile after 1986 and respect the annual information between 1965
and 2009 of the original series of GDP.

Therefore, dirty GDP is the first approximation of the quarterly GDP that recovers the
lack of data prior to 1986 and that has a seasonal pattern thereafter that is identical to the
series of the Central Bank of Chile.

2.3.2. Second Stage: State Space Models by Benchmarking and Obtaining Clean GDP

The state space approach provides a unified methodology for studying a wide variety
of problems in time series. For example, by means of this approach, it is possible to model
the behavior of the different components of a series separately and immediately combine
these sub-models by obtaining a single model for the series of interest. In this context, the
state space models are called Structural Models (see, for example, [24,25]). The state space
models are formed by two types of variables: the non-observable variables of the state,
which determine the movement of the system in time, and the observations of the series.

In general situations, the Gaussian general model of state space is defined by:

yr = Zwi+e€, €~ N(0, Hy),
app1 = Twve +Reme, 1: ~N(0,Qy), t=1,...,1,
with nq ~ N(al,Pl) 1

where y; is a p x 1 vector of observations; a; is an unobserved vector of dimension m x 1
called state vector; and the terms of independent perturbations, €; and #; are serially
independent assumptions independent of each other at all times.

Matrices Z;, T;, Ry, Hy, and Q;, with the appropriate dimensions, are constants, and
they are called arrays of the system, assumed as known. In practice, some or all of
these matrices depend on a vector of unknown hyperparameters 1, whose estimation
is described, for example, in [24,25]. It is assumed that R; is a subset of columns of
I;n, where I, is the identity matrix of order m; R; is called the selection matrix, which
chooses the lines in the state equation that have non-null perturbations. The estimation
of model (1) is performed by the Kalman filter in combination with maximum likelihood.
The Kalman filter is a recursive algorithm that allows the updating of the knowledge of
the system every time a new observation arrives and allows the calculation of the optimal
estimator of the state vector based on the available information up to time . It can be
obtained through the application of existing results in the multivariate regression theory
with Gaussian perturbations (see [24,25]). Some applications using the Kalman filter can be
found in [30,31]. State space models by Benchmarking have been studied to some extent
by [27]. One of these state space formulations was successively revised by [24].

This work presents a probabilistic version equivalent to the model of [27] as described
in [18]. By denoting y; the dirty quarterly GDP (theoretically with measurement errors)
and x; the quarterly GDP of the Central Bank of Chile (theoretically free of measurement
errors). The state vector, according to the formulation of [27] is given by:

/
ar = ["l/lt, cee M3, Yt s Yt-3,€t, -+ -, €13, ut]
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where i is the local level, ; is the stochastic seasonal component, ¢; is the irregular
component, and u; is the measurement error associated with dirty GDP, which assumes a
stationary model AR(1) with unit variance.

The matrix Z; is defined as

Z=[1 00010001000 1]

if t is not a multiple of four, and
7 1 0001 0O0O0OT1O0O0TG0T1
711 111111111111
if t is a multiple of four.
On the other hand, matrix H; is null for every t. The other matrixes associated to the
state vector are invariant in time. Note that, given the formulation of the state space, the
coherence between clean GDP (defined as y; = y; — u;) and annual GDP, the Central Bank

of Chile always occurs in multiples of four periods.

3. Results
3.1. The Dirty GDP

The results of the initial estimate of the quarterly GDP, obtained through the static
Engle-Granger equation and associated with the first stage of the methodology, are reported
in Table 1. The series of GDP of the Central Bank of Chile expressed in the index with an
annual frequency with base 1986 corresponds to the dependent variable. The independent
variables correspond to a linear trend term (TT), the logarithm of the monetary aggregate
(L(AM)), the price of copper (PC), the logarithm of the terms of trade (L(TIR)), the logarithm
of exports of goods and services (L(EBS)), and the mining production index (IPM). The
adjusted coefficient of determination R? and the Durbin-Watson statistic is also reported.
Note that the inclusion of the term trend component in the cointegrating regression is
theoretically justified by [32,33]. Further, an example is given by [34].

Table 1. Results of the Engle-Granger procedure between annual GDP and variables related to GDP.

Variable Coef. Std. Error t-Stat. Prob.
TT 0.0335 0.0028 11.797 0.00
L(AM) —0.0829 0.0083 —9.9362 0.00
PC 0.0790 0.0137 5.7490 0.00
L(TIR) —0.3395 0.0539 —6.2986 0.00
L(EBS) 0.5950 0.0612 9,7139 0.00
IPM 0.2397 0.0568 4.2145 0.00
R—squared 0.9942 Mean dep. var 1.54
Ad. R—squared 0.9935 S.D. dep. var 0.88

S.E. of reg. 0.0712 AIC —2.32

Sum sq. resid 0.1960 BIC —2.08
Log Lik. 58.228 DW 1.76

In the estimation of the cointegrating regression in Table 1, we did not consider the
intercept since it resulted in a non-significant preliminary analysis.

It is clearly observed in Table 1 that all the coefficients are significant, and the signs
are those expected for the related variables. We estimate a relationship between annual
GDP and variables that explain its behavior. We choose the model that best estimates GDP,
eliminating non-significant coefficients. On the other hand, there is a high coefficient of
determination that indicates the good fit of the model, in addition to a Durbin-Watson
statistic (DW), which indicates independence in the residues, making it possible to ensure
that there is no spurious regression.
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In Table 2, trend, drift, and none denote the augmented Dickey—Fuller tests applied to
regression with intercept and trend, intercept, and no deterministic parameters, respectively.
The critical values are —3.50, —2.93, and —1.95, respectively. For series without differences,
the unit root null hypothesis cannot be rejected at conventional significance levels in any
case. However, the unit root null can be rejected at the 0.05 level for the first differences.
Since the series given in the study are integrated in order one, the Engle-Granger two-stage
estimation method can be applied.

Table 2. Augmented Dickey-Fuller test (ADF) for time series.

Without Differences First Difference
Trend Drift None Trend Drift None
PIB —-1597  1.084 2.330 —4.027  —3.399 —2567
LN(AM) —1.154 —2.484 2.543 —7.322 —6.337 —2.477
PC —3.261 —2.730 —0.750 —4.313 —4.215 —4.260
Ln(TIR) —2.543 —2.290 1.524 —4.764 —4.824 —4.863
Ln(EBS) —2.338 —0.208 —0.674 —5.555 —4.085 —5.475
IPM —1.047  1.090 0.715 —4.834 —5.049 —4.006

In Table 3 we present the unit root test of Dickey—Fuller increased for the residues
of the model, we reject the null hypothesis of non-cointegration and conclude that the
residues are cointegrated of order I(0). We perform the ADF method trying to find out
if the trend or intercept are also statistically significant. Each of these coefficients has a
significance level of 5%.

Table 3. Augmented Dickey-Fuller test (ADF) for residuals.

Residuals
Trend Intercept None
Critical values —5.76 —5.83 —5.91
test-statistic —6.4789 —6.895 —7.018

By using the estimated coefficients of Table 1 for interpolating the quarterly series, we
obtain an estimate of the GDP. This series should be related to the series of quarterly GDP
of the Central Bank of Chile from 1986, and it is considered a first approximation of the
Chilean quarterly GDP, called dirty GDP. Figure 1 shows the dirty GDP series.

Clearly, the estimated dirty GDP incorporates the components present in the quarterly
series of Chilean GDP after 1986 as well as the cyclical dynamics of that period. It also
respects the annual information between 1965 and 2009 of the original series of GDP.

3.2. Estimation of the Clean GDP

It is preceded to estimate the clean GDP by the model of state space by Benchmarking.
To avoid the heteroscedasticity problem, a dirty GDP transformation is performed assuming
that the variance of the error is proportional to the square of the export of goods and services
(EBS), thus successfully capturing the inconsistency of the variance.

Using the programming language OXx, clean GDP estimation is performed using the
STAMP package of [35] and the SsfPack package of [36] that uses the approximation BFGS
method for the maximization process.

Table 4 and Figure 2 show the statistical summary of the estimated variances and the
components referring to the estimation of the state space by the Benchmarking model for
the normalized dirty GDP series, in addition to the verification of model assumptions.
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Table 4. Information about the estimated model of state space by Benchmarking.

Log-Likelihood 288.559
Level Variance o7 0.00053860
Seasonality variance 2, 0.00011113
Irregularity variance o 0.0075303
Measurement Error Variance o2 0.00047772
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Figure 2. Estimations of the components of the model.
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Changes are confirmed over time in Figure 2, indicating movements of both growth
and decrease for certain periods of time (see trend). On the other hand, it can be seen that
the peaks relative to the quarters do not remain constant over time (see seasonality).

3.3. Standardized Residuals Analysis

In order to test the independence of the residuals of the proposed model, some
graphical and specification tests have been implemented. In particular, we considered
the QQ-plot, the autocorrelation function total (ACF) and partial (PACF), the spectral
density and the histogram for the graphical tests, and the Durbin—-Watson, Ljung—-Box and
Jarque-Bera for the specification ones.

Figure 3 shows the graphical analysis of the standardized residuals. From the autocor-
relation functions (ACF and PACF), we can conclude that the residuals are independent,
and from the histogram and QQ-plot, we can observe a slight asymmetry in the distribution.
Table 5 confirms the latter results with more formal statistical tests.

Table 5. Diagnostic test of standardized residuals: Ljung—Box Test; Jarque—Bera Test; Dickey—Fuller
Test; and F Test of Heteroscedasticity.

Ljung—Box Test 5.982 (0.201)
Jarque-Bera Test 154.325 (2.2 x10719)
Dickey-Fuller Test —7.232(0.01)
F Test of Heteroscedasticity 0.584

: - 1r
—Standardized Residuals |- ACF - Standardized Residuals |

0 _I_._._._._.-_l.l___l_.J..la.._..-.-__.__; ol

L I 1 L 1 1 1 L 1 1 1 L I 1 1 i
0 10 20 30
Spectral density

0 10 20 30 0.0 0.3 1.0

Histogram QQ plot
25 _|—Standard\zed Residuals x normall
04
0.0
02
25F
o 1 1 1

-2 -1 0 1 2

Figure 3. Standardized residuals analysis: standardized residuals (upper left); ACF (upper right);
PACF (middle left); spectral density (middle right); histogram with the normal distribution over-
lapped (bottom left); and the QQ-plot respect the normal distribution (bottom right).

When observing the statistical tests, it can be concluded that the assumptions of
homoscedasticity, independence, and stationarity of the residuals in the estimated model
are met. As expected, the Jarque—Bera Test rejects the null hypothesis of normality.
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3.4. The Clean GDP

Finally, in order to obtain the estimated clean GDP, we multiplied the estimation of the
model of state space by Benchmarking with the macroeconomic variables that standardized
the dirty GDP.

In Figure 4, a comparison of the clean GDP with the dirty GDP and quarterly GDP
(calculated by the Central Bank of Chile after 1986) is shown.

o |

—

[{=]

it

-t

e

o |

= - GRPD
— Dirty GPD
— Clean GPD

T T T T T
1970 1980 1990 2000 20110

Figure 4. Real, dirty, and clean GDP.

From Figure 4, it is clearly observed that dirty quarterly GDP presents an overes-
timation in the period 1981-1986 that does not represent the annual GDP characteristic
calculated by the Central Bank of Chile. This allows the proposed procedure to correct the
quarterly operation and the measurement error by harmonizing the annual and quarterly
GDP estimates. Thus, clean GDP incorporates the seasonal component in the quarterly
series and respects the annual information of the series submitted by the Central Bank
of Chile.

We think that the clean GDP represented in Figure 4 reflects the real history of the
Chilean economy, characterized by different types of economic models (from socialist to
liberalism). The socialist government antecedent to the Chilean coup (from 1970 to 1973)
was characterized by a growing political polarization in society and a severe economic
crisis reaching an inflation rate of around 600% and a reduction in GDP. At the same time,
a drop in the price of copper in the international market affected the Chilean economy
even more, given that copper exports constituted 80% of the total GDP. The economic
crisis lasted until 1985, the year in which economic recovery recommenced thanks to some
measures of economic policy (focused on economic liberalism), consisting of the reduction
in spending in the public sector, privatization of banks and companies, and a devaluation
of the national currency against the dollar with a consequent increase in exports. However,
these measures initially resulted in greater inequality in the population increasing, and the
economical situation improved significantly after the dictatorship that ended in 1990. This
increase is clearly represented by the real and clean GDP in Figure 4. The level of exports
and the price of copper played important roles in the Chilean economy, thus justifying the
use of these covariates in the proposed model.

In Table 6, we compare the proposed method based on the two-step cointegration
and space-time approach (Cointegration-SS) with those of the traditional disaggregation
techniques using the R package tempdisagg [7]. In particular, we considered the Denton
methods Denton [4] and Denton-Cholette [3]), and the generalized least squares (GLS)
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methods using different approaches for the parameter estimation: the maximum likelihood
estimation for the Chow-Lin [2] and Litterman [6] methods, denoted by Chow-1in-maxlog
and litterman-maxlog, respectively; the ecotrim [1] and the Quilis [11] proposals for the
minimization of the residual sum of squares (RSS) for the Chow-Lin method, denoted
by Chow-lin-minrss-ecotrim and Chow-lin-minrss-quilis respectively; the parame-
ter estimation considering p fixed for Chow-Lin and Litterman methods, denoted by
Chow-1lin-fixed and Litterman-fixed, respectively; the minimization of RSS for the Lit-
terman [6] method, denoted by Chow-1lin-minrss and litterman-maxlog; and Fernandez
approach [5]. The above methods are normally considered for comparison in the liter-
ature (see, for example, [12-14]) and utilized in the official statistics by some European
countries [37].

Table 6. Goodness of fit indexes for the quarterly series from 1986 onward for different disaggregation
methods.

Methods MAPE MAE RMSE BIAS MSE

Cointegration-SS 0.03747975 0.02135661 0.02636679 0.02051961 0.0006952078
Denton 0.03821658 0.02147973 0.02541873 0.02080548 0.000646112
Denton-Cholette 0.03821658 0.02147973 0.02541873 0.02080548 0.000646112
Chow-lin-maxlog 0.03821645 0.02147971 0.02542294 0.02080548 0.0006463258

Chow-lin-minrss-ecotrim 0.0382112 0.02147881 0.0255776 0.02080548 0.0006542134
Chow-lin-minrss-quilis 0.03821645 0.02147881 0.02542294 0.02080548 0.0006463258

Chow-lin-fixed 0.03838849 0.02188879 0.02837915 0.02080548 0.0008053761
Litterman-maxlog 0.03826077 0.02149939 0.02549879 0.02080548 0.0006501883
Litterman-minrss 0.03826106 0.02149959 0.02553363 0.02080548 0.0006519662
Litterman-fixed 0.03824738 0.02149317 0.02544667 0.02080548 0.0006475331
Fernandez 0.03821658 0.02147973 0.02541873 0.02080548 0.000646112

Table 6 shows that the performance is very similar for the different methods. However,
the results for the proposed Cointegration-SS method are slightly better than all other
disaggregation techniques in terms of MAPE, MAE, and BIAS.

Figure 5 compares the real PIB with the predictions obtained by the Cointegration-5S
and the Denton—Cholette methods. Although both methods slightly underestimate the true
behavior of PIB (especially in the last years), the Cointegration-SS method seems to follow
the real variation in the economy differently from the Denton—Cholette method, which
shows smoother behavior.
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Figure 5. Real PIB and PIB predictions using the Cointegration-SS and the Denton—Cholette methods.
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4. Discussion

The importance of reconstructing the quarterly GDP series for periods before 1986
arises from the need to cover a longer period in empirical studies of the history of the
Chilean economy and the need to use a sufficient number of data that allow a reliable
estimation of econometric models.

The results have shown a fairly satisfactory performance of the proposed model using
the diagnosis of residuals and the comparative study with other methods. The cleaning of
the estimated GDP with state space models by Benchmarking corrected the measurement
error with respect to dirty GDP. Therefore, the resulting estimate is consistent with the
annual GDP and provides an attractive estimation method. With reference to the historical
context, the estimated clean GDP reflected the important events of the Chilean economy.

Some of the limitations of our proposal could inherit structures that are potentially
embedded in the set of other components of the state vector, given by the first-order serial
correlation coefficient of the estimated measurement error close to one. In other words, the
estimated model without heteroskedasticity treatment yields practically the same clean
GDP series without finding differences with the dirty GDP. However, the state space models
by Benchmarking applied to the dirty GDP series, through the use of the Kalman filter,
have proven to be robust to this type of violation of the basic assumptions. Secondly,
there could be a systematic overestimation of the dirty GDP compared to the clean GDP,
given the measurement errors of the dirty GDP. However, the clean GDP estimated with
Benchmarking corrects, to the maximum, measurements error found in the dirty GDP.

Indeed, the data series may contain autocorrelation and other human-made patterns.
Therefore, our proposal allows us to consider covariates that could influence the behavior
of GDP and, in the second stage, to eliminate measurement errors and violation of assump-
tions, such as heteroskedasticity. Specifically, the state space models by Benchmarking try
to adjust the series with the highest frequency by decomposing the series into its structural
elements of trend, seasonality, cycle, irregularities, and measurement errors, where the sum
of these elements excludes the error with the main purpose of eliminating the maximum
error of measurement such that the sum of the three-month values coincides with the
yearly GDP. Consequently, they are consistent with the annual GDP of Chile and, therefore,
provide estimates with an additional attractive factor when compared with other proposed
methodologies given in Table 6.

Finally, in this work, we could not compare our results with those of other works since,
nowadays, there are no applications of disaggregating methods to the Chilean GDP. We
think that this could be a benchmark work for the validation of new methods in the future.

5. Conclusions

In this work, we propose a methodology for estimating the quarterly Chilean GDP in
the period 1965-2009 by incorporating Chilean economical variables. The results are then
compared with the traditional disaggregation methods. Two important contributions are
presented in this work: (i) the proposal of a method for reconstructing the quarterly Chilean
GDP using important economic variables that can help to interpret the behavior of the
Chilean economy. (ii) The use of a state space approach by Benchmarking that eliminates
measurement errors and violation of assumptions, such that the sum of the quarterly series
coincides with the yearly series.

Further, the proposed methodology could be applied for the estimation of other impor-
tant indicators of the Chilean economy, such as the unemployment rate, for which quarterly
data are available on the Chilean Central Bank web page, but it presents some discontinuities.

However, some further developments could be considered in future works, such as
the extension of the model to a multivariate framework, which could provide greater
accuracy and reliability to the quarterly GDP, additionally the use of the proposed model
for predicting future values of the quarterly GDP. Further, an estimate of the Chilean
quarterly GPD could also be made using Benchmarking models for other mentioned
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methods, involving models based on ARIMA processes [28] and models that use a group
of regressions, such as [29].
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