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Abstract: As more genetic information becomes available, such as DNA methylation levels, it becomes
increasingly important to have techniques to analyze such data in the context of cancers such as anal
and cervical carcinomas. In this paper, we present an algorithm that differentiates between healthy
control patients and individuals with anal and cervical carcinoma, using as an input DNA methylation
data. The algorithm used a combination of ridge regression and neural networks for the classification
task, achieving high accuracy, sensitivity and specificity. The relationship between methylation levels
and carcinoma could in principle be rather complex, particularly given that a large number of CpGs
could be involved. Therefore, nonlinear techniques (machine learning) were used. Machine learning
techniques (nonlinear) can be used to model linear processes, but the opposite (linear techniques
simulating nonlinear models) would not likely generate accurate forecasts. The feature selection
process is carried out using a combination of prefiltering, ridge regression and nonlinear modeling
(artificial neural networks). The model selected 13 CpGs from a total of 450,000 CpGs available per
patient with 171 patients in total. The model was also tested for robustness and compared to other
more complex models that generated less precise classifications. The model obtained (testing dataset)
an accuracy, sensitivity and specificity of 97.69%, 95.02% and 98.26%, respectively. The reduction of
the dimensionality of the data, from 450,000 to 13 CpGs per patient, likely also reduced the likelihood
of overfitting, which is a very substantial risk in this type of modelling. All 13 CpGs individually
generated classification forecasts less accurate than the proposed model.
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1. Introduction and Literature Review

Some recent articles, such as Deshmukh et al. [1], have estimated that the incidence of
anal carcinoma is increasing at 2.7% per year. They also estimated a similar trend for mortality.
Similar results were found by Eng et al. [2]. They estimated a 3.1% increase in the mortality
rate. Anal and cervical carcinomas are not yet well understood [3–5]. Articles, such as Melbye
and Sprogel [6] and Rabkin et al. [7], have mentioned that anal and cervical cancers have
common risk factors and other similarities. Parallels between these two illnesses have been
mentioned in the existing literature for decades [8–10]. There is increasing research pointing to
a link between anal and cervical carcinomas and the human papillomavirus (HPV) with causal
relationship or a strong link mentioned in several articles, such as Darrangh and Winkler [11],
Franceschi and De Vuyst [12], Škamperle et al. [13] and Ryan et al. [14]. De Sanjose et al. [15]
mentions that HPV has been established as a “central and necessary cause of cervical cancer”.
Immunosuppressed patients, such as HIV patients, have a higher likelihood of developing
this type of cancer [16]. Cancer is in fact a common comorbidity in HIV patients [17–19].

Varnani et al. [20] found a sensitivity and specificity of 93.6% and 80.0%, respectively,
in a histological analysis of biopsies of suspected anal carcinoma patients. Van der Zee
et al. [21] found a similar specificity (79%) when modeling the risk of anal carcinoma in
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HIV-positive patients using as an input DNA methylation data. Other authors have found
similar results [22,23].

Alterations of DNA methylation in anal carcinoma have been mentioned in several
articles, such as Zhang et al. [24]. The authors of this paper concluded that aberrant methy-
lation is frequent in anal carcinomas. Some articles, such as Siegel et al. [25], have studied
changes in methylation levels in both cervical and anal carcinomas, finding also changes in
the methylation patterns. Machine learning techniques [26] are an increasingly important
tool in many non-medical [27,28] and medical research areas [29–31], and cancer research
in no exception [32–34]. Some authors, such as Cuocolo et al. [35], have mentioned that
machine learning “could become an essential part of. . . oncological screening”. Other authors
such as Forsch et al. [36] and Kourou et al. [37] have concluded similarly. There are some
interesting articles applying machine learning techniques in the context of carcinomas. For
instance, Huang et al. [38] used deep neural networks applied to DNA methylation data
aiming to predict outcomes for patients. Nartowt et al. [39] applied an artificial neural network
approach for scoring colorectal cancer using self-reported personal health data, achieving a
sensitivity and specificity of 57% and 89%, respectively. Methylation data have been used
in the analysis of other cancers, such as lung carcinomas (Marchevsky [40], Ligor et al. [41]),
glioblastoma (Calabrese et al. [42]), endometrial cancer (Pergialiotis et al. [43]) and gastric
cancer (Zhang et al. [44]). Lin et al. [45] used a LASSO approach, which is a special case
of ridge regression, in the analysis of the relationship between the expression of m6A RNA
methylation and hepatocellular carcinoma prognosis. Butcher and Beck [46] also used a
LASSO approach in the context of colon cancer (but no machine learning techniques such
as neural networks). Zhong et al. [47] also used the LASSO approach and concluded that
this approach with linear regression models has limited prediction power. Cancer screening
methods for anal carcinoma (e.g., occult blood test) and cervical carcinoma (e.g., pap smear)
are well established. Methylation changes might be able to be detected (but this would need
to be tested by further experimental data) before there is occult blood. It can also potentially
be used for targeted medicine, i.e., DNA methylation profiles can potentially be used to try to
assign more suitable treatment options, according to their methylation profile, to patients.

There are several articles in the existing literature highlighting the applicability of arti-
ficial neural networks in the context of nonlinear processes. For example, Zhang et al. [48]
applied this technique to nonlinear time series. Liu et al. [49] proposed a multilevel
artificial neural network nonlinear equalizer for millimiter-wave mobile fronthaul sys-
tems. There are also several papers related to nonlinear control processes, see for instance
Cong et al. [50].

There are other ways to carry out this type of analysis. For instance, it is possible to
use logistic regression [51] instead of artificial neural networks. There are advantages and
disadvantages of using these techniques. Tu [52] mentioned that one of the main advan-
tages of artificial neural networks is their ability to implicitly detect complex nonlinear
relationships as well as the ability to detect all possible combinations between predictor
variables. One of the disadvantages mentioned by Tu when comparing artificial neural
networks and logistic regression was the black box behavior of artificial neural networks
with some of the models created being potentially very complex and difficult to interpret.

Objectives

The main objective of this paper is to distinguish between healthy control patients and
patients with anal or cervical carcinoma using DNA methylation data and an algorithm
combining ridge regression with nonlinear techniques, such as artificial neural networks.

2. Materials and Methods
2.1. Data

The data were obtained from the GEO database with accession code GSE 186859
(publicly available), containing 171 samples of genomic DNA, of which 152 are anal and
cervical carcinomas as well as pre-tumours (AIN3 with 13 cases and CIN3 with 9 cases),
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and the rest are control healthy patients. The dataset consists of 28 cervical samples and 143
anal samples. The data were obtained using the standard illumina protocol, and the chips
were scanned on a HiScanSQ System. The researchers that collected the data preprocessed
it by performing background correction and normalization using the minfi Bioconductor
software in R. Given the relatively low number of pre-tumor cases, the tumor and pre-
tumor cases were combined into a single category, which assumes that pre-tumors and
tumors have altered DNA methylation levels compared to a healthy individual. There are
approximately 450,000 CpGs per patient.

2.2. Notation

The CpG methylation data (X) are represented (Equation (1)) in a matrix form [53]:

X =


x11 x12 x13 · · · x1n

x21 x22 x23 · · · x2n
...

...
...

...
xm1 xm2 xm3 · · · xmn

 (1)

Each column represents the methylation data for a given patient, with each row
representing the same CpG across different patients. The methylation level is a percentage
value expressed as a number ranging from 0 (not methylated) to 1 (fully methylated). As an
example of this nomenclature, X21 represents the methylation data for patient 1 in CpG 2.
It is also convenient to have a vector (Equation (2)) distinguishing between control and
patients (Yi = {0, 1}).

Y = {y1, y2, . . . , yn} (2)

2.3. Preliminary Filtering

As usual in nonlinear models, the data need to be divided into a training and a
testing dataset. The testing dataset contains approximately 20% of the total data. Fur-
thermore, 10% of the data (training dataset) were used as validation data. We carried out
cross-validation 10 times. There are several interesting papers covering validation, see for
instance [54,55]. The testing dataset was not used during the training phase. The reported
measures, such as accuracy, sensitivity and specificity, are those obtained in the testing
dataset (unused duting the trainign phase). A preliminary step consists in filtering each
CpG (Xt = {xt1, xt2, xt3, . . . , xtn}) individually using binomial regression. In this regres-
sion, the independent variable is the methylation level for each CpG across all patients in
the training dataset, and the dependent variable is Y (Equation (2)). In this first step, all the
CpGs with a p-value bigger than 0.05 were excluded from the analysis.

2.4. Variance Filtering

After this preliminary filtering, an additional filtering was carried out. In this step, the
k CpGs with the highest variance were selected. The idea behind this approach is that in
the extreme, a CpG that does not have any variation would not be useful as an input for an
algorithm that tries to distinguish between control cases and patients.

2.5. Combined Ridge Regression and Nonlinear Modeling

It is possible to further reduce the dimensionality of the data using an approach such
as ridge regression [56–58]. This approach automatically reduces the dimensionality of the
data by making some of the coefficients in the regression equal to zero. The number of
coefficients made equal to zero depends on the parameter α in the ridge regression. In prin-
ciple, there is no indication that the relationship between the level of DNA methylation and
the presence or absence of a tumor should follow a linear relationship. Hence, a nonlinear
approach (artificial neural networks) was followed. In this way, the ridge regression selects
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the CpGs that are then used as inputs in the nonlinear model. The neural network accuracy
will depend on factors such as the number of neurons (l) used. Hence, we have the follow-
ing optimization problem (Equations (3)–(5)). The artificial neural network uses a scaled
conjugate gradient backpropagation as a training algorithm, a hidden layer consisting of
a hyperbolic tangent sigmoid and an output layer with a softmax transfer function. The
training algorithm was used only with the training dataset.

max
l∗ , α∗

f (l, α) (3)

s.t. l ≤ lmax, (4)

0 < α ≤ 1. (5)

where l is the number of neurons in the artificial neural network, α is the α− parameter
in the ridge regression, and f is a function measuring the goodness of the binary forecast
(patient vs. control) of the model output compared to the actual values. This function ( f )
can be for example the accuracy of the model or the sensitivity or specificity of the model.
This task can be performed following a grid approach (Algorithm 1):

Algorithm 1 Grid approach optimization (li, αj)

Input: li, αj
Output: fij(li, αj)
1. Create a grid of values for li = {l1, l2, l3, . . . , lmax}
2. Create a grid of values for αj = {α1, α2, α3, . . . , αmax}
3. Estimate forecast (F) of the status of patients F = Fij(li, αj)
4. Estimate goodness of fit to the binary classification f = fij(li, αj)
5. Repeat steps 3 and 4 q times and obtain mean values
6. Select

sup

(
1
q

q

∑
s=1

f s
ij − g(i)

)
= f̄ ∗ij

s.t. l ≤ lmax,
0 < α ≤ 1.

where g(i) is a penalty function of the type g(i) = β · i

With the type of approach presented, it is also necessary to carry out a robustness
analysis in which, after f̄ ∗ij is obtained (and hence i and j fixed), the modeling needs to be
repeated r times. This step is necessary given the random initialization of the weights in
neural networks that result in different outputs, even if the inputs and the structure of the
neural network remain unchanged. The value k (variance filtering) needs to be chosen
in order for the grid approach to be computationally feasible. Another important step is
modelling each CpG individually (xt = {xt1, xt2, xt3, . . . , xtn, }) to study the potential case
in which any of the CpGs individually might generate results comparable to the previously
generated model.

An alternative to Algorithm 1, in which the optimization is carried out on the number
of neurons (li) and the α − f actor (αi) of the ridge regression, would be to expand it
to include a variable number of layers (κ) as well as adding different types of penalty
functions. This can be seen in Algorithm 2.

The purpose of the penalty function is to penalize overly complex model structures
that could potentially reduce the generalization capability of the model.
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Algorithm 2 Grid approach optimization (li, αj,κu)

Input: li, αj,κu
Output: fiju(li, αj, κu)
1. Create a grid of values for li = {l1, l2, l3, . . . , lmax}
2. Create a grid of values for αj = {α1, α2, α3, . . . , αmax}
3. Create a grid of values for κu = {κ1, κ2, κ3, . . . , κmax}
4. Estimate forecast (F) of the status of patients F = Fiju(li, αj, κu)
5. Estimate goodness of fit to the binary classification f = fiju(li, αj, κu)
6. Repeat steps 4 and 5 q times and obtain mean values
7. Select

sup

(
1
q

q

∑
s=1

f s
iju − g(i)

)
= f̄ ∗iju

s.t. l ≤ lmax,
0 < α ≤ 1,
κ ≤ κmax.

where in this case, the penalty function can be g(i, κ) = β1 · i + β2 · κ or a quadratic
expression g(i, κ) = β1 · i2 + β2 · κ2

3. Results

After the initial pre-filtering (excluding CpGs with a p value bigger than 0.05), the
200 CpGs (κ = 200) with the highest variance were selected. As previously mentioned,
the assumption is that CpGs with no or very little variance will be of limited use as an
input for a classification algorithm. The value of κ = 200 was selected in order to make the
calculations computationally feasible while at the same time maintaining a relatively high
number of CpGs. Then, Algorithm 1 was applied to the filtered data (containing 200 CpGs
per patient). As described in Section 2, the algorithm tries to find a suitable combination
of number of CpGs, which are a function of the α parameter in the ridge regression, and
the number of neurons. For clarity purposes, in Figure 1, a graph can be seen showing the
results for a given number of neurons and the accuracy at the different α values. A sample
of the goodness of the model for a specific configuration can be seen in the ROC curves in
Figure 2.

Algorithm 1 then expands this approach for a grid of different numbers of neurons, as
can be seen in Figure 3. This approach resulted in a model with only 13 CpGs selecting an
accuracy of 97.69%. The specificity and sensitivity of the model were 98.26% and 95.02%,
respectively. The number of neurons (l) selected was 790. The average methylation level for
these 13 CpGs (for control and patients) can be seen in Figure 4. The list of these 13 CpGs
can be found in the Appendix A (Table A1).

It is important to obtain a robust model in which the results are hopefully repeatable.
In order to test the robustness of the model, the simulation was repeated 1000 times with
the same inputs and network structure. The random initialization of the weights leads to
changes in the classification forecast of the model even with the same inputs and network
structure. In Figure 5, a histogram can be found showing the resulting accuracy of these
simulations. It can seem that it is relatively tightly centered with no frequent outliers. It
is also important to analyze each of these CpGs individually. No single CpG has a mean
accuracy above 88.94%. Accuracy for each CpG (individually) can be seen in Figure 6.
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Figure 1. Graph showing the accuracy obtained when fixing the number of neurons and changing
the α factor.

Figure 2. ROC sample curve for one of the estimations.
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Figure 3. Accuracy obtained using Algorithm 1 (grid approach varying the number of neurons and α

factor in a grid).

Figure 4. Mean methylation values for patients and control cases.

Figure 5. Histogram of the accuracy obtained in 1000 simulations.
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Figure 6. Classification accuracy (%) of each CpG individually.

In Table 1, the results for Algorithms 1 and 2 can be seen. One of the main differences
between Algorithms 1 and 2 is that in Algorithm 2, the number of layers was also modified,
and two penalty functions were used. The results of the second algorithm were slightly less
precise than those in the first algorithm. The best results using Algorithm 1 were with one
hidden layer, 790 neurons (with the penalty function g(i, κ) = β1 · i + β2 · κ), and with two
hidden layers, 840 neurons (with the quadratic penalty function g(i, κ) = β1 · i2 + β2 · κ2).
The base case, using all the CpGs and no optimization, is also shown for comparison
purposes. The excessive number of inputs in this base case (no filtering) might cause
overfitting in the model.

Table 1. Metrics comparing the results of the algorithms.

Metric Algorithm 1 Algorithm 2 * Algorithm 2 ** Base

Accuracy 97.69 96.92 94.62 69.23
Specificity 98.26 97.34 98.26 78.95
Sensitivity 95.02 93.33 78.67 42.86

* Algorithm 2 with linear penalty function. ** Algorithm 2 with quadratic penalty function.

4. Discussion

The proposed approach of using DNA methylation data, as inputs, and an algorithm
combining ridge regression and artificial neural networks, for the task of differentiating
between healthy control individuals and individuals with anal and cervical carcinomas,
generated accurate results with specificity and sensitivity higher than ones obtained in other
papers in the field. The algorithm selected 13 CpGs from a starting point of approximately
450,000 CpGs per patient. Technological developments have made it possible to obtain such
large amounts of methylation data but at the same time have made the analysis of such data
challenging. Given that there is no indication that there is a linear relationship between the
level of methylation (CpGs) and the presence of anal or cervical carcinoma, the modeling
approach was performed with nonlinear techniques such as artificial neural networks. One
of the issues with this type of model is the risk of overfitting, particularly in this type of
situation in which there is a large number of inputs per patient but a smaller number of
patients. In order to reduce this type of risk, it is important to reduce the dimensionality of
the data. Additionally, this reduction in the dimensionality can point to CpGs that might
be important as biomarkers in the context of the disease. The selected model was tested
for robustness, with the classification estimates remaining accurate for the vast majority of
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the simulations. No individual CpGs, of those 13 selected by the model, achieved a mean
accuracy above 88.94%, which is substantially lower than the 97.69% accuracy obtained by
the model. Increasing the complexity of the models, by for instance adding more layers to
the neural network, did not appear to increase the accuracy of the model. This might be
again related to the issue of overfitting. Similarly, adding more complex penalty functions,
such as for instance a quadratic function rather than a linear function, did not improve
the accuracy.

Limitations and Future Work

There are some limitations in this analysis. For instance, there were only 171 patients
analyzed. While the number of patients is not too small, this type of analysis would benefit
from a larger cohort of patients. As more data become available, this type of approach
can be retested with larger cohorts. Given the larger number of cases of anal carcinoma
compared to cervical carcinoma, it is likely that the model will be more precise when
classifying anal carcinomas. While there is a clear protocol for obtaining DNA methylation
data, there are will always be some small differences in the way that different laboratories
collect and present the data. These experimental differences could result in differences in
the DNA methylation data and hence reduce the accuracy (and other metrics). It would
be very interesting to have time evolution data for the patients that have carcinomas as
well as their treatments. It is conceivable that treatment of the patients could potentially
be individualized according to their methylation profile, but there is currently, to the best
of our knowledge, no available data to actually test this hypothesis. This could be a very
interesting area of future research with direct clinical applications.

5. Conclusions

The proposed approach is able to generate an accuracy, sensitivity and specify of
classification forecasts of 97.69%, 95.02% and 98.26%, respectively, illustrating that a com-
bination of DNA methylation with nonlinear methods such as artificial neural networks
might be useful in the task of identifying patients with a carcinoma. This approach could be
complementary to the existing techniques such as occult blood test and pap smear. This is
conceivable, but additional testing would be required to support this hypothesis, that DNA
methylation changes might be present in the patient before there are clinical indications
(occult blood test). This is an important research question that should be addressed in
future research. Additionally, it is possible that finding different DNA methylation sig-
natures could be used for personalized treatments. This is another area in which more
research would be needed. The model achieved a substantial reduction in the number
of CpGs used as input from a starting point of approximately 450,000 to only 13. This is
important, as having an excessively large number of inputs could lead to overfitting issues.
The combination of these 13 CpGs generated more accurate forecasts that any of them
individually. The list of these 13 CpGs can be found in the Appendix A.
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Appendix A

List of 13 CpGs selected by Algorithm 1.

Table A1. CpG obtained using Algorithm 1.

CpG CpG Code (GEO)

1 cg15290312
2 cg14331362
3 cg01270299
4 cg07352438
5 cg19393008
6 cg26110710
7 cg21523564
8 cg14487131
9 cg00259849
10 cg14262681
11 cg02263377
12 cg06073449
13 cg18456523
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