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Abstract: In the area of text summarization, there have been significant advances recently. In
the meantime, the current trend in text summarization is focused more on news summarization.
Therefore, developing a synthesis approach capable of extracting, comparing, and ranking sentences
is vital to create a summary of various news articles in the context of erroneous online data. It is
necessary, however, for the news summarization system to be able to deal with multi-document
summaries due to content redundancy. This paper presents a method for summarizing multi-
document news web pages based on similarity models and sentence ranking, where relevant sentences
are extracted from the original article. English-language articles are collected from five news websites
that cover the same topic and event. According to our experimental results, our approach provides
better results than other recent methods for summarizing news.

Keywords: news web page summarization; extractive summarization; multi-document summarization;

keyphrase extraction; sentence length; ROUGE; sentence ranking; similarity measure

MSC: 68T50

1. Introduction

With the widespread availability of the internet, more and more users are turning to-
wards the internet for fast and easy access to various services. One prominent among these
is reading news available through multiple online platforms and e-papers. Online news
reading offers many advantages over conventional media. As many online news sources
can be accessed freely, many people can now easily access these sites. The additional benefit
of reading online news could be that the reader is often given categorized news articles
and a comprehensive summarization of news articles, which is possible due to the gaining
momentum of automatic text summarization research. The goal of text summarization is
to present the essential information of the original text in a concise form while keeping its
main content [1,2]. It helps the user to understand the large volume of information quickly,
determine what the document is about, and avoid reading the document itself.

In earlier research [3,4], automatic text summarization techniques are classified into
two classes: extraction and abstraction. Abstractive approaches are domain-specific and
may contain words that may not be present in the original document, whereas an extractive
approach usually identifies the main concepts in the document and is, therefore, more
robust and practically easier to implement [5]. The extractive summarization is the main
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emphasis of this paper. Classification of news articles is an important phase of this problem.
Numerous news websites published articles by categorizing them into national, Interna-
tional, and sports classes. News articles from different sources often describe the same
event from other aspects, and users often compare these articles. Therefore, a news summa-
rization system is required to collect news articles that describe the same topic from various
sources. This paper uses online news articles about the same topic for multi-document
summarization. One of the major problems in the multi-document summarization task is
the identification of similarities and differences across documents. We assume that a user
can access various news stories that belong to a similar subject, but nobody has the time to
look at every story. Therefore, to be kept up to date on the subject, a user goes through the
details only when the reported story is interesting.

News summarization is considered a document summarization method that extracts
multiple significant news events and summarizes them for readers [6]. The key purpose of
summarization is to present the central concepts of a document in no time. Currently, sum-
marization comprises single-document summarization and a variety of multi-document
summarization approaches [7-11]. This paper summarizes news from multiple sources
related to the same topic. Correlated content across news articles shows a high degree of
content redundancy. Therefore, identifying and utilizing the correlation among the docu-
ments is important for news summarization. A couple of news documents take numerous
forms of correlation. For example, they could describe a similar topic or related events
from a different perspective.

We recommend a generic news summarization technique based on keyphrases-based
extractive summarization. First, automatically extracted keyphrases from news articles
are used to assess the importance of each sentence in summary. Sentences are extracted
to produce extraction summaries by assigning some score to a sentence for the summary,
called sentence weighting, and then choosing the high scorer sentences to form the docu-
ments summary. Third, we use the cosine similarity measure to reduce the redundancy of
sentences in summary. The purpose of the study is to show that the result of the summa-
rization is based not only on the core content or sentence extraction and similarity model
but also on keyphrases, sentence position, and sentence length.

Research Contribution:

i.  We have tried to develop a news web page summarization model for Indian news
websites (English) to summarize news articles from different sources.

ii.  Classification is the important phase in this work, and the news web page classification
approach correctly classifies the news web pages from non-news web pages; correct
classification of news web pages is important for news summarization. Important
content has been extracted based on the Tag tree, efficiently extracting meaningful
information from news articles.

iii. Keyphrases have been extracted in this work, giving brief and precise information
about the article. Accurately extracted keyphrases play an essential part in news sum-
marization. Therefore, our approach used lexical chain-based keyphrase extraction
and showed better results.

iv.  For precise summarization, sentence selection and ranking are important. The results
reflect the suitability and appropriateness of the approach.

This paper also creates a dataset based on the same event containing five articles from
different sources. Our dataset collects all subsequent articles that discuss the same event
used for news summarization and will eventually help in the performance evaluation.

2. Related Work

Research on document summarization begins very early by Luhn in 1958 and Edmund-
son in 1967 and becomes one of the traditional topics in the natural language processing
research. Previously various papers about document summarization have been recom-
mended [3,12,13].
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This literature mainly tries to address extractive multi-document news summarization.
A considerable number of studies have been carried out in this field. Some of the important
work has been illustrated in this section.

Early work on news summarization can be dated back to 1990s when the SUMMONS
summarizer was created [14]. SUMMONS was designed for summarizing news articles on
a single event such as terrorist events. After that, numerous studies were performed on
this field.

The authors in ref. [15] proposed an extraction-based multi-document summarization
which used maximal marginal relevance multi-document (MMR-MD) metric for reduc-
ing redundancy and achieving high compression ratios in generated summaries. Their
approach is different from other approaches as it is completely domain-independent and
depends upon fast statistical processing to maximize the novelty of the information that had
been selected. In ref. [16], researchers used diverse summarization approaches dependent
on the type of documents in the input set to develop a multi-document summarization
system. In their system, for the automatic identification of the input set of documents, a
router is used, which is also invokes the appropriate summarization subcomponents. Their
system performs well on summary content as compared to other systems; it is ranked third
or fourth with different systems ranked ahead of it for each analysis. The authors in ref. [17]
used an ontology-based fuzzy event extraction agent for Chinese news summarization. In
their work, for testing the performance of their summarization agent, they constructed
an experimental website at Chang Jung University. Experimental results show that their
approach can effectively summarize the Chinese weather e-news retrieved from the China
Times website. In ref. [18], authors used keyphrase extraction methodology to develop the
LAKE System. They used linguistic features for identifying relevant terms in the document.
The generated summaries considered both the relevance and the coverage of keyphrases
for a certain topic. Their experimental results show an average responsiveness and high
linguistic quality of the summaries. However, their obtained results are very competitive
to the pyramid metric. The researchers in ref. [19] used extractive methods for document
summarization; they designed their system based on keyphrase extraction from the docu-
ments and select the sentences in the resultant summary. Their system gives a high-quality
compressed summary. In ref. [20], authors proposed an optimized generic extractive Arabic
and English multi-document summarization technique for summarization, which used a
translation summary machine. Their approach uses cluster size and selection model as
parameters in extractive summarization process. The experimental results show that per-
formance of their summarization system is good in comparison with other top performing
systems at DUC (Document Understanding Conference)—2002. In ref. [4], researchers used
an Integer linear programming for multi-document summarization technique that jointly
maximizes the significance of the sentences in the summary and their diversity beyond a
maximum permissible length of the summary. Their findings show that the approach can
attain better results. In ref. [21], researchers proposed a bigram-based supervised method
for extractive document summarization and used the ILP (Integer Linear Programming)
method as a core component. Their experimental results show that the improvement
in system performance depends on the supervised bigram estimation module that suc-
cessfully gathers the important bigram and gives them appropriate weights. Authors in
ref. [22] proposed the SRRank algorithm for multi-document summarization. They used
a graph-based ranking algorithm based on semantic role information. Their algorithm
used a heterogonous ranking process to rank sentences, semantic roles, and words. They
used DUC (Document Understanding Conference) datasets for the experiment and show
that SRRank outperforms a few baselines approaches. Authors in ref. [23] developed a
ranking framework to rank sentences for a multi-document summarization system based
on recursive neural network [R2N2]. It transforms the sentence ranking task into a hierar-
chical regression process by using the recursive neural networks model. They designed
an optimized sentence selection method based on the words and sentences ranking scores.
They conduct experiments on the DUC benchmark; experimental results show that their
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model achieves a higher ROUGE score than the previous summarization approaches and
makes much more accurate predictions than traditional support vector regression. Ref
in [24] presented mover’s distance metric (WMD), in conjunction with semantic-aware
continuous space representation of words, and has been proposed to accurately estimate
the similarity degree between a pair of documents for effective use of the summarization
process. They investigate their approach to other state-of-the-art approaches and show the
effectiveness of their approach over other summarization frameworks. In ref. [25], authors
proposed a cat swarm optimization (CSO)-based multi-document summarization model
to create a standard extractive summary. The performance of their summarizer shows a
better ROUGE score, F score, sensitivity, positive predictive value, and summary accuracy
on a DUC dataset. Researchers in ref. [26] proposed a multi-objective artificial bee colony
(MOABC) algorithm for extractive multi-document summarization. Their approach shows
improved ROUGE-2 and ROUGE-L scores and less dispersion of around 13 and 6 times
more robust than the other comparable approaches. In ref. [27], researchers used KUSH text
processing tool to realm the semantic cohesion between sentences from the text document.
They used the concept of maximum independent set for extractive, generic text document
summarization. Researchers in ref. [28] used the MIRANEWS dataset for single-document
news summarization. They introduced a new job called multi-resource-assisted news
summarization to produce a summary that includes main article events. Their evalua-
tion metrics confirm that introduced assisted documents provide better grounding than
the reference summaries. Authors in ref. [29] presents an OntoRealSumm for real time
tweet summarization. They used a three-phase approach for challenge handling such
as classification quality improvement and found out the importance of each class. They
also ensured that the final summary included information diversity and coverage for each
class. Their results show the increase of 6—42% in Rouge-N1-score than the existing work.
Chao Zhao et al. in ref. [30] proposed an approach where an extractive multi-document
news summarization problem is reformulated by concatenating all documents as a single
meta-document. They reorder the documents according to the order of meta-document
salience. Their approach outperforms previous state-of-the-art methods. In ref. [31], the
author proposed a textual graph-based model for comprehensible summary generation
for Arabic. They used Essex Arabic Summary Corpus (EASC) dataset and achieved an
F-score of 0.617 using a ROUGE-2 performance metric. Tianyi Zhang et al. in ref. [32], used
two popular news summarization benchmarks for the evaluation of ten large language
models (LLMs). They perform human evaluation over high-quality summaries collected
from the freelance writers. Their findings highlight the role of good reference summaries in
both summarization model development and evaluation. Andrea Pozzi et al. in ref. [33]
proposed a methodology for news summarization related to cryptocurrencies that helps
in the financial sector. They perform their experiment on 22,282 news articles, and their
findings show that 86.8% of the examined summaries were considered as coherent and
95.7% of the articles were summarized correctly.

Conclusive Findings

In the past, the major research was stressed upon single-document summariza-
tion [34,35]. Recently, effort transferred to multi-document summarization [4,14,36]. Our
literature review indicates that many significant studies have been performed on multi-
document news web page summarization. However, more in-depth analysis is required to
improve the performance of such systems to match end-user expectations.

In this research, extraction-based multi-document summarization is used for news
summarization. Unlike previous approaches, this work combines different phases such as
web page classification, content extraction, keyphrase extraction, and finally an extraction-
based method, which is used to calculate the saliency score of each sentence and then rank
the sentences in the document.
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3. Methodology

News web summarization is an ideal solution to provide condensed, informative
document reorganization for faster and better representation of news evolution. There have
been few existing systems developed for news summarization, but little effort has been
made on the combination of supervised algorithms-based classification, content extraction,
and keyphrase extraction for summarization. In this work, we demonstrate the outcome of
this combination for the summarization of Indian news web pages based on the similar
event. This section describes the framework of the proposed system in detail. It comprises
four features, i.e., news web page classification, content extraction, keyphrase extraction,
and sentence selection as shown in Figure 1. The input is a collection of documents, which
are classified into news and non-news web pages in the news web page classification
phase. The system extracts the news article content from the news web pages in the next
phase. Each document covers one or more keyphrases and tries to pick sentences that
cover keyphrases with respect to summary length. Then, it extracts significant and non-
redundant keyphrases in order to select sentences from the news document. This phase
generates a set of sentences containing keyphrases. Now, the weight of each sentence
(discussed in Section 3.4.4) is computed, which is used for sentence ranking. In the next
step, redundancy is reduced by similarity computation using cosine similarity discussed
in Section 3.5. After eliminating the redundant sentences, we select the final sentences for
the summary.

Collection of News Web Page Content Extraction ‘ Keyphrase Sentences
Documents Classification Extraction selection

y v v

Keyphrase Match

i vy
‘ ‘ Weight 1 ‘ Weight 2 Weight 3

1 l

Sentence Weight = Sum (Weight 1+. + Weight 3) ‘

T A 4
Similarity computation and reduce redundancy }1—{

Figure 1. Architecture of news summarization system.

Sentence Position Sentence Length

Generated Summary

Selected Sentences ‘ ‘

Sentence Ranking by descending order of weight ‘

3.1. News Web Page Classification

In news web page filtering and summarization, the task of news web page classification
has remained in sharp focus for a long time. In the work of news web page classification,
an automatic recognition method has been used based on classification rules for web news
based on a combination of content, structure, and uniform resource locator (URL) attributes
using a Naive-Bayes algorithm discussed in our earlier work [37]. This phase classifies a
news web page from a non-news web page. Correctly classified news web pages are used
for the content extraction task.

3.2. Extracting Article Content

For news summarization, it is important to extract the actual news content from the
news web pages because it not only contains the actual news content but also some noisy
content such as advertisement, comments, and branding banners, etc. In this paper for
extracting article content, we use the content extraction approach from our prior work [38].
Our previous approach to extracting content from news web pages used the concept of tok-
enization of HTML pages; web pages are parsed into tag tree and corresponding template is
produced to determine matching patterns and multiple sequence alignment. The relevant
information is extracted from the web pages by finding and removing shared tokens.
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3.3. Keyphrase Extraction

Keyphrases are extracted from the sentences of the news articles. The set of keyphrases
is essential to analyze because human summarizers have put their effort collectively but
independently to read the news articles and extract its keyphrases that contribute to the
summarization. In this work, we introduce a technique to summarize the news documents
by extracting keyphrases that cover the major contribution of the target documents. The
proposed methodology has been to find the set of keyphrases that signify the main units
of data and find the best set of sentences that cover more relevant information. Here, the
keyphrases are extracted using the lexical chain as we discussed in our previous paper [39].
According to our previous work, lexical chain is created by taking a new phrase and finding
a related chain for it according to lexical cohesion. These keyphrases are the key elements
in our summarization.

3.4. Sentence Selection and Ranking

Generally, web pages contain diverse content, so to summarize the entire web page
as one unit is not a good idea. Rather, we believe it is best to select the sentences from
the articles that are more significant. To generate a summary, highly ranked sentences are
selected, which are different from each other and cover the article’s main content with
less redundancy.

Our goal was to find the sentence rank when making summaries of news articles.
We use three kinds of features for sentence ranking including the direct keyphrase match,
sentence position, and sentence length, and by using a cosine similarity model, we reduce
redundancy and select sentences.

3.4.1. Direct Keyphrases Match

Keyphrases are used to evaluate the sentence importance. After extracting the set
of keyphrases for each document, the main task is to pick sentences for each document
that cover most significant and non-redundant keyphrases. Basically, keyphrases that
have been repeated in more sentences are more important and could represent a more
important keyphrase. Therefore, sentences that comprise more recurrent keyphrases
are more important. The approach of keyphrase extraction is discussed in the previous
Section 3.3.

We score the sentence by direct keyphrase match. Those keyphrases that occurs in
two or more sentences are more important than others. We calculate the direct keyphrase
match by the following formula shown in Equation (1)

Direct Keyphrase match = When two or more sentences were containing same keyphrases. (1)

Kmatch = KN/T (S) )

where Kmatch denotes the direct keyphrase match in the document set. KN denotes the
number of times a keyphrase occurs in the document set. T (S) denotes the total number of

sentences in the document set. Direct keyphrase score of the six keyphrases are shown in
Table 1.

Table 1. Keyphrase score.

Keyphrases Score of Direct Keyphrase Match
K. Srikant 38
Australian open 14
Chen Long

Shuttler

6
8
Olympic 6
3

Badminton
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3.4.2. Sentence Position

Sentence position [5] is a simple and effective feature for the news summarization. The
perception is that leading sentences in the news article contain summarizing information.
We used the positional information; occurrence of a sentence in the document whether
the sentence ‘s’ occurs very early or very late in a document, boosts the top sentences of

an article. P
SP(s) =1— N 3)

where N is the total number of sentences in the articles and P is the position of the sentence
‘s” in the article.

3.4.3. Sentence Length

Sentence length [5] is a binary feature that helps in reducing the noisy short text in
the summary. It checks if the sentence contains at least 10 words. The sentences below the
given limit of 10 words will be ignored to generate the summary.

[ 1 iflen(s) > 10
SL(s) = { 0 Otherwise )

3.4.4. Sentence Weight

According to the above four features, we compute the final significant score of a
sentence by specifying a certain weight for each kind of feature, as shown in Equation (5)

SentenceWeight = Akeyphrasematch + AySentencePosition + A3SentenceLength — (5)

where A1, Ay, A3 represent the weight parameters of the three kinds of features. The value
of these parameters is lying between 0 and 1 according to the features. If the keyphrase
match is maximum or an exact match, then we set the value at ‘1’ for A;. If the sentence
position is higher or lies in the top five, then A; is set to ‘1’; otherwise, it is set to ‘0.5". If the
sentence length is greater than 10, then A3 is set to “1’; otherwise, it is set to “0".

After weight computation, we use Algorithm 1 for sentence ranking. It accepts
sentence set (SS) as input and produces ranked list of sentences in descending order.

Algorithm 1: Sentence Weight Selection Algorithm

Input: Sentences in Sentence Set (SS)
Output: A list of sentences sorted by descending order of their weight (LS).

1. begin

2. for each sentences S in SS

3. if (length (S) < 10)

4. Remove S into SS
5. else

6. Add Sin SS

7. ranking (SS, SenWeight)
8. end for

9. Output LS

10. end

In this algorithm, sentences are ranked in main loop run from (step 2 to 9). We have
fixed the length of the sentence by 10 words, and only those sentences that satisfy this
condition are included in the sentence set (SS) to calculate the score; otherwise, it has been
removed from the sentence set.

3.5. Similarity Model for Reduce Redundancy

News summarization tasks face the major problem of identifying the similarity and
differences across news articles. The reduction of similarity or redundancy is a difficult task
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because the characteristics of discrete sentences are reliant on other sentences included in
the summary. The main idea in our research is to find out the similarity of the news articles
belonging to the same event where several sentences may have a substantial information
overlap. Some researchers used clustering to obtain groups of similar sentences [8], while in
this work, finding similarity among sentences depends on keyphrases in the news articles
that report about the same event and link the similar keyphrases together. Summarizers
can identify similarities and differences among documents that can eliminate redundant
information across documents to provide a concise summary.

The similarity measure is usually based on matching keyphrases only. We used
keyphrase-based similarity because different articles use different styles for writing the
same event, and articles’ sentences are not same line by line. In this step, similarity among
keyphrases in the news articles are found that report about the same events and link
the similar keyphrases together. Our approach uses TF-IDF, phrase distance, and lexical
chains to identify the several keyphrases that convey approximately the same information
discussed in Section 3.3 and find the similarity among the same events. We analyze the
news stories written in English. We have limited our focus to the textual contents of the
articles. Thus, pictures and other multimedia are rejected. News articles from different
news websites described the same event in different aspects; users often compare articles
from different sources. Therefore, news articles are gathered from different news websites
and link articles describing the same event. News articles are updated frequently, and their
descriptions are overlapped in series of news articles. Therefore, by removing duplicate
descriptions, the user can obtain efficient information. We have to summarize different
news articles on the same event in a single extract. It is far from clear that sentence scores
from different news articles should be comparable.

If the two sentences contain similar keyphrases, their approximate feature values may
probably be the same, so the approximate scores of the sentences also may probably be the
same. Therefore, the summary extracted by this method may include similar high-score
sentences, and this will lead to redundant information in the summary.

Therefore, we need to remove sentences that are redundant to others in articles on
an event. Minimizing redundancy between passages and the selection of most significant
sentences are the main concerns in summarization. For redundancy identification of news
articles, we use cosine similarity to measure the similarity between documents [40]. First,
sentences are selected based on the keyphrase extraction. After that, similarity in sentences
is calculated with the help of a cosine similarity formula. Our task is to assign a score
to every sentence that indicates the importance of that sentence in the summary. We
use Algorithm 1 to select the sentences. The formula of cosine similarity is shown in
Equation (6).

d1.d2
|d1]]d2]

Our system collects news articles that need to be summarized. First of all, article
collections are spit into sentences in such a way that they are indexed by a letter and a
number combination. The letter shows the corresponding document, and the number
indicates the sentence position within its respective document [41].

We collect the five news articles from different sources that belong to the same event.
We take one sentence from each document. We consider one sentence until the first full
stop occurs. Figure 2 shows the example sentences from five documents.

Cost = (6)
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D1 51+ India shuttler Kidambi Srikanth defeated Olympic champion Chen Long in a dominating fashion to win the Australia Open

Super Series men's singles title on Sunday.

D2 s1= The Badminton Association of India announced a cash award of Rs, 5 lakh to Srikanth for clinching the Australian Open

Super Series title in Sydney on Sunday,

D3 s1= Kidambi Srikanth has resurfaced on Indian badminton's horizon since the surprise of a win over Lin Dan in the China Open

final in November 2014,

D4 s1= Indian shuttler Kidambi Srikanth notched up his second successive Super Series title with a stunning straight-game teiumph

over reigning Clympic champion Chen Long in the Australian Open summit clash in Sydney on Sunday.

D5 s1= Kidambi Srikanth is enjoying the best phase of his career.

Figure 2. Example sentences from five documents.

Table 2 shows the five news documents first sentence matching according to keyphrases.

Table 2. The five news documents’ first sentence-matching according to keyphrases.

Documents Sentence Keyphrases

D1 India shuttler Kidambi Srikanth defeated Olympic India, shutttler, Kidambi Srikant,
champion Chen Long in a dominating fashion to win the Olympic champion, Chen Long,
Australia Open Super Series men's singles title on Sunday.  Australia open super series, title, sunday

D2 The Badminton Association of India announced a cash Badminton, India, Kidambi Srikant,
award of Rs. 5 lakh to Kidambi Srikanth for clinching the Australian open super series, title,
Australian Open Super Series title in Sydney on Sunday. Sydney, Sunday

D3 Kidambi Srikanth has resurfaced on Indian badminton’s Kidambi Srikanth, Indian, Badminton

horizon since the surprise of a win over Lin Dan in the
China Open final in November 2014.

D4 Indian shuttler Kidambi Srikanth notched up his second Indain, shuttler, Kidambi Srikanth,
successive Super Series title with a stunning straight-game Olympic, Chen Long, Australian Open,
triumph over reigning Olympic champion Chen Long in Sydney, Sunday
the Australian Open summit clash in Sydney on Sunday.

D5 Kidambi Srikanth is enjoying the best phase of his career. Kidambi Srikanth, career

Similarities of documents are shown in Table 3.

Table 3. Similarity measure.

D1 S1 D2 S1 D3 S1 D4 S1 D5 S1
D151 1 0.71 0.43 0.93 0.38
D251 0.71 1 0.65 0.8 0.38
D3 S1 0.43 0.65 1 0.41 0.59
D4 51 0.93 0.8 0.41 1 0.36
D551 0.38 0.38 0.59 0.36 1

The above similarity measure table is calculated by the cosine similarity formula
mentioned in Equation(6). All the extracted sentences are scored from highest to lowest,
and the sentences are arranged according to the score; high-scorer sentences are ranked
high, then the lower scorer. For the summary generation, sentences are selected iteratively.
Every time the selected sentence is compared with the existing sentences in the summary,
so whenever candidate sentence is not much similar to the existing summary sentences or
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if the similarity measure of both the sentences is lower than a given threshold value, the
sentence is considered as selected for the summary.

Table 3 shows the similarity among the first sentence of five documents. In cosine
similarity, “1” denotes the exactly similar sentence; these sentences can cause redundancy
in the summary, and therefore are removed from the final summary. Exactly different
sentences are denoted by the ‘0" in the cosine similarity; such types of sentences also
do not contribute to the summary and are excluded from the final summary. Based on
the example document similarity measure computed in Table 3, we set the threshold
value of cosine similarity is 0.65. We explicitly choose this threshold value because in the
summary, non-matching sentences are not relevant in the summary and matching sentences
produce redundancy, so we choose the value that is not so far and not so close to 1. When
two sentences are approximately similar (that is close to 1), the one with the higher weight
is selected for the summary.

3.6. Generate Summary

The summary is generated by extracting top-ranking sentences according to scores
assigned to the sentences. However, to reduce redundancy, we use a cosine similarity
model [40]. A sentence is selected for summary generation if it obtains the highest rank
and is not too similar to any sentences existing in the summary. To determine similarity
between sentences, we use cosine similarity at threshold t = 0.6.

The following Algorithm 2 describes the summary generation strategy in our system;
in this algorithm, the output of Algorithm 1 is considered as the input for this algorithm.

Algorithm 2: Summary Generation Algorithm

Input: Multiple news articles on the same topic.
Output: Final summary of news articles.

=

Begin
Main news content extracted from the document
Keyphrase extracted from the main news content
sentence weight computed as per the Equation (5)
Sort sentences in descending order of weight using algorithm 1
redundant sentences removed based on cosine similarity
Finally selected sentences are used in summary generation.
Output summary

END

0 0 NG W

4. Experimental Dataset

In order to evaluate our work, we collect the news articles from five different news
websites, named as The Hindu, The Times of India, Hindustan Times, Indian Express, and
Deccan Harald. Ten events that occurred between 15 May 2017 to 16 June 2017 were
manually selected by these five news websites. Each event contained more than five
interlinked articles. The news topics are collected from different categories. Keyphrases
from all the related documents are extracted by the annotator. It consists of ten different
categories of news articles, namely Market, Business, India, Technology, National, Science
and Environment, Politics, World, Entertainment, Sports. Each category has two sets, and
each set contains five news articles on the same topic related to the individual category, i.e.,
a total of 10 articles per news category, so a total of 100 news articles have been included in
the dataset. All news articles are collected from five famous Indian news websites (English)
such as The Economic Times, The Hindu, The Times of India, Hindustan Times, and Indian
Express. The number of sentences contained in these news articles ranges from 10 to 60.
We manually constructed the 150-word summary as a reference summary. Details of this
dataset are given in Table 4.
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Table 4. Analysis of dataset.

%
Z

Topic

Number of Number of Articles in Average Number of Average Number of
Articles Set Both Sets Sentences per Article Set  Words per Article Set

Market

2 10 42 464

Business

10 36 514

Sports

10 49 593

India

10 34 554

National

10 39 667

Technology

10 45 385

World

10 53 753

Politics

10 47 581

O | X (I | |G| =W DN~

Entertainment

NININININIDNDNIDNDN

10 25 497

Science &
Environment

N

10 37 209

11

Total

20 100 40 632

5. Experimental Results and Evaluation

We performed our experiments on a machine that was equipped with an Intel Core
i7 processor that ran at 1.80 GHz, had 8 GB RAM, Windows 10 pro 64 bit. We used the
ROUGE tool to analyze the performance of our approach. ROUGE has been tested for
extraction-based summaries with a focus on content overlap [19,42,43]. In this work, the
extraction method is used for the summarization, which is why we used this tool for
the analyses.

ROUGE (recall-oriented understudy for gisting evaluation) [44] has been used as an
automatic evaluation method and it based on the similarity of n-gram. Automated machine
summaries can be compared with reference summaries (human summaries) using the
ROUGE summarization evaluation tool. It is one of the standard ways to compute the
effectiveness of auto-generated summaries by comparing it to a set of reference summaries
that is typically produced by the human. In this work, we also compare the reference
summary sentences with system summary sentences using ROUGE metrics.

There are several metrics within the ROUGE, and the most widely used are ROUGE-1,
ROUGE-2, and ROUGE-SU4, and these three metrics are used in this work. ROUGE-1 and
ROUGE-2 calculates the unigram and bigram overlap among the computers generated and
reference summaries, whereas ROUGE-SU4 computes the intersection of the skip bigram
with up to four superseding terms.

The collection of two sets of documents belonging to the same event has been con-
sidered as the system input. The generated output contained the condensed and concise
summaries of the input documents. A good evaluation measure should assign a good score
to a good summary and poor score to a bad summary.

Computation of ROUGE-1, ROUGE-2, and ROUGE-5U4 values for the system and
reference summary sentences has been described in Table 5. Example sentences have been
taken from the documents (D1, D2, D3, D4, and D5) of our dataset discussed in Section 4.

Table 5. Example of system and reference summary sentences.

System Summary Sentence Srikanth defeated Olympic champion Chen Long in a dominating fashion to

win the Australia Open Super Series men’s singles title on Sunday.

Reference Summary Sentence India shuttler Kidambi Srikanth defeated Olympic champion from China Chen

Long in a dominating fashion to win the Australia Open Super Series men’s
singles title on Sunday.
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According to the above example shown in Table 5, the values of ROUGE -1, ROUGE-2,
and ROUGE-SU4 are computed as:

ROUGE-1 denotes the intersection of unigrams between the system summary and
reference summary. In the above example, there are 22 words in the system summary,
which matched with words of the reference summary. The formula for determining the
ROUGE-1 value can be demonstrated as follows:

Matching unigrams in system and reference summary

ROUGE -1 = : .
Total number of unigrams in reference summary

@)

ROUGE-1 =22/27 = 0.815= 81.5%.
ROUGE-2 denotes the overlap of bigrams between the system summary and refer-
ence summary.

Matching bigrams in system and reference summary

R E-2=
oue Total number of bigrams in reference summary

®)

ROUGE-2 =11/13 = 0.846 = 84.6%
ROUGE-S5U4 is considered as a comprehensive version of ROUGE-2 that allows
maximum 4-length word-level gaps between the bigram [39].

SKIP 4 (System Summary, Reference Summary)

R —SU4 =
OUGE —SU Reference Summary, 4

©)

ROUGE-SU4 =5/6 = 0.833 = 83.3%

Further, to have testing of our proposed approach, we take the articles from different
categories to obtain the ROUGE values for each of these categories separately. Results are
shown in Table 6.

Table 6. All three ROUGE values for different type of categories.

Categories Sentences Words ROUGE-1 ROUGE-2 ROUGE-SU4
Set 1 28 382 73.09% 72.03% 70.23%
Market
arke Set 2 ) 537 84.21% 82.29% 85.53%
Set 1 37 502 77.77% 79.94% 76.24%
Business
Set 2 39 522 83.13% 81.32% 79.67%
Set 1 34 457 73.27% 76.55% 72.54%
Sports
Set 2 37 489 81.05% 80.78% 81.58%
Set 1 19 695 95.99% 92.67% 94.04%
Indi
naa Set 2 13 549 90.34% 89.21% 91.55%
Set 1 18 277 69.11% 64.28% 65.79%
Technology
Set 2 32 435 78.98% 74.69% 77.98%
Set 1 41 529 89.98% 88.57% 89.48%
ional
Nationa Set 2 36 472 77.26% 78.14% 76.57%
Set 1 43 553 91.89% 87.85% 91.09%
Politi
e Set 2 ) 542 89.20% 85.34% 88.66%
Set 1 27 384 72.76% 71.53% 71.66%
World
Set 2 35 463 86.72% 83.31% 85.98%
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Table 6. Cont.
Categories Sentences Words ROUGE-1 ROUGE-2 ROUGE-SU4
Set 1 46 569 94.32% 91.92% 93.38%
Entertainment
Set 2 38 511 88.86 86.02% 87.66%
Science & Set 1 32 399 76.01% 79.23% 77.36%
Environment Set 2 21 192 70.41% 69.85% 66.76%

In the above table, the first column contains the ten different categories of news articles
(as already discussed). Second column contains the two set of news articles for each
particular category and their corresponding sentences and words are given in the third and
fourth columns, respectively. The last three columns show the ROUGE-1, ROUGE-2, and
ROUGE-SU4 values, respectively.

From the above results, we can say that better results were observed in the categories
having a large number of sentences and words size, and poor results are found for those
categories where sentences and words are small in size. Like in the India category, set 1
contains the highest value of sentences and words at 49 and 695, respectively, and therefore
shows the highest ROUGE-1, ROUGE-2, and ROUGE-S5U4 values as 95.55%, 92.67%, and
94.04%, respectively. Meanwhile, in the Technology category, set 1 contains the lowest
value of sentences (18) and words (277), and hence shows the lowest ROUGE-1, ROUGE-2,
and ROUGE-SU4 values as 69.11%, 64.28%, and 65.79%, respectively.

6. Comparative Evaluation of Proposed Approach with Other Baseline Approaches

Out of various approaches available, we choose the three baseline approaches—LAKE,
TSES, and SRRank—for comparison with our proposed approach. To know the accuracy
of our proposed approach, we used the same dataset for all the approaches. The brief
description of baseline approaches is:

LAKE (linguistic analysis-based keyphrase extractor) [18]: LAKE is a multi-document
summarization approach for DUC-2005. This approach used the concept of keyphrase extrac-
tion as an important calculation for summarization. The selection of significant keyphrases
from the documents has been performed by the machine learning framework. Generated
summaries contained relevant information and important keyphrases of the document.

TSES (text summarization extraction system) [19]: This approach extracts important
keyphrases to select the important sentences. Each sentence is ranked according to the
specified features and extracts the highest-ranking sentence to generate the final summary.
TSES generates summaries in four steps; firstly, it removes stop words and assigns a POS tag
for each word in the document. In the second step, it extracts important keyphrases from
the document and ranks them by implementing a new algorithm. In the next step, sentences
are ranked according to the extracted keyphrases, and in the final step, the amount of the
candidate sentences in the summary is reduced in order to produce a qualitative summary
using KFIDF measurement.

SRRank (semantic role rank) [22]: An extractive multi-document summarization
system. It uses semantic role information to develop multi-document summarization, and
a saliency score of all sentences are obtained by greedy algorithms for sentence selection.

The reason for using these approaches as our baseline is that both LAKE and TSES used
the keyphrase-based approach for their experiments, and we also have keyphrases as an
important feature in our approach. The SRRank incorporates the semantic role information
into the graph-based ranking algorithm, and we also used semantic role information for
lexical chain construction.

In the proposed approach, keyphrase is identified as an important feature for sentence
ranking. For sentence ranking other than keyphrase extraction and semantic role informa-
tion, we used additional features besides the baseline approaches such as direct keyphase
match, matching terms, sentence position, and sentence length. We also used redundancy
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reduction, which helps in sentence ranking and minimization of redundancy for the news
summarization. Experimental results show that these combinations of features give better
results than other baseline approaches.

Further, a comparative analysis of our results with other baseline approaches would
help us to understand the overall performance of the proposed approach with the other
popular approaches, i.e., SRRank, TSES, and LAKE. In this work for comparison, we re-
implement all three baseline approaches on our dataset, having ten different categories
containing two set each.

Table 7 shows the ROUGE-1, ROUGE-2, and ROUGE-SU4 score for each set from
ten different news websites. From the table, results show that, on average, the proposed
approach performs better than the other three baseline approaches for all ROUGE values.
Further, in Table 8 the actual improvement in performance of our approach compares with
each of the three baseline approaches for ROUGE-1, ROUGE-2, and ROUGE-SU4 values.
Overall, the proposed approach performs better than other baseline approaches. Among
the three approaches, LAKE is the strongest, and it can outperform the other two TSES and
SRRank approaches. By the analysis of the results, we can also say that the performance of
the proposed approach is affected by the size of the number of sentences and number of
words. That category that contains a large number of sentences and words shows good
results; otherwise, it shows poor results like in Market, Technology, and World.

To evaluate the effectiveness of the proposed approach, a survey was conducted. The
size of the dataset is 370, collected from the Google form. The Google form was circulated
to the experts of the related fields. Experts rate our approach with the other baseline
approaches based on criteria relevance, coherence, and informativeness. Experts rate
the results from 1 to 5, where 1 represents poor, 2 represents average, 3 represents good,
4 represents very good, and 5 represents excellent. According to Table 9, experts also rate
our proposed approach at a higher ranking than the other baseline approaches.
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Table 7. Experimental evaluation of dataset.

ROUGE-1 ROUGE-2 ROUGE-SU4
Proposed Proposed Proposed

Aproach  SRRank TSES LAKE r . SRRank TSES LAKE F o SRRank  TSES  LAKE
Set 1 73.09% 69.28% 71.29% 74.34% 72.03% 68.77% 69.11% 72.98% 70.23% 6827%  69.93%  71.04%

Market Set2 84.21% 79.95% 80.67% 82.47% 82.29% 79.86% 80.05% 81.03% 85.53% 7998%  80.87%  83.18
. Set 1 77.77% 74.86% 76.24% 75.65% 79.94% 74.83% 75.89% 78.44% 76.24% 7259%  7399%  7537%
Business Set 2 83.13% 78.02% 79.78% 81.99% 81.32% 77.04% 77.94% 79.82% 79.67% 7478%  75.67%  78.02%
Set 1 73.27% 71.64% 69.97% 72.99% 76.55% 73.86% 74.65% 75.23% 72.54% 7075%  71.78%  71.98%
Sports Set 2 81.05% 77.87% 78.06% 80.56% 80.78% 76.01% 77.21% 78.35% 81.58% 7624%  79.67%  80.99%
' Set 1 95.55% 89.47% 88.88% 92.87% 92.67% 88.59% 89.12% 90.43% 94.04% 89.48%  8897%  91.79%
India Set 2 90.34% 87.09% 89.17% 89.88% 89.21% 83.25% 85.87% 86.98% 91.55% 88.78%  86.08%  89.23%
Set 1 69.95% 65.52% 67.48% 70.15% 64.28% 62.82% 63.89% 65.21% 65.79% 63.15%  6224%  66.03%
Technology Set 2 78.98% 74.03% 75.44% 77.89% 74.69% 72.02% 73.15% 74.06% 77.98% 7336%  73.01%  76.97%
. Set 1 89.98% 84.09% 85.32% 87.23% 88.57% 82.39% 83.66% 86.76% 89.48% 8454%  8539%  88.56%
National Set 2 77.26% 74.78% 75.89% 76.99% 78.14% 73.02% 74.88% 76.98% 76.57% 71.93%  7278%  74.87%
N Set 1 91.89% 85.45% 88.67% 90.54% 87.85% 82.51% 83.41% 85.98% 91.09% 87.99%  87.15%  89.79%
Politics Set 2 89.20% 84.77% 87.01% 87.96% 85.34% 81.82% 81.09% 83.75% 88.66% 83.86%  8445%  87.77%
Set 1 72.76% 71.87% 71.98% 73.98% 71.53% 70.98% 69.02% 72.89% 71.66% 68.64%  6954%  72.11%
World Set 2 86.72% 80.75% 81.83% 84.55% 83.31% 79.24% 78.58% 80.69% 85.98% 80.79%  82.65%  8457%
Set 1 95.99% 89.09% 92.80% 94.34% 92.67% 87.45% 88.56% 90.05% 94.04% 89.11%  90.04%  92.29%
Entertainment ¢ 88.86 83.53% 83.79% 85.39% 86.02% 80.05% 81.88% 84.99% 87.66% 8193%  8321%  86.16%
Science & Set 1 76.01% 73.71% 74.04% 74.97% 79.23% 75.77% 74.78% 78.65% 77.36% 7324%  73.96%  75.02%

Environment Set 2 70.41% 68.54% 69.94% 71.25% 69.85% 67.62% 68.12% 69.95% 66.76% 63.79% 64.52% 67.32%
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Table 8. Performance improvement of proposed approach over the baseline approaches.

ROUGE-1 ROUGE-2 ROUGE-SU4
Improvement Improvement Improvement Improvement Improvement Improvement Improvement Improvement Improvement
over SRRank over TSES over LAKE over SRRank over TSES over LAKE over SRRank over TSES over LAKE
Set 1 5.5% 2.5% —1.7% 4.7% 4.2% —1.3% 2.8% 0.42% —-1.1%
Market
Set2 5.3% 4.3% 2.1% 3.0% 2.8% 1.6% 6.9% 5.7% 2.8%
. Set1 3.9% 2.0% 2.8% 6.8% 5.3% 1.9% 5.0% 3.0% 1.1%
Business
Set 2 6.5% 4.2% 1.3% 5.6% 4.3% 1.8% 6.4% 5.2% 2.1%
S Set1 2.3% 4.7% 0.38% 3.6% 2.5% 1.7% 2.5% 1.0% 0.77%
ports
Set 2 41% 3.8% 0.61% 6.2% 4.6% 3.1% 7.0% 2.3% 0.72%
Indi Set 1 5.4% 6.1% 1.6% 3.7% 3.1% 1.6% 4.3% 4.9% 1.7%
ndia
Set 2 3.7% 1.3% 0.51% 7.2% 3.9% 2.6% 3.1% 6.3% 2.6%
Set1 6.7% 3.6% —0.28% 2.3% 0.61% —1.4% 4.1% 5.7% —0.4%
Technology
Set 2 6.6% 4.7% 1.3% 3.7% 2.1% 0.85% 6.2% 6.8% 1.3%
. Set 1 7.0% 5.4% 3.2% 7.5% 5.8% 2.1% 5.8% 4.7% 1.0%
National
Set 2 3.3% 1.8% 0.35% 7.0% 4.3% 1.5% 6.4% 5.2% 2.2%
. Set 1 7.5% 3.6% 1.5% 6.4% 5.3% 2.2% 3.5% 4.5% 1.4%
Politics
Set 2 5.2% 2.5% 1.4% 4.3% 5.2% 1.8% 5.7% 4.9% 1.0%
Set 1 1.2% 1.1% —1.6% 0.77% 3.6% —-1.9% 4.3% 3.0% —0.60%
World
Set 2 7.3% 5.9% 2.6% 5.1% 6.0% 3.2% 6.4% 4.0% 1.6%
. Set1 7.7% 3.4% 1.7% 5.9% 4.6% 2.9% 5.5% 4.4% 1.8%
Entertainment
Set 2 6.3% 6.1% 4.0% 7.4% 5.1% 1.2% 6.9% 5.3% 1.0%
Science & Set 1 3.1% 2.6% 1.3% 4.5% 5.9% 0.73% 5.6% 4.5% 3.1%

Environment Set 2 2.7% 0.67% —-1.1% 3.2% 2.5% —0.1% 4.6% 3.4% —0.8%
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Table 9. Result evaluation based on survey.

Relevance Coherence Informativeness
Proposed Proposed Proposed
SRRank TSES LAKE SRRank TSES LAKE SRRank TSES LAKE
Approach Approach Approach
Set 1 3 2 2 3 4 3 2 3 4 2 2 4
Market Set2 4 2 3 3 4 3 3 4 3 2 2 3
Set 1 4 3 3 3 3 2 2 2 3 1 2 3
Busi
Hsiness Set 2 3 2 2 3 3 2 1 3 4 2 3 3
Set1 4 1 3 3 4 2 2 3 4 2 2 3
Sports
Set 2 4 2 2 2 3 2 2 3 3 2 1 3
Set 1 3 2 1 3 4 1 3 3 4 2 2 3
India Set 2 4 2 2 3 4 2 2 2 3 1 1 2
Set 1 3 2 2 3 4 3 2 2 4 4 3 2
Technology
Set 2 4 2 3 3 4 3 2 2 3 4 3 3
Set1 3 1 2 3 4 1 3 3 4 3 2 3
i 1
Nationa Set 2 3 2 1 3 4 2 2 2 4 1 2 2
Set 1 4 2 2 3 4 3 2 3 3 2 2 3
Politi
onHes Set 2 3 2 2 3 4 3 3 4 4 2 3 3
Set 1 4 3 2 2 3 2 2 3 3 2 1 3
World Set 2 4 3 2 2 4 2 3 3 4 2 2 3
Set1 3 2 1 3 4 1 3 3 3 2 1 2
Entertainment
Set 2 4 3 2 3 3 2 2 3 4 1 3 3
Science & Set 1 4 3 3 4 4 2 3 3 4 2 2 2
Environment Set 2 3 2 2 3 4 3 3 4 3 2 1 3
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7. Conclusions and Future Work

In this paper, we present a method to generate an extractive summary of multiple
news articles based on keyphrase-based sentence weight and use cosine similarity to reduce
redundancy. We firstly filter out the main content from the news article by content extraction
approach. After extracting the main content from the news articles, we identify and
extract the keyphrases. It encloses significant information about the document content and
compromises a brief and precise description of the document content, which is important
for news articles summarization. To calculate the weight of the sentence, we combine three
features—direct keyphrase match, sentence position, and sentence length—and to reduce
redundancy, we used cosine similarity. We compared our proposed approach with other
approaches on English news documents dataset. The experimental results indicate that our
approach performs well on several multi-document summarization approaches for English
news documents. This study did not carry out any post-processing of the sentences, such
as compression of sentences and information fusion.

In our future work, we plan to summarize multi-lingual news articles, which are
not covered in this paper. On the other hand, the dataset we used in this paper contains
100 news articles; it is considered small compared to the other standard summarization
datasets. However, we will try to build a larger database for the more confident results.
We will also apply our approach to some more existing datasets to test its robustness.
Furthermore, we focus on utilizing more evaluation methods to evaluate the proposed
summarization approach.
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