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Abstract: Financial data are a type of historical time series data that provide a large amount of
information that is frequently employed in data analysis tasks. The question of how to forecast stock
prices continues to be a topic of interest for both investors and financial professionals. Stock price
forecasting is quite challenging because of the significant noise, non-linearity, and volatility of time
series data on stock prices. The previous studies focus on a single stock parameter such as close
price. A hybrid deep-learning, forecasting model is proposed. The model takes the input stock data
and forecasts two stock parameters close price and high price for the next day. The experiments are
conducted on the Shanghai Composite Index (000001), and the comparisons have been performed
by existing methods. These existing methods are CNN, RNN, LSTM, CNN-RNN, and CNN-LSTM.
The generated result shows that CNN performs worst, LSTM outperforms CNN-LSTM, CNN-RNN
outperforms CNN-LSTM, CNN-RNN outperforms LSTM, and the suggested single Layer RNN
model beats all other models. The proposed single Layer RNN model improves by 2.2%, 0.4%, 0.3%,
0.2%, and 0.1%. The experimental results validate the effectiveness of the proposed model, which
will assist investors in increasing their profits by making good decisions.

Keywords: forecasting; deep learning; stock prices; CNN; LSTM; RNN

MSC: 68Rxx; 68-XX; 68Uxx; 68T07

1. Introduction

One of the most significant issues in the financial world has always been the tendency
of stock price fluctuation. Many internal and external factors, such as the local and global
economic climate, current affairs, industry prospects, financial information from publicly
traded firms, and stock market activity, have an impact on stock prices. The traditional
analysis method is used to examine the stock market’s behaviour. Traditional analysis is
based on two methods: fundamental analysis and technical analysis. External factors such
as interest rates, exchange rates, inflationary trends, industrial policies, interactions with
other nations, economics, and political considerations are heavily weighted in the basic
examination method. The technical examination approach, on the other hand, concentrates
on stock prices and trade volume [1]. The stock market is widely recognized for being
a highly volatile system. Many studies have been conducted on forecasting stock prices,
and many techniques have been used for this [2]. Based on technical analysis, researchers
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used time series data to forecast the short-term stock price using long-term data, and such
methodologies were based on models such as LSTM, GRU, meta learner [3], CNN-LSTM,
LSTM [1,4], LSTM [5], CNN [6], and CNN-SVM [7].

Many researchers have proposed various deep-learning methods to improve stock
price forecasting, such as the close price for the next day, week, month, or year. However, a
question still arises. What effect do deep learning models have on short-term predictions?
To answer that question, deep learning models can recognize the non-linear and complex
patterns to analyze the complex patterns of financial stock data. Deep learning models help
in recognizing the patterns and help us forecast for the next day, weeks, and months. A
second question arises. What effects does multi-parameter stock price modeling have on
short-term predictions? A third question arises. Why do the stock prices not forecast more
than one parameter? To answer this, a new methodology is present to forecast the two stock
parameters, the close price and the high price. The methodology is based on three models:
CNN, LSTM, and RNN. These three models all receive data simultaneously, process it in
parallel, and then produce results. To forecast the two stock parameters, close price and
high price, for the next day, the best model with the lowest error rate will be chosen using
the selection method. The daily transaction data of the Shanghai Composite Index (000001)
is taken as a data set from 3 July 1997, to 24 January 2022, in which the training set contains
4761 trading days data, and the validation and testing set contains 1190 trading days data.

This study makes a contribution as described below.

• A new methodology is proposed to forecast two stock parameters, close price, and
high price, by analyzing time series data on stock prices.

• Comparing the hybird deep learning forecasting model with other stock price fore-
casting methods, the proposed method demonstrates that it is the most precise and
suitable method for the forecasting of stock prices.

The high price is forecasted primarily due to the high fluctuation of stock prices in the
stock market and the stakeholders’ demands. The stock’s high price is significant because
it serves as a barometer of where the stock’s price has been trading, giving traders and
investors information about the stock, possible points of entrance and exit, and a look into
the stock’s possible future trading range. A high price data point on a stock chart represents
the stock’s highest value during a trading day. For traders and investors, a high price offers
useful information that helps make various trading decisions.

This paper is divided into the sections listed below. The associated work is covered in
Section 2. Section 3 provides an explanation of the proposed methodology. The experiment
in Section 4 is followed by a discussion of the findings. Things come to a conclusion in
Section 5.

2. Related Work

We review the research on previously proposed stock price forecasting methods, and
the analysis table is shown in Table 1. The core of these approaches was a combination of
deep learning and machine learning techniques. Srilakshmi. K et al. [4] used Bi-LSTM,
CNN-LSTM, three layer LSTM, single layer LSTM, and three layer LSTM were all employed
to anticipate the close price of TCS stock for the following day. In comparison, CNN-LSTM
and Bi-LSTM performed outstandingly as compared to the single layer LSTM and three
layers LSTM. Lu et al. [1] used the CNN-LSTM technique to forecast the close price for
the next day of the Shanghai Index (000001). The basic purpose of CNN was to retrieve
the best features from the data, and the close stock price was predicted using the LSTM
algorithm. The problem identified was that the CNN could not retrieve the best feature
from the input data. Mehtab et al. [6] forecasted the close price of the NSE NIFTY 50 index
using the deep learning CNN model. Using univariate and multivariate methodologies,
three CNN models with different input data sizes and network configurations were built,
significantly enhancing the forecasting framework. Yadav et al. [8] used the deep learning
LSTM base technique to forecast the close price of the NSE NIFTY50 index. Stateful and
stateless LSTMs were compared, and it was determined that stateless LSTMs were more
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stable than stateful LSTMs. Based on the results, a stateless LSTM model was found to be
superior for time series forecasting challenges due to its higher stability. Sheng Lu et al. [9]
forecasted the close price of the Taiwan Stock Exchange (TWSE) using the deep learning
LSTM model. The main purpose was to replace the RNN model with the LSTM model due
to the long-term memory because RNN was unable to maintain the long-term data.

Chen et al. [10] used CNN, BiLSTM, and an attention mechanism-based model
to forecast the closing prices of various firms, including China Unicom, the Shanghai
Composite Index, and the CSI 300. The features were retrieved from the input data using
CNN. Efficient channel attention was combined with BiLSTM to improve the network’s
sensitivity to forecast the stock price. Samarawickrama and Fernando [11] forecasted
the closing price of the Colombo Stock Exchange (CSE) using deep learning models, and
the four deep learning models were FFNN, SRNN, LSTM and GRU. After analyzing
the generated results, the forecasting accuracy of the feed forward neural network was
approximately 99%. When compared to the feed forward network, SRNN and LSTM
produced lower error rates; however, on some occasions, SRNN and LSTM produced high
error rates. When compared to other models, GRU produced a high error rate. Ojo et al. [2]
forecasted the close price of the American Stock Exchange NASDAQ Composite (IXIC)
using stacked LSTM, a deep learning technique. The results showed that the accuracy
had improved while forecasting the stock price. Li et al. [12] forecasted the close price of
two different data sets JQData and Pingan Bank—using a hybrid deep learning approach.
The main purpose of CNN was to retrieve the best features from the input data. The
LSTM model takes the output of the CNN model as an input and performs calculations to
predict stock price and the attention mechanism used on the LSTM model to improve the
scalability of the CNN-LSTM model. The experiment result of the CNN-LSTM model was
analyzed with SVM, LSTM, and GRU results. Based on the results, the CNN-LSTM model
outperformed the other models.

Lounnapha et al. [13] forecasted the close price and trend of three Thai stock exchange
companies using the CNN model. The sliding window was used, and its size was the
same as the input size. There was no overlap between the two consecutive windows
when the sliding window moved right on each iteration. The results demonstrated that
the CNN model performed admirably on the current day. Fabbri and Moro [14] used the
LSTM model to forecast the close price of the trading Dow Jones for the next day. The
LSTM model result was analyzed with the FFNN results. The generated results show that
LSTM performed better than feed forward neural network. Prachyachuwong et al. [15]
used LSTM and BERT to forecast the stock trend of the Thailand Futures Exchange SET50
index based on the close price. LSTM was used for the numerical data and BERT for the
textual data. Kesavan M et al. [16] proposed a methodology based on NLP and LSTM
models to forecast stock prices. NLP was used to analyze the textual data (financial news),
whether the financial news was positive or negative, and LSTM was used to forecast the
historical financial data. Batool el al. [17] examined the sharing economy (SE) of selected
countries in COVID-19 lockdown using a difference-in-difference estimation technique and
Google trends data. The analyzed results verified that online services gain profit such as
e-commerce, online streaming services, etc, while, on the other side, transport company
series and accommodation sectors have gone into loss, and many people have become
unemployed.

By studying the literature, we see that the researchers have forecasted the single stock
parameter, such as the close price. Most researchers use the LSTM model for forecasting
and the CNN model for retrieving the best features from the input data.
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Table 1. Analysis of previous studies.

Reference Authors/Published Date Technique/Dataset Remarks

[4] Srilakshmi.K, Sai Sruthi.Ch
Published in 2021

Using Single Layer LSTM,
Three Layer LSTM,

CNN-LSTM, ConvLSTM,
BiLSTM to forecast historical
stock data using TCS stock as

data set

To forecast the close price, ConvLSTM and
BiLSTM were performing better than other models.

CNN-LSTM, single layer LSTM, and three layer
LSTM still improved when the epoch was

increased.

[15] Prachyachuwong, Vateekul
Published in 2021

Using LSTM for historical
stock data and BERT for

textual data on using
SET50index as data set

To forecast the stock close price. he suggested
model outperformed the base paper in terms of
performance. The generated results verified that

proposed model had improve with an accuracy of
61.28% and F1 of 51.58% and achieved highest

annualized return of 8.47%

[1] Lu et al. Published in 2020

Using CNN for features
extraction and LSTM for the
forecasting historical stock

data using Shanghai
Composite Index (000001) as

data set

To forecast the stock close price, CNN-LSTM was
used. The generated results verified that they were

performing better than other models. The
limitation in this paper was that of the model
architecture design. The problem was that the

CNN was unable to retrieve the best features from
the input data.

[6] Mehtab, Sen Published in 2020
Using CNN forecasting

historical stock data using
NIFITY 50 index as a data set

Stock close price was forecasted using CNN . The
results verified that CNN was performing better
than machine learning models and able to extract

more features than machine learning models.
CNN gave more accurate accuracy in multivariate

analysis as compared to univariate analysis.

[6] Sidra Mehtab, Jaydip Sen
Published in 2020

Using CNN for forecasting
historical stock data using

NIFITY 50 index as a data set

To forecast the stock close price, CNN was used.
The results verified that CNN was performing

better than machine learning models and able to
extract more features than machine Learning

models. CNN gave accurate accuracy in
multivariate analysis as compared to univariate

analysis.

[8] Yadav et al. Published in 2019
Using LSTM for forecasting
historical stock data using

TCS stock as a dataset

To forecast the stock adj-close price, LSTM was
used. The results verfied that stateless LSTM

performed better as compared to stateful LSTM

[9] Lin et al. Published in 2018
Using LSTM for forecasting
historical stock data using
TWSE stock as a dataset

To forecast the stock close price, LSTM was used.
LSTM resolved the problem of storing long-term

data, which was faced in RNN model.

3. Proposed Methodology

To perform the forecasting of two stock parameters, the close price and the high price
were used. Three models—CNN, LSTM, and RNN—will be used. These three models
obtain the input and start processing in parallel and generate output. The selection method
will select the best model on the of the error rate bases. Figure 1 displays the architecture
diagram for proposed model.

3.1. CNN

Lecun et al. [18] proposed the CNN network concept in 1998. CNN performs well in
both natural language processing and image processing (NLP). It can be used to forecast
time series with success [19]. We can train a CNN model to improve forecasting and
accuracy using multivariate time series data, and we are going to investigate the forecasting
power of CNN in this work.
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Figure 1. Architecture Diagram.

A CNN is made up of three primary layers a convolution layer, a pooling layer, and
a fully connected layer, as shown in Figure 2. The convolution layer makes an effort
to retrieve the best features from the 1-D matrix and perform calculation to provide a
convoluted output, as shown in Equation (1).

CLt = tanh(xt ∗ wt + bt) (1)

where CLt is the convolution output, activation function is tanh, xt is input value, wt is the
weight, and bt is the bias.
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Figure 2. CNN one-dimensional structure [20].

The pooling layer takes the output of the convolutions as an input. The max pooling
function is used to choose the heavily weighted features in the pooling layer. The pooling
layer’s output is passed to the flatten layer. The flatten layer’s primary function is to
convert the data into a single array form. The fully connected layer receives the flatten
layer’s output and processes it to obtain the results.

3.2. LSTM Model

Schmidhuber et al. [21] suggested the LSTM network model in 1997. In the training
processing, long-term memory issue and the vanishing gradient problem affect the RNN
models frequently. A network model called LSTM was created to handle the long-term
memory issues with vanishing gradient problems in RNN [1,8–10]. The model uses a
gate control mechanism to control the information flow and carefully chooses how much
incoming data should be stored for each time step. The core LSTM unit consists of three
control gates an input gate, an output gate, and a forgetting gate, which is seen in Figure 3.

The forget gate is used to store important information in the cell state while removing
unnecessary information. It takes two values as input, the current input value and the most
recent output value of the previous state, and uses the sigmoid function to do computations
to get the forget gate result value, which is a number between 0 and 1, as shown in
Equation (2).

FGt = σ((W f g ∗ ht−1) + (W f g ∗ xt) + b f g) (2)

The input at that time step is xt, and the recent last state value is denoted by ht−1. The
weight is denoted by W f g, and bais is denoted as b f g. The forget gate activation function
output is represented by FGt. The previous cell state is then multiplied by the forget gate
activation function output to decide whether or not the prior data should be stored in the
cell, as shown in Equation (5).
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Figure 3. LSTM Architecture [22].

The input gate is used to provide fresh data to the cell state. It requires the current
input, as well as the most recent state value, as inputs. The calculation is performed on the
input values, and the sigmoid function is used as a filter to obtain output between 0 and 1,
as shown in Equation (3).

IGt = σ((Wig ∗ ht−1) + (Wig ∗ xt) + big) (3)

where Wig is the weight, ht−1 is the recent last state value, xt is the input at that time step,
big is the bias, and IGt is the input gate result .

A new cell function is created to obtain all possible values in the cell state. This
function also takes two inputs—the current input value and the recent last state value. The
calculation is performed on the input values, and tanh activation action is applied as a filter
to obtain output between −1 to 1, as shown in Equation (4).

C̃t = tanh((Wig ∗ ht−1) + (Wig ∗ xt) + big) (4)

where Wig is the weight, ht−1 is the recent last state value, xt is the input at that time step,
big is the bias, and C̃t is the cell state function value at that time step.

The result of the cell function and input gate output is multiplied and added to the
cell state as shown in Equation (5).

Ct = Ct−1 ∗ FGt + IGt + C̃t (5)

The basic purpose of the output gate is to give the best feature as an output. The
output gate performs the calculation using two inputs the current input value and the most
recent state value at that moment. The value between 0 and 1 is filtered using the sigmoid
activation function to get the output value, as shown in Equation (6)

Ot = σ(((Wog ∗ ht−1) + (Wog ∗ xt)) + bog) (6)

where Wog is the weight, ht−1 is the recent last state value, bog is the bias, and Ot is the
output value at that time step

In order to filter values between −1 and 1, a new cell state function is developed that
applies the tanh activation function on the cell state, as shown in Equation (7).

˜OCt = tanh(Ct) (7)
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where Ct is denoted as the cell state and ˜OCt is the function cell state’s output value.
The cell state function value is multiplied by the output value, and the result is

transmitted to the following hidden layer, as shown in Equation (8).

Oog = Ot ∗ ˜OCt (8)

3.3. RNN Model

RNN is capable of capturing the time series data. RNN contains hidden layers to
calculate a large number of the input sequence, in contrast to the traditional ANN, which is
unable to memorize the previous historical information of the sequences. Recurrent neural
networks are composed of multiple layers, and each layer contains multiple nodes. A, B,
and C are the network’s parameters. This is seen in Figure 4.

Figure 4. RNN Architecture [23].

The input, hidden, and output layers are denoted by the letters X, H, and Y, respectively.
To enhance the output of the model, the network parameters A, B, and C are used. Input
at xt and xt−1 at any given time t are combined to form the current input. To make the
network better, output is always being gathered from it, as shown in Equation (9).

ht = f (ht−1, xt) (9)

The input data x are passed to the model via input layer A, illustrated in Figure 4,
and the central layer h contains multiple hidden layers, each with its own activation
functions, weights, and biases. tanh is the activation function. The previous concealed state
is represented by ht−1, and its weight is represented by Wph. The weight of the current
hidden state is Wxh, while the current input is xt, as shown in Equation (10).

ht = tanh(Wph ∗ ht−1 + Wxh ∗ xt) (10)

The output layer ‘y’ receives the hidden layer’s output as an input. Some calculations
are performed to obtain the real outcome, as illustrated in Equation (11). The actual result
is the forecasted value. Why is the weight of output, ht is weight of hidden layer, and yt is
the output at time t, as shown in Equation (11).

yt = Why ∗ ht (11)

A RNN receives its two inputs from the recent past and the present. This is vital
because the data sequence contains necessary details about what will occur next, which
allows a RNN to carry out tasks that other algorithms are unable to do.

In the literature, various approaches were used for the prediction such as, neural
network-based intelligent decision-making [24], deep learning models [25–28], machine
learning-based methods [29–32], and CNN, RNN and LSTM based methods [33–35].

3.4. Selection Method

After receiving the findings of the error rates of these three models, CNN, LSTM, and
RNN, the selection method will select the optimal model with the highest accuracy. The
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selection approach is effective based on the R2 evaluation matrix. The model with a result
which is closer to or equal to 1 is selected by the selection method.

4. Experiment

To evaluate the proposed model’s efficacy, it is compared to CNN, RNN, LSTM, CNN-
RNN, and CNN-LSTM models. On the same data set, the models are trained and tested.
The open price, high price, low price, close price, adj-close price, and volume are the stock
parameters that influence it.

4.1. Tools and Technology

1. Python: It is a smart, adaptable, and versatile programming language. Being clear and
easy to read, it makes a fantastic first language. It is the core programming language
for Web development, machine learning, and data science.

2. Microsoft Excel: The spreadsheet application Microsoft Excel was developed by
Microsoft. Tools for calculating and computing, charting, and pivot tables are all
included. As a database, Excel is used. The data are retrieved and executed using
Excel. The graphs of the outputs are also created using Excel.

3. Google Colab: It is an online tool that facilitates the developer to implement the code
in the standard environment without relying on the local computer resources and
provided opportunities to the developers to work in any environment

4. Keras: It is a python API that helps the developer to speed up the implementation of
the experiment using simple methods and libraries and remove a huge coding load
from a developer.

5. Pandas: It is a Python toolkit that is free and open-source for tasks including data
science, analysis, and machine learning. It is built for the multi-dimensional array-
supporting library Numpy. These tasks include data cleaning, data filling, data
normalisation, data visualisation, data loading and storage, statistical analysis, and
much more. It is used for reading data, assessing it, altering it, and then saving it.
Using the Pandas library, all of these things are possible.

6. Numpy: It is an open-source python library. Python has lists that function similar to
arrays. Arrays are mostly used in data studies.

4.2. Data Set

The data for this experiment is taken from the Shanghai Composite Index (000001).
From 3 July 1997 to 24 January 2022, daily trading data for 5951 trading days were collected
using the Yahoo Finance database. Data contain the open price, high price, low price, close
price, and volume, as shown in Table 2. The data for the training set are 4751 days long,
while the testing data set is 1190 days long.

4.3. Implementation of Model

First, the data taken from the database are pre-processed to remove the null values in
the data set. After pre-processing, normalization is used to transform the set of data to be on
a similar scale. To normalize the data, data standardization is used. In data standardization,
Z-Score standardization is used, and the formula is shown in Equations (12) and (13).

Z =
X− µ

S
(12)

X = Z ∗ S + µ (13)

Table 3 shows the proposed methodology (CNN-LSTM-RNN model) parameter set-
tings for this experiment. The CNN-LSTM-RNN network’s parameter values demonstrate
how the particular model is constructed. The input for the 3-D vector is (None, 10, 6),
where 10 is the sample size and 6 is the number of input features. As input, the data are fed
into the RNN Layer, LSTM Layer, and one-dimensional convolution layer.
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Table 2. Shanghai Composite Index (000001) Data Set.

Date Open High Low Close Adj.Close Volume

03 March 2003 1511.584 1525.698 1511.045 1525.483 1525.483 8800
04 March 2003 1527.448 1529.751 1517.859 1524.303 1524.303 8000
05 March 2003 1524.077 1524.123 1508.25097 1517.178 1517.178 6800
06 March 2003 1516.600 1517.348 1494.240 1498.343 1498.343 8400
07 March 2003 1495.693 1502.427 1489.384 1493.093 1493.093 7000
10 March 2003 1492.208 1496.163 1467.639 1468.918 1468.918 7400
12 March 2003 1468.746 1475.286 1458.5 1475.008 1475.008 5200
13 March 2003 1475.036 1477.858 1463.329 1464.649 1464.649 5400
14 March 2003 1464.991 1471.499 1461.350 1466.043 1466.043 4800
17 March 2003 1465.144 1469.532 1453.368 1469.274 1469.274 6400

In CNN, the best feature is recovered using the convolution layer, which outputs
as 3-D vector (none, 10, 32), with 32 filters, and a kernel size of 1. The pooling Layer
receives the convolution output . The pooling layer uses max pooling, which moves once
for each output and has a max pooling size of two and a stride of one. Flatten layer takes
input of pooling layer output and converts all the output into a single dimension. The
fully connected layer takes input of flatten layer output and performed calculations and
displays the two forecasting stock parameters values for the next day as a result. The model
structures of these three models are shown in Figure 5–7.

Figure 5. CNN Model Diagram.

Both the LSTM and RNN networks are running at the same time. These LSTM and
RNN layers provide the input. The input data are passed from 64 units. These units carry
out calculations and then provide results. The output layer then receives these outputs.
In the end, the output layer does certain calculations and provides two forecasts the close
price and the high price for the next day.
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Figure 6. LSTM Model Diagram.

Figure 7. RNN Model Diagram.

Table 3. Model Parameters.

Parameters Values

Convolution Layer 1
Convolution Layer Filters 32
Convolution Layer Kernel Size 1
Convolution Layer Activation Function tanh
Pooling Layer 1
Pooling Method Max Pooling
Pooling Size 2
Strides 1
Flatten Layer 1
LSTM Layer 1
LSTM Layer Units 64
LSTM Layer Activation Function tanh
RNN Layer 1
RNN Layer Units 64
RNN Layer Activation Function tanh
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Table 3. Cont.

Parameters Values

Optimizer Adam
Loss Function MAE
Time step 10
Batch size 64
Epochs 100

The selection process is used to choose the best model that performs better than the
other two. The R2 is used to make the selection. The R2 is discussed in the following section.

4.4. Evaluation Method

MAE, RMSE, and R2 are used for assessing the forecasting performance of the CNN-
LSTM-RNN based model.

1. MAE
MAE is used in resolving learning difficulties into optimization problems because
it is most commonly utilized for the loss functions and error measure of regression
problems.

MAE =
∑n

i=1 |Yi − Xi|
n

(14)

In this case, Yi represents the prediction, Xi is the actual value, and n represents the
total number of samples or records.

2. RMSE
One of the methods most frequently used to evaluate the accuracy of forecasting
models is RMSE. It shows how far the observed value varies from the actual value
using Euclidean distance. The difference between forecast value and actual value for
each sample are considered.

RMSE =

√
∑n

i=1(Yi − X̄i)2

n
(15)

3. R2

For linear regression models, R2 is a goodness-of-fit indicator. R2 is a metric that
expresses the degree to which your model explains the dependent variable. The R2

formula is used to calculate the amount of variance in y that can be explained by
x-variables. The scale runs from 0 to 1.

R2 = 1− SR
TR

(16)

where TR is the total square sum and SR is the sum of square residuals.

4.5. Results

After performing the process to train the proposed methodology(CNN-LSTM-RNN)
in which three models CNN, LSTM, and RNN are trained parallel on the training data set.
After completing the training process, the validation is performed to select the best model.
After getting the error rates, the selection method selects the best model on the basis of R2.
In this case, the selection method selects the RNN model because its R2 is closest to 1. To
assess the model’s effectiveness, evaluation is done using the testing data set. A forecast
is made using the test data set. After testing, the error rates of models are calculated as
displayed in Table 4.

The model’s validation findings are examined. The validation results verified that the
RNN model is trained better than other models because its validation results are greater
than the CNN and LSTM models and closest to 1. Evaluation of model performance is
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performed on the test data and calculated on basis of the MAE, RMSE, and R2, and we see
that the RNN model has less MAE and RMSE while, on the other hand, R2 is closest to 1,
which means that RNN gives accurate results.

After performing the process to train the existing models CNN, RNN, LSTM, CNN-
RNN, and CNN-LSTM are performed on the training data set. After completing the training
process, forecasting is performed on the test dataset, which is compared with the actual
values as shown in Figures 8–19. The line graph of the six forecasting methods presents
the actual prices and the forecasted prices. By analyzing the results, the CNN-LSTM-RNN
model has the highest line-fitting graph among other models and the CNN model has the
lowest.

Each method’s evaluation index is also computed. The comparison with other models’
results is displayed in Table 5 and Figures 20–22, while CNN-LSTM-RNN has the lowest
MAE and RMSE and the R2 is the greatest and closest to 1 among other models, CNN has
the highest MAE and RMSE and the lowest R2.

By comparing the RNN with CNN-LSTM, R2 of CNN-LSTM increases from 0.982 to
0.983 by 0.1%, MAE decreases from 31.495 to 30.653 by 2.7%, RMSE also increases from
17.313 to 19.117 by 10.4%, so the results of CNN-LSTM was better than RNN. Another
comparison was conducted between CNN-LSTM and CNN-RNN, and the MAE and RMSE
of CNN-RNN decreased, and MAE decreased from 30.653 to 29.527 by 3.8%, and RMSE
decreases from 19.117 to 16.756 by 14%, and R2 increased from 0.983 to 0.984 by 0.1%, so
the CNN-RNN performed better than CNN-LSTM. Another comparison was conducted
between CNN-RNN and LSTM: MAE of LSTM decreased from 29.527 to 28.589 by 3.4%,
RMSE decreased from 16.756 to 15.720 by 6.5%, and R2 increased from 0.984 to 0.985 by
0.1%, so the LSTM performed better than CNN-RNN. Another comparison was conducted
between LSTM and CNN-LSTM-RNN: MAE and RMSE of CNN-LSTM-RNN decreased,
MAE decreased from 28.589 to 27.469 by 4%, RMSE decreased from 15.720 to 13.295 by 18%.
and R2 increased by 0.985 to 0.986 by 0.1%, so the CNN-LSTM-RNN performed better than
LSTM.

By comparing the proposed technique with existing LSTM technique [14], we see that
the previous LSTM approach employed two layers, the first layer consisting of 32 units, and
the second layer consisting of 16 units. Another existing RNN technique [11] is compared
with the proposed methodology. We see that the existing RNN technique used two layers.
In the first layer, six units were used and, in the second layer, 11 units are used, while the
proposed technique used a single layer and 64 units in the model.

The main difference with the existing methodologies is that the existing methodologies
used the evaluation matrix to check the accuracy of the models, while the proposed
techniques select the best model based on R2 error rate closest to 1. The proposed technique
with a single layer and 64 units reduces the computation power and, by increasing the
units in the layer, the performance of the model increases and also reduces the error rate.
The results verify that the proposed methodology is performing better, and its prediction
results are closer to actual prices as compared to the existing LSTM and RNN models. The
results of the proposed approach are shown in Table 6.

By comparing the error rates results of a single parameter and two parameters, we see
that the MAE of the two parameters of CNN, RNN, CNN-LSTM, and CNN-RNN models
remains high, whereas the MAE of the LSTM model remains a little bit lower than the
then single parameter of the LSTM model. The RMSE of the two parameters is lower than
the RMSE of a single parameter. The R2 error results of two parameters are closest to 1 as
compared to the R2 error result of a single parameter, so the R2 error results are closest
to 1, which means that models with two parameters are performing more accurately as
compared to single parameters, as shown in Table 7.
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Table 4. CNN-LSTM-RNN Model Results.

Models MAE RMSE R2

CNN 27.644 3.527 0.985
RNN 27.469 13.295 0.986
LSTM 32.283 20.242 0.982

Figure 8. CNN model close price prediction.

Figure 9. CNN model high price prediction.
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Figure 10. RNN model close price prediction.

Figure 11. RNN model high price prediction.
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Figure 12. CNN-LSTM model close price prediction.

Figure 13. CNN-LSTM model high price prediction.
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Figure 14. CNN-RNN model close price prediction.

Figure 15. CNN-RNN model high price prediction.
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Figure 16. LSTM model close price prediction.

Figure 17. LSTM model high price prediction.
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Figure 18. CNN-LSTM-RNN model close price prediction.

Figure 19. CNN-LSTM-RNN model high price prediction.
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Figure 20. MAE comparison between various models.

Figure 21. RMSE comparison of multiple different models.
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Figure 22. R2 Comparison of different models.

Table 5. Performance evaluation of the suggested approach compared to current techniques.

Methods MAE RMSE R2

CNN 47.642 40.404 0.964
RNN (Multilayer) 31.495 17.313 0.982
CNN-LSTM(Hybird Model) 30.653 19.117 0.983
CNN-RNN(Hybird Model) 29.527 16.756 0.984
LSTM(Multilayer) 28.589 15.720 0.985
Proposed Single Layer RNN 27.469 13.295 0.986

Table 6. Results of proposed methodology.

Actual Stock Price Proposed Approach

Dates High Close Predicted High Predicted Close

07 March 2017 3242.658936 3242.406006 3233.857666 3242.933838
08 March 2017 3245.303955 3240.665039 3237.608643 3249.272949
09 March 2017 3233.875 3216.746094 3240.685547 3254.879883
10 March 2017 3222.319092 3212.76001 3214.25415 3224.61792
13 March 2017 3237.023926 3211.515381 3211.515381 3224.850098

Table 7. Performance comparison of single parameter and two parameter.

Single Parameter Two Parameter

Methods MAE RMSE R2 MAE RMSE R2

CNN 30.138 42.967 0.958 47.642 40.404 0.964
RNN(Multilayer) 29.916 42.957 0.959 31.495 17.313 0.982

CNN-LSTM(Hybird Model) 27.564 39.688 0.964 30.653 19.117 0,983
CNN-RNN(Hybird Model) 28.285 40.538 0.963 29.527 16.756 0.984

LSTM(Multilayer) 28.712 41.003 0.962 28.589 15.720 0.985
Proposed Single Layer RNN 27.190 11.989 0.984 27.469 13.295 0.986
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In this study, we have used three regression models, i.e., CNN, LSTM, and single
layer RNN. Furthermore, our proposed single layer RNN outperformed as compared to
other existing multi-layer and hybrid models shown in Table 5. The proposed single layer
RNN model reduces computational complexity as well as significantly reducing RMSE
and MAE. In the future, we will extend the comparison parameters, i.e., accuracy, MSE, F1
score, precision, and recall.

By examining the results, we can see that our proposed approach on both scenarios
outperforms in comparison to other existing models available in the literature. Besides, by
comparing the results of existing single-parameter models with two-parameter models,
we see that all the models are performing better on the forecasting of two parameters as
compared to the single parameter, which is improved by 0.6%, 0.23%, 0.19%, 0.21%, 0.23%,
and 0.6%. In terms of forecasting accuracy the proposed methodology (CNN-LSTM-RNN)
of scenario two parameters, the MAE is 27.469, the RMSE is 13.295, and the R2 is 0.986,
which is very close to 1. The highest of the six forecasting approaches, CNN-LSTM-RNN,
has a R2 of 0.986 in the case of high predicting accuracy, which is improved by 2.2%, 0.4%,
0.3%, 0.2%, and 0.1%, respectively.

The technique proposed in this paper is based on CNN, LSTM, and RNN models. The
proposed technique outperforms the other five models in forecasting two stock parameters,
and the error rate is lower when compared to the other models. This model is forecasting
the two stock parameters’ high price and close price for the next day, which will help the
investor in investing in the future.

5. Conclusions

In order to forecast the close price and the next day’s high price, in this article we have
proposed a single layer RNN model. In addition, our proposed approach leverages the
following six input features while utilising all of the time series data. These six features are
following: volume, adj-close price, close price, low price, open price, and high price. In
our scheme CNN, LSTM, and RNN take the input to performed calculations and forecast
the closing and high prices for the following day. Furthermore, in this study, the selection
method selects the one model on the basis of evaluation index R2, the value which is closest
to 1. We have used the Shanghai Composite Index (000001) in this paper to validate the
experimental performances of our proposed single layer RNN model with other state of the
arts existing multi layer and hybrid schemes. By analyzing the experimental performance,
the proposed single layer RNN model outperforms in comparison to other existing models.
Our proposed model has the shortest MAE and RMSE as compared to other models as
shown in Table 5, while R2 is the closest to 1. Our proposed single layer RNN model is the
suitable model to forecast the stock prices, and it will help the investor to invest in the right
stock at right time to gain maximum profit. It only forecasts two stock parameters—close
price and high price, respectively, for the next day. In the future, we aim to consider
risk factors to make an intelligent decision system and to forecast more than two stock
parameters along with evaluation matrix for better results.
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