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Abstract: Various methods are used when building bankruptcy prediction models. New sophisti-
cated methods that are already used in other scientific fields can also be applied in this area. Graph
theory provides a powerful framework for analyzing and visualizing complex systems, making it
a valuable tool for assessing the sustainability and financial health of businesses. The motivation
for the research was the interest in the application of this method rarely applied in predicting the
bankruptcy of companies. The paper aims to propose an improved dynamic bankruptcy prediction
model based on graph theoretical modelling. The dynamic model considering the causality relation
between financial features was built for the period 2015–2021. Financial features entering the model
were selected with the use of Domain knowledge approach. When building the model, the weights
of partial permanents were proposed to determine their impact on the final permanent and the
algorithm for the optimalisation of these weights was established to obtain the best performing
model. The outcome of the paper is the improved dynamic graph theoretical model with a good
classification accuracy. The developed model is applicable in the field of bankruptcy prediction and
is an equivalent sophisticated alternative to already established models.
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1. Introduction

Corporate bankruptcy is one of the significant issues which the companies in the
economy are dealing with. It also affects the sustainable growth of business organizations.
Corporate sustainability is considered to be a business and investment strategy that seeks
to use the best business practices to meet and balance the needs of current and future
stakeholders [1]. “The concept of financial sustainability refers to liquidity, long-term
returns, growth potential, and the ability to withstand financial distress. Ignoring the signs
of financial distress can lead to a situation in which bankruptcy is the only option” [2] (p. 3).

Therefore, it is very important to monitor the symptoms of financial distress in the
early stages of their manifestations. As part of prevention and monitoring, it is possible to
apply many models that are aimed at predicting the financial failure of companies.

These models were elaborated on a theoretical and practical level. Several of them
have a basis in mathematical and statistical methods (mostly they are regression models or
discriminant analysis models).

According to Ghodrati and Moghaddam [3], prediction models can be divided into
statistical models, artificial intelligence models and theoretical models. Statistical models
are based on discriminant analysis and can be univariate or multivariate. Multivariate
statistical models include multivariate discriminant analysis models, linear probability
models, Logit models and Probit models [4]. Sun et al. [5] point to three development
tendencies in the application of bankruptcy prediction models: a transition from one-
dimensional analysis of variables to multidimensional prediction, a shift from traditional
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statistical methods to machine learning methods that are based on artificial intelligence
and more intensive involvement of hybrid and ensemble classifiers [6].

Aziz and Dar [7] divided prediction models into statistical models, artificially intel-
ligent expert system models and theoretical models. According to the authors, statistical
models focus on detecting bankruptcy symptoms, are based on accounting data, can be
single-criteria or multi-criteria, and use standard procedures. Artificially intelligent expert
system models have approximately the same characteristics as statistical models, how-
ever, they are highly dependent on software solutions. Theoretical models differ in their
characteristics compared to the models that use artificial intelligence. Theoretical models
reveal the qualitative causes of bankruptcy, are based on data that guarantee the confir-
mation of the cause of business failure according to the starting points in the theory, and
use software products that are suitable for confirming the theoretical argument of busi-
ness failure. According to the authors, the statistical models include: univariate analysis
(financial analysis), multivariate discriminant analysis, linear probability model, Probit
model and Logit model. Artificially intelligent expert system models include decision trees,
neural networks, rough-set models and genetic algorithms. The last group of models is
represented by entropy theory, gambler’s ruin theory, cash management theory and credit
risk theories.

Another classification of techniques for developing bankruptcy prediction models
is offered by Zhou and Lai [8], who classify them into statistical techniques, intelligent
techniques and hybrid and ensemble models.

During the last decades, globalization in financial markets, increasing competition
among firms, financial institutions, and organizations, as well as rapid economic, social,
and technological changes have led to increased uncertainty and instability in the financial
and business environment. As a result, the need for the application of effective methods of
predicting the financial health of businesses, as well as the need for a comprehensive ap-
proach to solving the given problem, has increased. In this “new” reality, scientists as well
as practitioners in the field of finance recognize that it is necessary to solve the problems of
predicting the financial health of businesses through integrated and realistic approaches
that are based on sophisticated techniques of quantitative analysis. The connection between
financial theory and mathematical programming becomes highly significant. Optimiza-
tion techniques, stochastic processes, simulation, forecasting, decision support systems,
multivariate discriminant analysis, fuzzy logic, as well as others, are nowadays considered
valuable prediction tools [9]. In their study, Balcaen and Ooghe [10] collected information
on methods that can be applied in detecting possible financial failure of businesses. They
investigated whether sophisticated and alternative methods can bring better results in
the field of predicting the financial health of businesses compared to traditional statistical
methods and in the end pointed out the significant benefits of these methods.

Sophisticated and alternative methods certainly include machine learning or artificial
intelligence methods, which over time have become the standard in bankruptcy prediction,
since statistical methods such as logistic regression and discriminant analysis have certain
disadvantages, as they have strict prerequisites for their possible application. On the other
hand, thanks to machine learning, it was possible to include new variables in the models
that could not be included when applying statistical methods (for example, indicators of
corporate governance, textual data from the annual report, data and findings about the
company from newspaper articles, etc.). Machine learning models are also suitable for
financial data because they do not rely on assumptions about the normal distribution of
the data and allow to express non-linear relationships that probably exist between the
probability of bankruptcy and various financial indicators [11]. According to Shi and
Li [12], six of the ten most cited articles on bankruptcy prediction use some kind of machine
learning technique. Neural network-based approaches seem to be particularly popular in
this group of bankruptcy prediction methods.

An important group of methods that can be applied in predicting the bankruptcy of
companies are mathematical programming methods. In the framework of mathematical
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programming, linear programming problem is especially important. The goal of linear
programming is to find the optimal value so that the optimal solution is found for all ratios.
The most widespread algorithm for solving linear programming problems is the simplex
method. Multi-criteria linear programming method was used in bankruptcy prediction by
Kwak et al. [13].

One of the mathematical programming methods is Data Envelopment Analysis
(DEA) [14]. Compared to statistical methods, DEA is a relatively new, non-parametric
method that represents one of many approaches to assessing the financial health of compa-
nies and their risk of bankruptcy. This method was first applied in 1978 by Charnes, Cooper
and Rhodes. Depending on whether each unit of input brings the same amount of output
or a variable amount of output, it is possible to divide DEA models into Constant Returns
to Scale (DEA CRS) [15] and Variable Returns to Scale (DEA VRS) [16]. The DEA method
has been used to predict the financial health of companies by Tone [17]; Wang et al. [18];
Paradi et al. [19]; Zhu [20]; Färe et al. [21]; Ahmad et al. [22] and many other authors.

Among the alternative methods that can be applied within the given issue, Cash
Management Theory (CMT) can be mentioned. This method is focused on the short-term
management of corporate cash balances [23,24]. Other methods include the Entropy theory,
also called the balance sheet decomposition method. This procedure was described by
Theil [25]. Pyramidal decompositions of the balance sheet, which help companies to
maintain financial balance, were also proposed by Booth [26].

Multidimensional Scaling (MDS) was applied by Mar Molinero and Ezzamel [27] and
subsequently by Neophytou and Mar Molinero [28]. They concluded that this method has
a well-developed theoretical basis and also allows graphic display and visualization, which
creates a prerequisite for a quick and concise analysis of the results.

An important alternative method is the Multi-Logit model. This method was first
applied by Peel and Peel in 1988. This method makes it possible to use data from several
years before failure and at the same time to differentiate between failing and non-failing
enterprises several years before bankruptcy [29].

It is also possible to mention the CUSUM method, which is one of the most effective
methods for determining the shift of a company from a state of financial health to a state
of financial failure. For bankruptcy forecasting, the time series behavior of the variables
for each failed and successful company is estimated using a Vector Autoregressions (VAR)
model. If the time series of the company’s performance is positive and greater than a
specific sensitivity parameter, the model indicates that there has been no change in the
financial situation of the company. A negative score signals a change in the state of the
firm [7].

A significant part of the current bankruptcy prediction research is represented by
hybrid and ensemble models. Hybrid models combine two or more methods in or-
der to use their capabilities to obtain a more powerful model [8]. Tsai [30] developed
two-stage hybrid learning approach. In the first stage he focused on the instance se-
lection task using clustering algorithm. The clustering results were than used as input
for the second stage to construct a prediction model based on classification algorithm.
Chen et al. [31] investigated the use of advanced hybrid Z-Score bankruptcy prediction
model in selecting financial features of selected sample of listed companies. Among the
ensemble models, AdaBoost can be mentioned. It is “a widely used ensemble algorithm
that can be employed in conjunction with many other types of learning methods for base
learners to improve their performance” [8] (p. 73). Heo and Yang [32] proved the usefulness
of the bankruptcy prediction model using AdaBoost, especially in the construction industry.
They used decision tree as a weak classifier for AdaBoost. Authors revealed that AdaBoost
showed the best predictive accuracy compared to neural network, support vector machine,
decision tree and Altman Z-Score. Zhou and Lai [8] revealed that AdaBoost algorithm
combined with imputation methods has high predictive accuracy and they confirmed that
it is a useful alternative for bankruptcy prediction with missing data.
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One of the innovative methods which can be applied in bankruptcy prediction is
graph theory. This method was applied in various fields such as mathematics, computer
science, chemistry, physics, biology and sociology [33]. Its application has recently been
extended to the field of business financial management—it has been applied in contractor
selection [34], supply chain management [35,36], optimization problems—mutual debt
compensation among firms [37] or big data default prediction [38].

According to Sun-Li [39] models based on static financial indicators are not able to
efficiently predict bankruptcy over time. Therefore, recent and active area of research
in bankruptcy prediction is dynamization of bankruptcy prediction models [40]. These
models takes into account the dynamics of financial ratios [41] and the improving trends,
so they may produce better forecast [40].

Currently, there are few studies dealing with the dynamic prediction of bankruptcy.
Du Jardin [42] studied how to improve performance of traditional bankruptcy prediction
models beyond one year. Based on the analysis of most frequent terminal failure processes
of different groups of firms he constructed dynamic models with better prediction accuracy
at a 3-year horizon than common models. Nyitrai [40] suggested dynamization approach to
bankruptcy prediction models in which he used the minimum and maximum of financial
indicators from the previous period as a benchmarks in order to provide a more comprehen-
sive picture of the current financial performance of companies. The author concluded that
“the proposed measure can increase the predictive performance of bankruptcy prediction
models compared to models based solely on static financial ratios” [40] (p. 317). Korol [43]
developed four dynamic bankruptcy prediction models for European enterprises with
the use of fuzzy sets, recurrent and multilayer artificial neural networks, and decision
trees. As inputs to these models, he calculated financial ratios 10 years prior to bankruptcy.
The study revealed that “the dynamic models generate a smaller number of errors, and
the decrease of effectiveness of such models is smaller with extending the forecast period
than in the case of static models” [43] (p. 12). Shen et al. [44] proposed a new dynamic
approach to financial distress prediction which combined multiple forecast results with
a high latitude unbalanced data stream using the Adaptive Neighbor SMOTE-Recursive
Ensemble Approach. Zhu et al. [45] used the Analytical hierarchy process and Entropy
weight theory to determine an index system for the dynamic assessment of financial dis-
tress. They also constructed Probabilistic neural network-based dynamic financial distress
prediction model. Choe and Garas [33] created a dynamic model to bankruptcy prediction
based on the graph theoretical approach. They considered five selected financial ratios.
The interactions of these financial ratios they converted into an adjacency matrix and its
permanent was calculated as an index of a firm’s financial solvency. Their proposed model
and Altman’s Z-Score model was applied to two sample groups and the accuracy of these
two models in predicting financial solvency of companies was compared. They stated that
the comparison of two models does not prove the superiority of one model over the other.

Graph theory is very rarely applied in the creation of dynamic bankruptcy prediction
models. However, it provides a powerful framework for revealing relationships and
connections between individual indicators. By visualizing these relationships and contexts,
business managers can get a very good overview of how individual features are affected.
This study aims to fill this research gap by proposing dynamic model based on graph
theoretical approach especially within construction industry. We suppose that permanent
functions of financial solvency matrices (as financial solvency indices) for different time
periods do not have the same impact on the prediction of bankruptcy. Therefore, we
suggest using the coefficients α1, α2, . . . , αs as weights of partial permanents to determine
their impact on the final permanent. Then we establish an algorithm of optimization of
these coefficients in order to obtain the best possible performing model, where the confusion
matrix for calculating various metrics to evaluate the model is used.

Based on the above-mentioned the research question was as follows: Is graph theoreti-
cal approach appropriate alternative to established bankruptcy prediction methods?
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The remainder of the paper is structured as follows: Section Material and methods
describes research sample and financial features selected for the analysis. The main part
of this section presents the process and methods applied when building graph theoretical
model for bankruptcy prediction. Section Results offers results of graph theoretical model.
Section Discussion compares results of the developed model with the benchmark in the
given field as well as other sophisticated models and discusses them from the point of view
of their performance as well as features selection methods. It also presents contribution,
limitations and future direction of the research.

2. Material and Methods

Research sample consisted of 186 Slovak construction companies doing a business
within SK NACE 42. Financial data of these companies for the years 2015–2021 were
obtained from the Slovak Analytical Agency CRIF-Slovak Credit Bureau [46].

Construction industry was selected due to its high importance for the Slovak economy.
In this regard Hafiz et al. [47] (p. 350) states that “the construction industry is one
of the most vital to any country’s economy despite its high record of business failure”.
The importance of the construction industry for the Slovak economy was emphasized
by Strba [48]. According to this author while before the crisis the automotive industry
was considered the main pillar of the Slovak economy, nowadays experts agree that the
construction industry can help the revival of the economy in the recession the most. The
construction industry is the main constructor of buildings and constructions, which are
an important part of the creation of gross fixed capital in the Slovak economy. It also
reacts immediately to changes in the economic cycle and has a multiplier effect on the
development of other sectors. The construction industry consumes many different types of
energy and mineral resources. It also produces a lot of construction waste and emissions.
Therefore, compliance with the principles of sustainable development is very important
for construction companies [49]. It is also important to note that the analyzed enterprises
carry out the construction of large structures such as highways, roads, streets, bridges,
tunnels, etc.

In this paper model based on graph theoretical approach was constructed and its
results were compared with Altman model used in several studies as a benchmark. This
model was first published in 1968 and predicted the probability of a company going
bankrupt using a simple formula [32]. Altman initially included 22 financial indicators in
his model, then limited them to the 5 most important ones [50]. In 1983, Altman compiled
revised Z’-Score model for privately held firms. He replaced the market value of equity in
the indicator x4 with the book value of equity, changed the importance of the indicators as
well as zones of discrimination [51]. Grey zone is typical for both Altman models. When
the company falls in this category, it is not easy to predict the risk [32]. Altman model has
been used as a benchmark in various studies. Kacer et al. [52] examined whether the Logit
model which uses the same variables as the revised Altman Z’-Score model performs better.
They found out that although Logit model achieves better classification performance, it
is not statistically different from the revised Z’-Score model. Heo and Yang [32] revealed
that machine learning-based algorithms achieve far greater prediction ability compared to
Altman Z-Score. Ghosh and Kapil [53] compared results of bankruptcy prediction using
Altman model, Data Envelopment analysis (DEA) model and neural network (NN) model.
They found out that the cost of misclassification of the Z-Score model was high compared
to the NN model and the DEA model. Therefore, they proposed the NN model and the
DEA model to replace the Altman model for benchmarking purposes.

With respect to the analyzed sample of companies, the revised Z’-Score model for
privately held firms [51] was used:

Z′ = 0.717x1 + 0.847x2 + 3.107x3 + 0.420x4 + 0.998x5, (1)

where
x1 = working capital/total assets



Mathematics 2023, 11, 4966 6 of 20

x2 = retained earnings/total assets
x3 = earnings before interest and taxes/total assets
x4 = book value of equity/book value of total liabilities
x5 = sales/total assets
Z′ = overall revised index

Zones of discrimination:

for Z′ < 1.23 the company belongs to the distress zone,

for 1.23 ≤ Z′ ≤ 2.9 the company belongs to the grey zone, (2)

for Z′ > 2.9 the company belongs to the safe zone.

In line with the approach of Heo and Yang [32] if the value of Altman Z’-Score fell in
the grey zone, company was excluded from predictions.

Graph theoretical model was built in Python using the module named Scikit-learn. The
assumption about whether the company is prosperous or not was made based on the criteria
reflecting currently valid legislation and practice of Slovak businesses in determining their
financial health. The company was classified as non-prosperous if the following three
conditions were met [54]:

(i) EAT < 0,

(ii) Current ratio < 1, (3)

(iii) Financial independence ratio < 0.08.

With respect to conditions (3) construction companies were divided into two groups.
The first group consisted of 18 companies meeting the conditions (3), i.e., the group of
non-prosperous companies. The second group consisted of 168 companies that do not meet
the conditions (3), i.e., the group of prosperous companies.

Financial features for graph theoretical model were chosen based on the Domain
knowledge approach as follows:

1. Current Ratio = Current assets/Short-term liabilities (CR)
2. Return on assets = EBIT/Total assets (ROA)
3. Total assets turnover ratio = Total sales/Total assets (TATR)
4. Total debt to total assets = Total debt/Total assets (TDTA)
5. Credit period ratio = Short-term liabilities/Sales (CPR)

Selected features were the most frequently used ones in the previous studies (see
Table 1), while features from all basic groups of financial health assessment (liquidity,
profitability, capital structure, asset management) were included.

According to Dimitras et al. [55], Daubie and Meskens [56] and Akers et al. [57]
one of the most commonly used financial ratios in bankruptcy prediction is Current ratio.
Bredart [58] assumed that higher levels of liquidity will have a positive influence on the
survival of businesses. Therefore, low liquidity generates higher risk of failure of companies.
According to Hussain et al. [59] this ratio is negatively related to financial distress.

In addition to Current ratio, Chen et al. [31] added Total debt to total assets, and
Total assets turnover ratio to the most used financial ratios in bankruptcy prediction. Von
Thadden et al. [60] states that high debt structure will increase the company’s capital so
it can give an indication of the ability to repay the total debt previously and can return
the capital and generate new profit that can lower the probability of bankruptcy. Choe
and Garas [33] argue that a low Asset turnover ratio indicates overproduction or average
inventory management or poor practices, which is the main cause of business failure.

An important group of indicators represented in bankruptcy prediction models is
profitability. According to Cultrera and Bredart [61] (p. 104) Return on assets “continually
outperforms other profitability measures in assessing the risk of corporate failure”.
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An important indicator of businesses’ financial health is Credit period ratio [62]. An
alternative to the Credit period ratio applied by other authors is the Current liabilities to
Sales ratio. This indicator was used by Karas and Srbova [63] as one of four indicators
predicting bankruptcy of construction companies in the Czech Republic. The importance
of monitoring this indicator in construction companies is also confirmed by Spicka [64].
According to this author, failure of construction companies is caused by high level of
current liabilities.

Table 1. Previous studies of selected financial features.

Feature Authors

CR

Li and Sun [65]; Chen and Du [66]; Kainulainen et al. [67]; Callejón et al. [68]; Lin
et al. [69]; Režňáková and Karas [70]; Cultera and Bredart [61]; Liang et al. [71];
Zelenkov et al. [72]; Chou et al. [73]; Volkov et al. [74]; Son et al. [75]; Korol [43];
Farooq and Qamar [76]; Shen et al. [44]; Vuković et al. [77]; Tumpach et al. [78]; Yan
et al. [79]; Chen et al. [31]; Rahman et al. [80]; Park et al. [81]; Pavlicko et al. [82];
Papíková and Papík [83]; Pavlicko and Mazanec [84]; Mousavi et al. [85]; Qian et al.
[86]; Smith and Alvarez [87]

ROA

Altman [50]; Li and Sun [65]; Hu [88]; Chen and Du [66]; Premachandra et al. [89];
Kainulainen et al. [67]; Zhou et al. [90]; Cultera and Bredart [61]; Zelenkov et al.
[72]; Volkov et al. [74]; Korol [43]; Farooq and Qamar [76]; Shen et al. [44]; Tumpach
et al. [78]; Qian et al. [86]; Pavlicko and Mazanec [84]

TATR

Altman [50]; Platt and Platt [91]; Li and Sun [65]; Chen and Du [66]; Kainulainen et
al. [67]; Tomczak et al. [92]; Režňáková and Karas [70]; Lin et al. [69]; Zelenkov et al.
[72]; Du Jardin [93]; Chou et al. [73]; Vuković et al. [77]; Park et al. [81]; Chen et al.
[31]; Rahman et al. [80]; Papíková and Papík [83]; Pavlicko and Mazanec [84]

TDTA

Šnircová [62]; Platt and Platt [91]; Premachandra et al. [89]; Chen and Du [66]; Hu
[88]; Yeh et al. [94]; Kainulainen et al. [67]; Režňáková and Karas [70]; Lin et al. [69];
Zhou et al. [90]; Chou et al. [73]; Volkov et al. [74]; Zelenkov et al. [72]; Arroyave
[95]; Le et al. [96]; Farooq and Qamar [76]; Vuković et al. [77]; Shen et al. [44]; Yan
et al. [79]; Chen et al. [31]; Pavlicko et al. [82]; Park et al. [81]; Qian et al. [86];
Papíková and Papík [83]; Pavlicko and Mazanec [84]

CPR
Šnircová [62]; Mendes et al. [97]; Lin et al. [69]; Du Jardin [93]; Jabeur [98]; Wyrobek
[99]; Karas and Srbova [63]; Shen et al. [44]; Park et al. [81]; Qian et al. [86]; Smith
and Alvarez [87]

Source: authors.

2.1. Graph Theory Application

A graph is a mathematical structure of two ordered sets G = (V, E), where V is
a set of entities, typically called vertices which represent all kinds of objects such as
computers, cities, companies, people and many more. The second set E represents a binary
relation between the vertices such as connections between computers, roads between cities,
cooperation between companies, human relationships and so on. Graphs have a natural
pictorial representation, where elements of the vertex set V are drawn as points on a plane
and the edge set E is drawn as a set of lines between the corresponding points. This pictorial
representation of graphs can be helpful in modeling various real-life situations and is very
useful in applications, when topological properties of graphs are investigated.

Graph theory provides useful mathematical models for variety of applications, such
as communication networks, bioinformatics, chemistry, physics, sociology and so on. Only
recently graph theoretical approach was used in the fields of quality management [100]
and supply chain management [101].

In this paper a graph theoretical approach is used to evaluate financial solvency of
companies. With selected financial ratios a financial solvency graph is constructed. The
vertices of the graph represent selected financial ratios and edges represent the binary
relation (the causality relation) between corresponding financial ratios. Pearson correlation
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coefficient (4) is the most commonly used formula to determine the strength of the causality
relations (the linear correlation) between two sets of data.

ρx,y =
n(∑ xy)− (∑ x)(∑ y)√

[n ∑ x2 − (∑ x)2][n ∑ y2 − (∑ y)2]
. (4)

For every edge in the financial solvency graph the Pearson’s correlation coefficient is
used to determine a strength of the linear correlation between two financial ratios as the
end vertices of the edge and this value of Pearson’s correlation coefficient represents the
weight of that edge.

If G is a financial solvency graph with vertex set V = {v1, v2, . . . , vn} and w(vivj) is a
weight of the edge between the vertices vi and vj then the weighted adjacency matrix of G
is the n× n matrix A = (aij), where

aij =

{
w(vivj), if vi and vj are adjacent,
0, otherwise.

(5)

Clearly, w(vivj) = w(vjvi), for i, j = 1, 2, . . . , n and i ̸= j.
To develop a unique representation of the weighted adjacency matrix A of a financial

solvency graph G the permanent function per(A) of matrix A is computed. The permanent
function is a matrix function similar to the determinant. In contrast to the calculation of the
determinant, when calculating the permanent of a matrix all negative signs (follow from
permutations) are replaced by positive ones. This guarantees that multinomial function
terms do not lose their significance due to a negative sign, but each term contributes to the
overall system evaluation.

Valiant [102] defined the permanent of an n× n matrix A = (aij) in the following way

per(A) = ∑
γ∈Sn

n

∏
i=1

ai,γ(i), (6)

where the sum is taken over all elements γ of the symmetric group Sn (over all permutations
of the numbers 1, 2, . . . , n). All known methods for evaluating the permanent of an n× n
matrix run in exponential time. Recently Glynn [103] introduced a new formula that has a
computational efficiency O(2nn) and is given in the following form

per(A) =

[
∑
δ

(
n

∏
k=1

δk

)
n

∏
j=1

n

∑
i=1

δiaij

]/
2n−1, (7)

where the outer sum is over all 2n−1 vectors δ = (δ1, . . . , δn) ∈ {±1}n, with δ1 = 1.
Since only weighted adjacency matrices of the size 5× 5 are considered, it is possible

to compute the permanent of a matrix A = (aij) using the modification of the first row
Laplace’s expansion by minors where

per(A) =
5

∑
j=1

a1jper(A1j), (8)

where A1j is the submatrix (minor) of A obtained by removing the first row and j-th column.
Then for computing the permanent of every submatrix A1j, j = 1, 2, . . . , 5, the first row
Laplace’s expansion is used again. The process is repeated until submatrices of the size
2× 2 are obtained. The permanent of a matrix of the size 2× 2 is the sum of products of
the diagonal and off-diagonal elements.
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2.2. Confusion Matrix

A confusion matrix is used to measure the performance of a classification model.
It shows the number of correct and incorrect predictions for each class, which allows a
better understanding of how well the model performs. The confusion matrix for binary
classification contains the following information, see [104]:

• True Positive (TP) is the total counts of correctly classified positive examples.
• False Positive (FP) is the total counts of negative examples incorrectly classified as

positive.
• False Negative (FN) is the total counts of positive examples incorrectly classified as

negative.
• True Negative (TN): is the total counts of correctly classified negative examples.

The confusion matrix is very useful for calculating various metrics to evaluate the
model, such as Accuracy, Precision, Recall and F1-score, see [104].

Accuracy expresses the number of correctly classified examples of all examples. This
metric measures overall performance of the model.

Accuracy =
TP + TN

TP + FP + FN + TN
. (9)

Precision expresses the number of correctly classified positive examples of all positively
classified examples. This metric measures model’s ability to separate positive and negative
examples.

Precision =
TP

TP + FP
. (10)

Recall expresses the number of correctly classified positive examples of all positive
examples in the test set. Recall measures model’s ability to identify positive examples.

Recall =
TP

TP + FN
. (11)

F1-score provides a simple metric to compare models when the precision must be
considered as well recall scores. It is expressed as the harmonic mean of the precision and
recall scores and is given by the following formula:

F1-score =
2TP

2TP + FP + FN
. (12)

2.3. Precision-Recall Curves

To illustrate the classification performance of prediction models, precision-recall curves
(PRC) can be used. PRC plots all the pairs of precision and recall at each threshold. The main
advantage of PRC over Receiver operating characteristic curve (ROC) is that the number of
true-negative results is not used for constructing this curve. Therefore, when evaluating
binary classifiers on imbalanced datasets, the usage of PRC is more informative compared
to ROC curve [105]. In this research, similar to Miao and Zhu [105], after comparing all
the F1-scores for the threshold set, the cut-off with the largest F1-score was chosen as the
optimum one.

2.4. Model Building

Let m be the number of companies. For every company c(j), j = 1, 2, . . . , m, the n× y
matrix Mc(j) of its financial data from the Slovak Analytical Agency CRIF is considered,
where n is the number of selected financial ratios and y is the number of selected years, see
Table 2.
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Table 2. Input matrix Mc(j) for company c(j).

Year1 Year2 Year3 . . . Yeary−1 Yeary

Ratio1 m11 m12 m13 . . . m1y−1 m1y
Ratio2 ...

...
...

. . .
...

......
Ration mn1 mn2 mn3 . . . mny−1 mny

Source: authors.

The selected years are divided into s sliding periods each of b years such that, if the
first period is (year1, year2, . . . , yearb), then the second period is (year2, year3, . . . , yearb+1)
and the last s period is (yeary−b+1, yeary−b+2, . . . , yeary−1, yeary), s = y− b + 1.

Then for every company c(j), j = 1, 2, . . . , m, and for every period of b consecutive
selected years from the matrix Mc(j) is constructed n× y matrix Bc(j), see Table 3. For every
company and for every period, according to the Section 2.1, the n× n financial solvency
matrix Ac(j)

i , i = 1, 2, . . . , s, j = 1, 2, . . . , m, is constructed as causal relationships between
corresponding financial ratios.

Table 3. Matrix Bc(j) with periods for company c(j).

2015 2016 2017 2018 2019 2020 2021
Time Period 1

Time Period 2
Time Period 3

Time Period 4
Time Period 5

CR cr2015 . . . cr2021
ROA roa2015 . . . roa2021
TATR tatr2015 . . . tatr2021
TDTA tdta2015 . . . tdta2021
CPR cpr2015 . . . cpr2021

Selected years in sliding periods are marked with background colors. Source: authors.

Partial permanents of the financial solvency matrix Ac(j)
i for every company and every

period are calculated using the Algorithm 1.

Algorithm 1: Permanent of company c(j)

Data: Matrix Mc(j)[1..n][1..y], Vector α⃗, Scalar s
Result: Scalar pc(j)−−−→
ppc(j) ← 0 . . . 0︸ ︷︷ ︸

s

; // Array of partial permanents

for i← 1 . . . s do
Bc(j)

i [1 . . . n][1 . . . b]← Mc(j)[1 . . . n][i . . . i + b− 1];

Ac(j)
i [1 . . . n][1 . . . n]←Weighted Adjacency Matrix of Bc(j)

i (5);
−−−→
ppc(j)[i]← per(Ac(j)

i ) (6);
end

pc(j) ← α⃗ ·
−−−→
ppc(j);
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If α1, α2, . . . , αs is a non-decreasing sequence of random real numbers from the interval
(0, 1) that determine the impact of partial permanents on the final permanent, then for the
final permanent of company c(j), j = 1, 2, . . . , m, we have

pc(j) =
s

∑
i=1

αi per(Ac(j)
i ). (13)

By using the function precision_recall_curve from the library sklearn.metrics all the
pairs of precision and recall at each threshold are calculated. According to the Section 2.3
the threshold with largest F1-score is selected as the cut-off .

If pc(j) ≤ cut-off , then the model predicts that the company c(j) is non-prosperous.
Otherwise the company c(j) is prosperous.

2.5. Optimization of Coefficients

This section deals with optimization of coefficients αi, i = 1, 2, . . . , s, in order to obtain
the best possible performing model. The optimization contains several steps and r iterations
in each step, see Figure 1.

Figure 1. Flowchart of coefficients’ optimization. Source: authors.

Step 1. Let ε be a random real number from the interval (0, 0.25).
1st iteration. For each αi, i = 1, 2, . . . , s, a random real number δ1

i ∈ (−ε, ε) is chosen
and α1

i was defined as α1
i = max{min{αi + δ1

i , 1}, 0}. Then the final permanent in the 1st
iteration is as follows

p1
c(j) =

s

∑
i=1

α1
i per(Ac(j)

i ).
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For every company c(j), j = 1, 2, . . . , m a prediction of bankruptcy is obtained and the
optimal threshold with largest F11-score was selected as the cut-off 1.

If p1
c(j) ≤ cut-off 1, then the model predicts that the company c(j) is non-prosperous.

Otherwise it is not so.
kth iteration, 2 ≤ k ≤ r. For each αi, i = 1, 2, . . . , s a random real number δk

i ∈ (−ε, ε) is
chosen and αk

i is calculated as αk
i = max{min{αi + δk

i , 1}, 0}. Then the final permanent in
the kth iteration is given by

pk
c(j) =

s

∑
i=1

αk
i per(Ac(j)

i ).

The optimal threshold with the largest F1k-score was selected as the cut-off k.
If pk

c(j) ≤ cut-off k, then the company c(j) is non-prosperous. Otherwise the company
c(j) is prosperous.

After r iterations in the Step 1, the iteration with the largest F1-score is selected. If this
iteration is denoted as hth iteration, then

αi := αh
i , i = 1, 2, . . . , s.

Step 2. t, t ≥ 2. If ε
2t−1 < 0.001 then optimization is stopped and the Step t− 1 is the

last step for evaluation.
Otherwise, similarly to the Step t− 1, r iterations are implemented in such a way that

in the k∗th iteration for every αi, i = 1, 2, . . . , s, a random real number δk∗
i ∈

(
− ε

2t−1 , ε
2t−1

)
is chosen and αk∗

i is defined as αk∗
i = max{min{αi + δk∗

i , 1}, 0}. Then the final permanent
in the k∗th iteration of the Step t is as follows

pk∗
c(j) =

s

∑
i=1

αk∗
i per(Ac(j)

i ).

Similar to previous iterations, the optimal threshold with the largest F1k∗ -score was
selected as the cut-off k∗ .

That way after r iterations in the Step t, the iteration with the highest F1-score is
selected as h∗th iteration. Then

αi := αh∗
i , i = 1, 2, . . . , s.

In the last step of this optimalization process the values of the coefficients αi,
i = 1, 2, . . . , s are obtained and will be used as final values of the coefficients for the
final model listed in the Section 2.4.

3. Results

When building graph theoretical model, analyzed years 2015–2021 were used to create
s = 5 sliding periods each of b = 3 years and for each company c(j) the input matrix Mc(j)

gives the matrix Bc(j), see Table 3. This approach was used to ensure dynamization of
bankruptcy prediction model.

Results of descriptive statistics for individual features selected by Domain knowledge
approach are stated in Table 4.

The median of CR reaches slightly increasing values over the years. In 2021, it reached
a value of 1.34, which can be evaluated positively. Even more significant increase in values
can be seen in CR average, which reached a value of 2.34 in the last analyzed year. As CR
reached an average value higher than 1.2, the given sample of companies can be considered
less risky in terms of liquidity. It is also evidenced by the results of the assumption about
non-prosperous companies. Regarding the results of ROA, it can be concluded that the
analyzed companies are profitable, but the decrease in profitability from 7% to 2% and on
average to 3% can be evaluated negatively. A negative development was also recorded in
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the TATR, which decreased over the years to a value of 1.22. It was caused by a decrease in
sales, especially during the COVID-19 pandemic. At the beginning of the monitored period,
the capital structure of the analyzed companies was 69%:31%, in favor of debt. However, at
the end of the monitored period, there was an improvement in the share of equity by 9%.
We can negatively evaluate the long CPR of 119 days, but the analyzed companies maintain
this value of CPR during the entire monitored period, without significant fluctuations.

Table 4. Descriptive statistics for selected financial features.

2015 2016 2017 2018 2019 2020 2021

CR Median 1.17 1.24 1.21 1.28 1.34 1.33 1.34
Mean 1.92 1.84 1.90 1.73 1.92 2.11 2.34

ROA Median 0.07 0.06 0.06 0.07 0.05 0.04 0.03
Mean 0.11 0.08 0.08 0.11 0.05 0.05 0.02

TATR Median 1.73 1.41 1.50 1.58 1.50 1.30 1.22
Mean 1.89 1.67 1.68 1.69 1.66 1.43 1.40

TDTA Median 0.69 0.65 0.61 0.61 0.58 0.58 0.60
Mean 0.66 0.63 0.61 0.60 0.60 0.60 0.63

CPR Median 0.33 0.33 0.32 0.29 0.29 0.31 0.33
Mean 0.46 0.53 0.55 0.38 0.40 0.54 1.41

Source: authors.

The created model (with input parameters) described in Section 2.4 was optimized
according to Section 2.5, where r = 200. The final values of the coefficients αi obtained in
Section 2.5 are as follows:

α1 = 0.0402
α2 = 0.4142
α3 = 0.1761
α4 = 0.6334
α5 = 0.8558

Bankruptcy predictions for companies c(j) were determined according to the final
model listed in the Section 2.4. The frequency of normalized permanents is illustrated on
Figure 2. This figure also shows cut-off (see Table 5) chosen based on procedure stated in
Section 2.3 . The model was evaluated using the metrics from the Section 2.2.

Figure 2. The frequency of normalized permanents with cut-off line. Source: authors.

The confusion matrix of the Graph theoretical model (Figure 3) was created from the
predicted and actual results.
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Figure 3. Confusion matrix of Graph theory approach. Source: authors.

The graph theoretical model correctly classified 177 companies. 13 of these companies
were correctly classified as bankrupt and 164 companies as non-bankrupt. The model
incorrectly classified 9 companies. 4 of these companies were incorrectly classified as
bankrupt and 5 companies as non-bankrupt.

The obtained metrics of the Graph theoretical model are as follows :

Table 5. Metrics of the Graph theoretical approach.

Metric Value

Accuracy 0.9516
Precision 0.7647

Recall 0.7222
F1-score 0.7429

cut-off 0.3928
Source: authors.

4. Discussion

Construction industry is one of the vital ones within the economy of every country.
An important part of this industry are companies that build large structures such as
highways, roads, etc. When predicting bankruptcy, the position of these companies is
crucial, because a threat to their financial health would negatively affect the development of
the business environment and transport infrastructure in the given region. When building
bankruptcy prediction model for construction industry, the innovative approach based
on graph theoretical modeling was used. Graph theoretical model achieved classification
accuracy 0.9516, while the F1-score of the model was 0.7429, see Table 6. This model can be
applied as early warning model not only for Slovak construction companies but also for
construction companies operating under similar conditions such as transition economies.

Table 6. Performance of models.

Graph Theoretical Model Altman Z’-Score

Accuracy 0.9516 0.4409
F1-score 0.7429 0.2239

Source: authors.

The performance of the model was compared with the Altman model, which is consid-
ered a benchmark in the given field. Altman Z’-Score achieved lower classification accuracy
in both metrics. Similar results were achieved by several other authors [32,53,106] when
comparing results of sophisticated models with Altman model. However, if we compare
number of businesses confirmed as bankrupt, we can see that from 18 businesses with
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the assumption of bankruptcy, graph theoretical model confirmed 13 bankrupt businesses,
while Altman model confirmed 15 bankrupt businesses, see Figure 4. These results can be
justified by the fact that the Altman model was primarily designed to predict bankruptcy.

Figure 4. Businesses confirmed as bankrupt compared to assumption of bankruptcy. Source: authors.

On the other hand, if we compare results of confirmed non-bankrupt businesses, they
are different. From 168 businesses with the assumption of non-bankruptcy, graph theoretical
approach confirmed 164 businesses, while Altman model confirmed 67 businesses, see
Figure 5.

Figure 5. Businesses confirmed as non-bankrupt compared to assumption of bankruptcy. Source:
authors.

Graph theoretical model was developed for the time period of 7 years, while other
models were constructed for a different period of time. Nevertheless, classification accuracy
of graph theoretical model is comparable to other sophisticated models. For example Korol
et al. [43] constructed four dynamic models applying different methods. The dynamic
multilayer neural network model achieved the highest classification accuracy 93.4%, the
best result of recurrent neural network model was 95.2%, model based on fuzzy sets
achieved the best classification accuracy of 96.2% and the highest classification accuracy
of decision tree model was 93%. Zhu et al. [45] determined an index system for the
dynamic evaluation of financial distress with the use of analytical hierarchy process and
entropy weight theory. Then they used probabilistic neural network to construct a dynamic
prediction model. The average accuracy of the model after considering timelines achieved
95.03%.

In this paper we came to the finding that when combining Domain knowledge features
selection with bankruptcy prediction using graph theoretical approach, the model with
good classification accuracy can be developed. A similar result was achieved by Zhou
et al. [90], who found out that Domain knowledge combined with genetic algorithms brings
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good results in the classification accuracy of corporate bankruptcy. Sinha and Zhao [107]
revealed that incorporation of Domain knowledge significantly improves classifier per-
formance with respect to both misclassification cost and AUC. Based on these findings
it seems that Domain knowledge combined with some sophisticated method can ensure
good classification accuracy of developed model.

Managerial implications of the research lie in the fact that indicators selected by
the Domain knowledge approach are suitable for predicting bankruptcy in the financial
management of Slovak construction companies. Regarding contribution to literature, the
possibility of using the graph theoretical approach in bankruptcy prediction was confirmed.
In this context, it would be necessary to reevaluate the previous classifications of bankruptcy
prediction methods and create a new classification framework. Limitation of the research
was the amount of data, which was limited by the need to find a sample of companies that
operated on the market during the entire analyzed period. Due to the higher fluctuation in
the given sector, the resulting number of enterprises was lower than expected, and thus
the number of bankrupt enterprises was also lower. Therefore, in the future research we
will try to obtain a larger amount of data in order to create a balanced sample. We will also
examine the performance of the graph theoretical model when selecting features using data
mining techniques and compare it with the Domain knowledge approach. It is necessary to
further apply the graph theoretical approach and confirm the justification of this method in
the classification tree of bankruptcy prediction methods.
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