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Abstract: The fast generation of values of the beta random variable is a subject of great interest
and multiple applications, ranging from purely mathematical and statistical ones to applications in
management and production, among others. There are several methods for generating these values,
with one of the essential points for their design being the selection of random seeds. Two interesting
aspects converge here: the use of sequences as inputs (and the need for them to verify properties such
as randomness and uniformity, which are verified through statistical test suites) and the design of the
algorithm for the generation of the variable. In this paper, we analyse, in detail, the algorithms that
have been developed in the literature, both from a mathematical/statistical and computational point
of view. We also provide empirical development using R software, which is currently in high demand
and is one of the main novelties with respect to previous comparisons carried out in FORTRAN. We
establish which algorithms are more efficient and in which contexts, depending on the different values
of the parameters, allowing the user to determine the best method given the experimental conditions.

Keywords: beta random variable; dieharder; hypothesis testing; NIST; pseudo-random number;
simulation; statistical tests suite; TestU01

MSC: 11K45; 65C10

1. Introduction

The study of different algorithms for generating random variables is currently a topic
of great interest (see, for example, [1-5], among others).

The rapid generation of beta random variables is essential for simulating real models
in a diverse group of disciplines. It is possible to define random variable (r.v.) generation
as the process of obtaining a realisation of a r.v. from a target distribution.

The generation of random numbers or numbers that behave as such is crucial for
obtaining sequences of values that come from other distributions, such as normal, exponen-
tial, or beta distributions. To this end, the simulation process begins with the generation
of values that can be considered sequences of independent numbers which come from a
uniform variable in the interval (0,1) (or, if working at bit level, 0-1 independent uniformly
distributed values) that will constitute the starting point for the algorithmic generation of
values of the desired probability distribution. It is therefore essential to start from quality
values (i.e., values that really verify the desired properties of randomness and uniformity).
It is at this point that we will take a closer look at some of the most important concepts
related to random and pseudo-random sequences and the tests that must be carried out to
check the quality of the sequences. In general, it is possible to speak of true random num-
bers and pseudo-random numbers (see, for example, [6-11] among others). The former are
based on physical sources and do not need an initial input to be generated. They are not ex-
pected to show any cyclical patterns or correlations between the generated data. The latter
are sets of values that, although generated through algorithms and an initial seed, resemble
values from independent realisations of a uniform r.v. in the interval (0,1) (U(0,1)). As they
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are generated via deterministic algorithms, they are reproducible. Generators that produce
the first type of numbers are called true random number generators (TRNGs), while the
second type is generated by pseudo-random number generators (PRNGs). Given the high
cost, both material and temporal, of using TRNGs, since it is necessary to work with an
entropy source and a processing function, it is more common to work with PRNGs, since
they are much faster and computationally more efficient. One line of research related to this
generation is based on the creation of more powerful and secure algorithms that allow these
sequences to be obtained while also providing a certain degree of security that prevents
the data obtained from allowing knowledge of the underlying algorithm (in this sense,
the study of the so-called cryptographically secure pseudo-random number generators is
of interest). For more details on the generation of pseudo-random numbers, see [12].

Once the sequence of pseudo-random numbers has been obtained, and before being
used for other purposes such as the simulation of a system or the generation of values of
other random variables, it is necessary to check whether the properties of uniformity and
randomness (and in the case of working in cryptographic applications, unpredictability)
are verified. For this purpose, different hypothesis tests are used to test them from different
perspectives. The aim is to measure whether the results obtained with the samples under
study are compatible with those that should be obtained in the case of working with
sequences that are random. By carrying out numerous tests on different sequences of a
generator, it will be possible to decide on the goodness of the generator, and, therefore, it
will be possible to decide whether it is appropriate to use the sequences in question for
subsequent analyses. It is important to emphasise this aspect because various algorithms
for generating beta random variables will be discussed below, starting from certain inputs
that assume a certain prior distribution for which, in the event that this is not being verified,
the results of such algorithms would not be as expected.

In order to check sequences effectively, different sets of tests known as test suites or
test batteries are used. There are many suites in the literature, such as NIST STS 800-22 [13],
Diehard [14], Dieharder [15], ENT [16], FIPS [17-19], and TestU01 [20]. The most currently
used suites are NIST STS 800-22, Dieharder, and TestsUO1. Once the sequences have been
checked and found to be of quality, they can then be used in the downstream processes
where they need to be used.

In this paper, we will focus on analysing the existing algorithms in the literature for
the generation of beta random variables. The study will be carried out from a critical
point of view and will analyse the mathematical/statistical and computational properties
of such algorithms under the prior assumption that the inputs of such algorithms have
been previously checked by means of a suite of statistical tests. This is an exhaustive and
more complete review that includes all the methods developed, classified by typology,
and provides an overview of the different methods used in the development of the methods.
Additionally, we will carry out an empirical study to analyse the performance of the
different algorithms using R software, which is one of the most demanded programs at
present, both in the academic and research fields, and which also provides free access.

The outline of this work is as follows: in Section 2, the basic concepts about the dis-
tribution under study are explained; in Section 3, the main existing methods in scientific
research for the generation of the beta r.v. are discussed in detail; in Section 4, a compu-
tational study on the efficiency of the previously explained methods is carried out; and
finally in Section 5, the main conclusions of this work are given.

2. Preliminaries

A r.v. is a measurable function f : (), A, P) — (R, B), where (), A, P) is a probability
space () is the sample space, A C P(Q)) is a o-algebra, and P is the probability measure
defined on ((},.A)), and B is Borel’s o-algebra over R.
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A beta r.v. with the parameters « > 0 and > 0 (denoted by X ~ beta(a, p)) is a
continuous r.v. with a density

a-1(1 _ )1
fx) = ((a ﬁx)) ,0<x<1 1)
where B(a, ) = f ut— 1 ﬁ Ldu = ((03+([;))

The density of thls dlstrlbutlon can take a number of interesting different forms
depending on its parameters. This versatility in the forms it can take is what makes the beta
r.v. so important in modelling real-world phenomena (often after re-scaling the defining
interval to the interval [, b] via the transformation a + (b — a) X). In addition, special cases
include the uniform r.v. when &« = = 1; the gamma r.v. on the boundary when a — oo,
B — oo, and &/ remains constant; and the normal r.v. whena — oo, § — oo, and a = f
among the most relevant ones. Also, small transformations of the beta distribution provide
many of the families of the Pearson distribution system [21]. By providing a relationship
between these important distributions, the beta r.v. can be a suitable model where the more
commonly used distributions fail. This versatility is important in simulation modelling,
as it is often used when closed-form results are more difficult to obtain, such as when
component lifetimes do not follow a normal, exponential or Erlang distribution [21]. This is
why beta r.v. is widely used in Bayesian statistics [22], simulation [23,24], management and
production models [25-27], control systems [28], and in the study of genome structures [29],
machine learning [30], among many others.

3. Methods for Generating Beta Random Variables

In this section, we will describe the main methods for generating beta random vari-
ables, from the most general methods (i.e., they are not specifically designed to generate
values of beta random variables, and they can be difficult to adapt and are, in general, more
computationally inefficient as a result) to more specific and concrete methods.

3.1. Inverse Transform Method

Let X be a continuous r.v. with a cumulative distribution function F which is con-
tinuous and strictly increasing in (0,1). Let F~! be the inverse of F. The method starts
by generating U ~ U(0,1) and afterward takes X = F~!(U). To check the consistency
of the algorithm, let us note the following for x € R: P(X < x) = P(F}(U) < x) =
P(U < F(x)) = F(x). For more details about this method and improvements, see, for
example, [31].

One of the main characteristics of this method is its simplicity, as it allows the gener-
ation of random variables from only one uniform r.v. and the calculation of the inverse
distribution function F~1. Moreover, it preserves the structural properties of the underlying
uniform pseudo-random number generator. This makes it possible to generate correlated
random variables, generate order statistics efficiently, and obtain samples from truncated
distributions or marginal distributions in a simple way [32]. But this method also has
disadvantages, since it is only computationally efficient and accurate if F~! is known.
For a beta r.v,, this only happens when either of its two parameters is equal to one (see
Algorithm 1). Regrettably, it is not always possible to obtain F~! (see [33,34]), and thus
other approaches are employed, such as numerical methods (even if they are approximate).
Among the most well-known methods of numerical inversion are the “root-finding algo-
rithms”, among which are Newton’s method, the false position method [35], and the bisec-
tion method [32], but these algorithms are generally characterised by their time-consuming
nature. Other methods use the interpolation of the tabulated values of F, as in [33]. Finally,
in [31], another interesting algorithm was designed (NINIGL) that allowed continuous
random variables such as beta ones to be generated by numerical inversion.
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Algorithm 1 Inverse transform method for generating beta(«, 1)

Require: «

Output: X ~ beta(a,1)
1: Generate U ~ U(0,1)
2 X ¢ Ux
3: return X

In [31], a new method of inversion is proposed. It is the first algorithm of its kind based
on error control, which can be applied to all smooth and bounded densities. The authors
use polynomial interpolation techniques of inverse CDF and Gauss-Lobatto integration in
their development. They apply their algorithm not only to beta variable generation, but also
to normal, gamma, and t-distributions. This is a very fast algorithm with accuracy close to
machine precision. This research line is currently being pursued, and we can highlight very
recently published works that are based on the previous one, for example [36], where the
author presents an inversion method designed in the varying parameter case, if a suitable
density transformation can be found to avoid running the configuration for each parameter.

3.2. Composition Method

This method is applied when the distribution function F(x) of the variable to be
generated can be expressed as a combination of other distributions F;, F,, ... that are easier
to sample than the original one. That is, F(x) = Z}-";l piFi(x) with p; > 0, Z]?’il pj =1
and F;(-) a cumulative distribution function of a r.v. V j. To verify the consistency of this
method, note that: P(X < x) =2, P(] = j))P(X < x [ ] =j) = L2, pjFj(x) = F(x).

Algorithm 2 shows this method, it is suitable when the distribution we want to
generate is itself a mixture. For other types of distributions, the application of this method

can be complex. Therefore, this method is often used in conjunction with other principles.

Algorithm 2 Composition method for generating beta(a, p) r.v. [37]

Require: Decomposition of the distribution function F(x) = Y2 ; p;F;(x)
Output: Random sample x from the beta(a, B) r.v.

1: Generate a random index ] such that P(J = j) = pj forj=1,2,...

2: Generate x with distribution Fj(-)

3: return x

3.3. Acceptance-Rejection (A—R) Method

This method was proposed by John von Neumann in 1951 [38]. It is a flexible and
efficient method for generating continuous random variables. The concept of acceptance—
rejection consists of generating random samples from a given distribution and discarding
some of them so that the remaining samples follow the desired distribution. This idea,
together with the results described hereafter (whose proofs can be seen in [39]), will enable
the method to be established and its consistency to be justified.

Theorem 1. Let f(x) be a density function and ¢ be a nonnegative constant. If the random
pair (X,Y) is uniformly distributed in Gy = {(x,y) : 0 <y < cf(x)}, then X is arv. witha

density f(x).

Theorem 2. Let (X1,Y1),(X2,Y2),(X3,Y3),... be a sequence of independent and identically
distributed (i.i.d.) random pairs distributed uniformly in a set A. Then, for a (measurable) subset
B C Awith P((X,Y) € B) > 0, the subsequence of all pairs (X;,Y;) € B is a sequence of i.i.d.
pairs uniformly distributed in B.

Theorem 2 establishes that all accepted pairs are uniformly distributed over the
region Gy between the density function f and the x axis. Under Theorem 1, one can then
ensure that the x coordinate of these accepted pairs follows a distribution with a density f.
Furthermore, the following theorem shows the reciprocal idea to that of Theorem 1:
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Theorem 3. Let X be a r.v. with a density g(x) and Y be a uniform r.v. in the interval (0,cg(X)).
Then, for some constant ¢ > 0, (X, Y) is uniformly distributed in G.s = {(x,y) : 0 <y < cf(x)}.

For the proof, see [32]. This method uses a density function f(x) and a domi-
nant function f(x) > f(x). The original description of the method used the maximum
of the density as the dominant function #(x) = max, f(x). For o, > 1, it is possi-

ble to take t(x) = f ( pi;;). This function f(x) is not really a density function since

c= [T t(x)dx > [T f(x)dx =1, but the function g(x) = @ is. Therefore, a common
method for generating samples of a f(-) function for a density f(-) is to choose another
density function g(-) from which samples can be easily generated and find a constant ¢ > 0
such that cg(x) > f(x) for all x in the domain of f(-). A constant ¢ can be found by taking

(x)

€ = MaXy>( { % } By setting f(x) = cg(x), it is possible to obtain Algorithm 3.

Algorithm 3 Acceptance-rejection method for generating a beta(a, p) r.v.

Require: Density of a beta r.v. f(x), constant c and density g(x) such that cg(x) > f(x)
Output: Random sample x with distribution beta(x, )

1: repeat
2 Generate x with density g(-)
3:  Generate u ~ U(0,1)
4 (x)
5

cuntil u <
cg(x)

. return x

The execution time of Algorithm 3 depends on (1) the time taken to generate x,

(x)
cg(x)
c until the required number of values of X is achieved. The loop condition requires

constantly evaluating the function f(x) and is not always easy, especially in the case of
a beta r.v. By adding an intermediate step to Algorithm 3, it is possible to accelerate
the process. If there is a simpler way to evaluate and minorise the function s(x) for the
density f(x) (i-e., s(x) < f(x) Vx € [0,1]), then it is not necessary to calculate the density
function f to accept the sample. If the pair (x, ucg(x)) lies below the curve s(x), then x is
accepted directly. This modification is called the squeeze method [40], which is illustrated
in Algorithm 4.

(2) the time taken for the comparison u < and (3) the expected number of iterations

Algorithm 4 The squeeze method

Require: Density f(x) of a beta r.v.,, constant ¢ and density g(x) such that cg(x) > f(x), minorising
function s(x)
Output: Random sample x coming from beta(a, B) r.v.
: repeat
Generate x with density g

1

2

3 Generate u ~ U(0,1)
4: ifu< %then goto o6
5. until u < (x)

. cg(x)

. return x

3.3.1. Johnk’s Algorithm

This method shows that, starting from two independent U(0, 1) random variables
Y and Z, if Y/* + Z'/F < 1, then X = Y+ /(v' 4+ 2'/%) ~ beta(w, B) (see [41]). The method
is valid for all beta distributions with parameters & > 0 and B > 0, but it requires on

1 _ T(a+p+1)

Y+Z<1) — T(a+DL(B+1)
B; that is, when « and B are large parameters, the computational cost is high, and thus
it is recommended to restrict their use to beta(a, B) such that &, < 1. This algorithm is
not used anymore because it is not as efficient as other methods. The pseudo-code is in
Algorithm 5.

average iterations (see [32]), and these grow rapidly with « and
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Algorithm 5 Johnk’s algorithm [41]

Require: Parameters « and j

Output: Random sample x coming from beta(a, §) r.v.
1: repeat

2 Generate u,v ~ U(0,1)

3 Y < u'le

4: z < 0"/

5

6

cuntily +2z <1
Yy

. return x = =

3.3.2. Forsythe’s Method

The basic method is described in [42], and some extensions and applications can be
seen in [43,44]. It consists of two parts: a first step where an interval is selected to generate
the X r.v. and a second step where the exact value within the interval is determined by
the A-R technique. This method allows the generation of random variables with a density
f(x) = Ce B, where B(x) is an increasing function of x in (0,0) and C is a real con-
stant. The successive intervals of x have limits g, g3, . .., verifying B(qx) — B(gx_1) < 1.
For each interval of x, two constants are calculated: 7, = foq" f(x)dx and dy = g — qx_1
(k=1,...,K). The number of intervals K is chosen so that rx exceeds the largest represen-
tative number less than one. In addition, to sample within the interval, it is appropriate to
define the following function: G (x) = B(qx_1 + x) — B(qx_1)-

Algorithm 6 is divided into two parts: a first loop that allows us to choose the interval
[9k—1,qx) to which x will belong and a second one that will determine the value of x in
that interval.

Algorithm 6 Forsythe’s algorithm [42]

Require: Functions B(X), G(X), constants gy, 7, dx
Output: Random sample x with distribution beta(«, )
SELECTION OF THE INTERVAL
k<1
: Generate u ~ U(0,1)
:ifu <=rrthengoto5
celsek<k+1goto3

GENERATION OF x
5: Generate u ~ U(0,1)
6: W < udy
7: t + Gr(w)
8
9

: Generate v ~ U(0,1)
: if v > t then
10: return x < q;_1 tw
11: else
12: Generate u ~ U(0,1)
13: ifu <vthent < ugotos
14: else go to 5

For a beta r.v. with parameters « and g it follows that

B(x) = —(a —1)log(x) — (p — 1) log(1 — x) @
Gr(x) = —(oc—l)log(l—&-qkj) - (ﬁ—l)log(l—m) 3)

As for the number of intervals, in [45], it is proposed to control their width by successively
solving G(x) = gmax, finding it satisfactory to take a value of 0.2 for ¢yax. The constants ry are
obtained directly by integrating the density.

The main disadvantage of this method is that it requires continuous calculation of the constants
gk, dx and rg, which reduces its efficiency.
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In [45], a comparative analysis (in us) of the performance of Johnk’s and Fosythe’s algorithms
for the case of « = B < 1 was performed by programming them in FORTRAN on two computers:
a Cyber 73-14 and an IBM 360/65. In this case, Forsythe’s algorithm turned out to be more efficient
than Johnk'’s algorithm for « = B < 1 analysed on the Cyber 73-14 and IBM 360/65, except for the
case where & = 0.1. As the value of « increased, the execution time in Forsythe’s algorithm remained
approximately the same, whereas in the case of Johnk’s algorithm, it tended to be little more than a
half as fast as Forsythe’s. In this paper, the case « = B > 1 is also analysed, and Forsythe’s method is
compared to other methods which will be described later.

3.3.3. Ahrens and Dieter’s Methods

These methods are particular cases of the A-R method based on the density of a normal r.v.
The beta distribution has as its domain the interval [0, 1], and when its parameters take values
greater than one, its density function is bounded. This is why the density function of a beta dis-
tribution can be increased using a normal r.v. and not have any problem with tails. In [46], this
idea was used to modify the A-R method so that samples from a beta distribution of the param-
eters &, > 1 could be generated by using a majorising function proportional to the density of
a normal r.v. To perform this method, the beta density function is taken, without loss of general-

B
ity, as f(x) = (%)A(FTX) CC, where A=a—~1,B=B—1and C= A+ B =a+ B —2. As proven

2
in [46], f(x) < exp (—2C (x - %) ), Vx € [0,1]. The left-hand side of the inequality corresponds to

the density of a beta r.v., while the right-hand side is proportional to the density of a normal r.v. with
amean y = and standard deviation o = ” Cll %

2
In Algorlthm 7, the pseudo-code of this variant is presented.

Algorithm 7 BN algorithm ([46], , 8 > 1)

Require: Parametersa > 1and > 1

Output: Random sample x with distribution beta(x, )

L A< a—1,B+ B—1,C« A+B, L+ ClogC, u+ 2,0« 25
2

2: Generate z ~ N(0,1)

3 x<zo+p

4: if x <0Oorx > 1thengoto?2

5: Generate u ~ U(0,1)

6

7

8

: iflogu > Alog(%) +Blog<1’Tx> + L +0.5z2 then go to 2

: else
return x

Generating samples of a uniform r.v. and a normal r.v. plus three logarithmic evaluations are the least
(35)2 A4BPT(@tp) _ 1 (A1B)
CCI(a)T(B) T2 (AB)Z
This approximation is based on Stirling’s formula [46] and is valid except for small values of « and B.
This method reaches its maximum efficiency in the symmetric case « = B. For this case, the version
of Algorithm 7 developed thus far can be improved. If « = B, then A = B,C = 2A and step 13 tests

2
whether u < (4x(1 — x))4e™ is true. For x = zo + p, this condition can be written as u < g(z) with

efficient computations of this algorithm. The average number of iterations is

A
q(z) = ( — %) e% In addition, this function g(-) can be bounded to speed up the algorithm such
that (81x 12) <g(z) < (é,{f; + % (ﬁ)z. The pseudo-code can be seen in Algorithm 8.

In [46], the authors made a comparison in us of the BN and BS algorithms programmed in
FORTRAN and found that the computational time stabilised quickly for 150 us in the symmetric
case. In [45], a comparison of the performance (in us) of the BN algorithm, general rejection method,
Forsythe’s method and a method based on order statistics was carried out in FORTRAN on two
computers: a Cyber 73-14 and an IBM 360/65. For the case where & = 2, the general rejection method
was faster than the BN algorithm but slower than Forsythe’s algorithm. For the rest of the a values
analysed, it was slowest and inefficient in the Cyber 73-14 and one of the slowest in the IBM 360-65.
For values of &« > 3, the BN algorithm provided the second fastest algorithm, with Forsythe’s method
being the fastest for all integers a except two.
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Algorithm 8 BS algorithm ([46], « = § > 1.5)

Require: Parameter « > 1.5
Output: Random sample x with beta(x, a) distribution
A—a—-1 .
— (A+A):
Generate z ~ N(0,1)
—3(1+3)
ifx <0orx >1thengoto3
Generate u ~ U(0,1)
. 4
if u S 1-— (80(272) then
return x )
Z4 1 4
elseifu >1— (8“ 5 T2 (m) then go to 3

else if logu > Alog(4x(1—x)) + % then go to 3
else
return x

3.3.4. Switching Algorithms

In [47], a new procedure was developed to generate beta random variables with both parameters
or at least one of them being less than one for densities of the form

f(x) =cfi(x)fa(x) 4)

However, it also combines the composition and inversion methods.
Let g(x) = k1 f1(x) be a density function with an associated distribution function G. If X is a r.v.
with density g(x) and U ~ U(0,1), then we can deduce using the A-R method that X is accepted if

Usup fo < fo(X). The average number of iterations required is CSL;{p 2 This method is particularly

useful for unbounded densities. In [47], two cases were developed Case 1, with both parameters
being less than one, and Case 2, with one parameter being less than one and the other being higher
than one.

In Case 1, the density is not bounded when x = 0 or x = 1. To solve the difficulties this implies
in the rejection algorithm, a composition is employed so that the range [0, 1] to which x belongs is
divided into two: [0, {] and (t,1]. When x takes values greater than f, the roles of f; and f; of the
density function in Equation (4) are switched. For this reason, this algorithm is named the “switching
algorithm”. Starting from the density of Equation (4), then following is taken:

f1(x) ax® 1

fa(x) = p(1—x)P!

To generate a sample x from a beta r.v., we have that x € [0, t] with a probability p, while x € (¢, 1]
with a probability 1 — p. If 0 < x < ¢, then x is generated from the density {ax*"!/t, 0 < x < t} through
the inversion method, while if < x < 1, then x is generated from {8(1-2)#"'/(1-1#, t <z < 1}. From
the calculations described in detail in [47], the probability value p and the optimal value of t are
obtained as a function of the parameters of the distribution beta(«, ) to be generated:

©)

_ a(l—a) 6
SR/ (e RV ©
_ pt
P=ad—0+pt @)

At first, this new algorithm requires generating an exponential r.v. with a parameter 1,
E ~exp(1l) and two uniform random variables in [0,1]. The first uniform r.v. U is used in the
U < p test that dictates whether to generate x € [0,¢] or x € (t,1], while the second uniform V
is needed to generate x itself through the inversion method. However, with the properties of the
uniform variable, if U < p, then U/} also follows a uniform distribution. Therefore, it is not necessary
to generate V, and it is sufficient to generate x from U/p or (1 -U)/(1 - p), depending on whether the
test U < p is verified or not. In Algorithm 9, a pseudo-code for this method is described.
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Algorithm 9 has an acceptance rate 1/¢, with

(a4 1)T(B+1) =2 (1 - )(1-P)
I'(a+p) pt+a(l—t)

being the efficiency [47].
Case 2 does not differ much from the previous one as far as the procedure is concerned. Here,
f1 and f, are taken as in Equation (5), and x is generated from the same densities. However,

the calculation of p and the optimal value of ¢ varies. Now, p = 5 and t must satisfy

Bt
Bt+a(1—t)
h(t) = Bt + (a« —1)(1 — t)P — Bt(1 — t)(F=1) = 0. Except for particular cases, this equation cannot
be solved analytically, but it is easily solved numerically. By solving it in this way, Atkinson and

(1-a)
(B+1—a)"

Whittaker [47] concluded that the value closest to the optimum one is obtained when t =

Algorithm 9 Switching algorithm [47,48] (SW2 (&, 8 < 1))

Require: Parametersa < land <1
Output: Random sample x with distribution beta(x, B)
a(l—a)
B(1—p)++/a(1-a)
Bt

CP AR
: Generate U ~ U(0,1)
: Generate E ~ exp(1
: if U > p then

1: t +

~—

8: return X
9: else go to 3

10: else .
1 X= t(%) &
12:  if (1—pB)log (%) < E then

13: return X
14: else goto 3

By applying this modification in Algorithm 9, Algorithm 10 is obtained. The efficiency of
Algorithm 10 is
_T(a+1r(B+1) 1
T(a+p)  pte+a(l—t)Pa-1

See [47] for more information.

Algorithm 10 Switching algorithm [47,48] (SW1 (¢ < 1,8 > 1))

Require: Parametersa < land g > 1
Output: Random sample x with distribution beta(a, B)
. (1-a)
1t Bri=a)
Bt
CP ST ATnap
: Generate U ~ U(0,1)
: Generate E ~ exp(1)
1 if U > p then
—1-(1-p(1u
X=1-1-1(3Y
if (1—a)log (%) < E then
return X
else goto3

1/p

R I S o

_
o

. else

_4(Uu
x=i(})
12:  if (1—p)log (1 — X) < E then
return X
14: else goto3

1/a

—_
—_

—
W
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A comparative analysis of the performance (in ys) of the SW1 and SW2 algorithms by program-
ming them in FORTRAN on a Cyber 73-14 is presented in [47]. In particular, in Case 1, the Johnk’s
and switch algorithms were compared. If « + B < 1, then Johnk’s algorithm is preferable, while if
a4 B > 1, then the switching algorithm is faster. In Case 2, Whittaker suggested an A-R algorithm
without decomposition, and its pseudo-code can be seen in Algorithm 11. This method was compared
to the switch algorithm, resulting in the last one being faster in all studied parameter combinations.

Algorithm 11 Whittaker’s algorithm [47] (« < 1,8 > 1)

Require: Parametersa < land 8 > 1
Output: Random sample x with distribution beta(x, B)
1: Generate U ~ U(0,1) and E ~ exp(1)
2: Set X = U/«
3: if (1 — B)log(1 — X) < E then accept X. Otherwise go to 1

3.3.5. Cheng’s Methods
The method presented in [49] is based on the A-R method by applying it to second-type beta

variables betay (a, B). (The density of a betay (a, B) r.v. is f(X) = Wix)ﬁﬁ,x > 0, where B(x, B) is
the beta function). If Y ~ betay(«, B), then Z = HLY ~ beta(w, B) [49].

Based on Algorithm 3, for generating values of a By (a, §) r.v.,, we must select f(x) as a density of
abetay(a, B) r.v. and g(x) = Apx? (i + x*) 2, where p and A are parameters set to obtain a small

value for c¢. Cheng suggested [49] u = (%)’\ and

20p—(a+p) ®)

- min(«, B) ,if min(a, B) <1
N ,if min(a, B) > 1

at+p—2
Additionally, c = max(f/g) is taken as a function of the given parameters c = ﬁfjﬁ)ﬂ%.
In Algorithm 12 the pseudo-code of this method is presented.
Algorithm 12 BA algorithm [49]
Require: Parameters « and j
Output: Random sample x with distribution beta(«, )
INITIALISATION
la+—a+p
2: if min(a, ) < 1 then b < max(a~1,71)
3: else b < Z:ﬁ%za
4 g+ a+bt
GENERATION
5: Generate 11,1y ~ U(0,1)
. u
6: U 4 blog(i(klul»
70w 4+ we?
8: ifa log(ﬁ) + gv — 1.3862944 < log(u2u,) then go to 5 > Constant is log(4)
9: return x = (,Bfw)

The time required for this algorithm depends mainly on the number of iterations ¢ needed
to obtain a sample. It is interesting to distinguish the behaviour of this quantity in two different
cases: (1) when min(a, 8) > 1, ¢ does not rise approximately above 1.47, and (2) when min(a, ) <1,
c reaches 4. This duality behaviour suggests modifying Algorithm 12 with the goal of increasing its
speed for each of the cases. In this way, Cheng [49] developed (1) Algorithm BB for min(a, §) > 1
and (2) Algorithm BC for min(«, 8) < 1.

Algorithm 12 requires four logarithmic evaluations to be performed between steps 6 and 8. This
can be computationally demanding. When the rejection rate is low (min(a, 8) > 1), the logarithmic
evaluation of step 6 cannot be avoided. However, a preliminary test can be performed to avoid the
evaluations of step 8. The idea behind this test resides in the property that a state as long as log z is a
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concave function, and its tangent always lies above the curve [49]. Therefore, 0z —log(6) — 1 > z,
Vz,60 > 0. Letz = B+ W. If the test

mlog(m) —log4 +aV —m{6(B+ W) —log(f) — 1} > log(Uil,) 9)

is satisfied, then the value X = MLW will be accepted.

Regarding the choice of 6, in [49], it was concluded that taking 6 = 1/(« + B) is the best option
to maximise the conditional probability of satisfying the test in Equation (9) given that the algorithm
is accepted. This value for 0 causes a drawback: it must be ensured that « < B. However, since
if X ~ beta(a,B), then 1 — X ~ beta(B, a) [37], it is possible to take without loss of generality a
and B as the minimum and maximum, respectively, of the original parameters ay and By, and ifb an

exchange occurs between the original parameters and those taken for the algorithm, then X = =l
W

is returned instead of X = W) [49].

It is also possible to avoid evaluating log(UleZ) in the preliminary test (Equation (9)) as
discussed in [49]. The exact value of 6 is not critical for this test, and 6 = 5 can be taken independently
of the values of « and B. These modifications are given in Algorithm 13.

For the case where min(«, §) < 1, rejects must be detected beforehand by performing pre-
liminary tests between steps 6 and 8 of Algorithm 12. For this purpose, the following results are
used [49]:

Lemma 1. If U; < % and o« > B, then R(x) = f(x) verifies R(Uy) < k(1 — 2Uy)~2, where

5(1+38) et
+
ky = 4(18(5)-14)°

Lemma 2. IfU; > % and min(a, B) = B < 1, then Ul_z < 4R(U7) < kzu_z, where ky = W
withd =1+a— B.

Algorithm 13 BB algorithm [49] (min(«g, Bo) > 1)

Require: Parameters ag and By

Output: Random sample x with distribution beta(«, )
INITIALISATION

DK min(lX(), ,30)

: B« max(ag, fo)

a<—ua+p

a—2
b 2aB—a

g a+ p—1
GENERATION
: Generate u,up ~ U(0,1)

DU blog(lf%)

w < we’

Dz udup

10: 7 < gv — 1.3862944 > Constant is log 4
11: s<—a+r—w

12: if s + 2.609438 > 5z then go to 16 > Constant is 1 + log 5
13: t < logz

14: if s > t then go to 16

15: ifr—&—alog(ﬁ) < tthengoto6

© ® N o

16: if & = wg then

. _ w
17: return x = o
18: else

. _ b
19: return x = o

The choice of k1 and k; is covered in detail in [49].

Lemma 1 allows one to create a preliminary test for rejection, while Lemma 2 can be applied to
create preliminary tests for both acceptance and rejection. Algorithm 14 includes these tests.

In [49], a comparison of the methods proposed in different situations was made through
programming in FORTRAN and running on a CDC 7600 computer. The case where min(«, ) > 1
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was first analysed, and the BA, BB and BN algorithms were compared, leaving aside Johnk’s algorithm
since it was substantially slower than the other methods in this case. In this situation, the BB algorithm
was uniformly faster than the BA algorithm, which was uniformly faster than the BN algorithm.
While Cheng argued that the speed of the BN algorithm could be improved by applying a better
normal r.v. generator, he in fact said that the BN algorithm’s times would be reduced to reach the
performance of the BA or BB algorithms when « and  were approximately equal and large. However,
Cheng pointed out two aspects showing why the BA and BB algorithms were better than the BN
algorithm. First, the performance of the BA and BB remained approximately constant for any values
of « and B, while the performance of the BN algorithm worsened when « and 8 were close to one
or when their values were quite different. Second, in the case where « and § varied and had to be
recalculated at each call, the BA and BB algorithms took only 5.6 us more time per variable, while the
BN algorithm required an additional 9.9 pus. The case where min(«, 8) < 1 was also analysed. Here,
the BA, BC, switch (1 and 2) and Johnk’s algorithms were compared. None of them substantially
dominated over the others. If « and 8 were fixed and less than or equal to one, and if « + 8 < 1, then
Johnk’s method would be the best performer, while if « + g > 1, then the BC or first switch method
were dominant. If « and B were fixed, and either of them were greater than one, then the second
switch method was slightly faster than the BC algorithm if the other parameter was small, while the
BC algorithm was slightly faster in the other cases. Here, Johnk’s method slowed down rapidly as a
or B increased. In the case where « and B were not fixed and were updated on each call, the Switch
methods were not as efficient, and it was Johnk’s method that provided better performance when
a or B was small or if « + § < 1.5. Outside of this region, the BA algorithm was better if a, f ~ 1;
otherwise, the BC algorithm was better.

Algorithm 14 BC algorithm [49] (min(ag, Bo) < 1)

Require: Parameters ag and By

Output: Random sample x with distribution beta(x, B)
INITIALISATION

: & < max(«g, Bo)

: B < min(ao, Bo)

a+—ua+p

b« p!

b+ 1+a—-p

. 6(0.25+0.75p)
k= Hgpoia

:kp =025+ (0.5+0.256"1)B
GENERATION

: Generate u,up ~ U(0,1)

9: ifuy > % then go to 14

10: y < uqup

11: z <= ury

12: if 0.25up +z —y > ky then go to 8

13: else go to 20

14: z < u%uz

15: if z < 0.25 then

16: v+ blog( - >

l—u1

@

17: w + we’

18: go to 23

19: if z > kp then go to 8
20: v<—blog< - >

1711]

21: w 4 we®
22: ifa [10g<ﬁ+Lw) + v} —1.3862944 < z then go to 8

23: if &« = ag then

. —_w_
24: return x = Brw
25: else
26: return x = B

= 5o
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3.3.6. BNM Algorithm

In [50], another technique for generating beta distributions was developed based on the one
already developed in [46]. This new technique assumes that the inflection points of f(x) fall at points

of the form :
AB \2
{A +(4%) }

c (10)
if these values are real numbers between 0 and 1. If there are no inflection points, then the density
is concave. If there are two inflection points, then the density is concave between these points and
convex in the rest of the space. If there is only one point, then the density is concave in the direction
of the mode and convex in the opposite direction. The mode is found in % when A, B > 0. For this
method, it is essential to define the following points (see [50]):

x(1—x
e 124(fo§)
[4-(25)7]
A if it is a real number in [0,1]

,in other case.

1)

=2

N

I
o> 57

Xy=<{ ——c— ,if it is a real number in [0,1]
0 ,in other case.
Xa 1-— X4
SIS UTER)

where x; and x4 are the inflection points in the case where they exist, x3 is the mode and x; and x5 are
the points at which tangents passing through points x; and x, intersect the X axis, respectively. In ad-
dition, this method performs a preliminary test with a minorant function by (x) < f(X) Vx € [0,1]
defined by

0 L0 <x < xq
(x—x1) i
o= B T (12)
X5—X .
Gl n s
0 Jifxs <x <1

For more details, see [50]. To write Algorithm 15, it is enough to define the points (Equation (11))
in Algorithm 7 and add a step between steps 5 and 6 that allows the following test to be performed:

2
ifu exp<TZ> < by(x), Return x.

Although Algorithm 15 is more extensive and includes numerous conditionals, the existence of
the preliminary test reduces the number of logarithmic evaluations required, which should make it
more computationally efficient.
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Algorithm 15 BNM [50]

Require: Parametersa > 1and > 1

Output: Random sample x with distribution beta(«, )
1. A—a—1
2B+ p—1

33:C«+— A+B

4: L < ClogC

5

6

Al
. 0« 05/ch

[A-(&)?]
L Xy —
8: if xp notin [0, 1] or not real then x, =0

1
[4+(e)?]

9: Xy R
10: if x4 notin [0,1] or not real thenx; =1
11: X = xp — 7’?&22)

x4(1—x
120 x5 = x4 — 7A(—Cxi)

13: x3=p

14: Generate z ~ N(0,1)

15: x —zo+ U

16: if x < 0 or x > 1 then go to 14

17: Generate u ~ U(0,1)

18: if 0 <x <xjorxs <x <1 thens<+ 0
19: else if x; < x < x3 then s « %

20: else if x3 < x < x5 then s <

X5—X
X5—X3
21: if ue */2 < s then
22: return x
23: if logu > Alog(%) + Blog(%) + L +0.52% then go to 14
24: else
25: return x

N

3.3.7. B2P and B4P Algorithms

Similar to the A-R methods discussed in Section 3.3.3, by taking the density function of a beta
r.v. with the parameters a, f > 1 such that

x\Af1—x\B c
f0 = (%) ( . ) c (13)
where A =a —1,B = —1and C = A + B, Schmeiser and Shalaby [50] developed three methods
based on the A-R method for generating samples of a beta(a, ) r.v. The first one is the BNM

algorithm, and the other two methods will be described below. Starting from the points defined in
Equation (11), this method uses a majorising piecewise function #; (x):

el fo<x<x
ti(x) =11 Sy <x < xy (14)
% Jifxg <x <1

This method is called the 2-points technique, since #; requires evaluating f(x) at two points:
xp and xy4. It can easily be proven that t1(x) > f(x) Vx € [0,1] [50]. For x € [0,xp] or x € [xy,1],
ty is a straight line joining two points of the function f(x), and this itself is convex, while for
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x € [xp,x4], t1(x) =1 = f(x3) = maxy f(x), and hence t;(x) > f(x). This method also employs a
minorising function:

0 ,if0<x<xq
% Jifxy <x<xp
N A e A )
fl) + === faa<x<xy
(o) (u) Jifxy < x < x5
0 Jifxs <x <1

It can also be proven that by (x) < f(x) Vx € [0,1] (see [50]). For x € [xp, x4], f(x) is concave, and
by (x) represents two straight lines connecting x, ,x3 and x4, and thus by (x) < f(x). For x € [x1, x,] or
x € [xg,x5], f(x) is concave, and by (x) < f(x) because b (x) is tangent to f(x) in x5 and x4. By using
t1,s it is possible to develop Algorithm 16.

For the 4-points method, it is necessary to evaluate f(x) in x1, x3, x4 and x5 and consider the
majorising function:

sfn) Jf0<x<x
flx1) + —<x_x1)(,gf§31_f(xl)) Jifx; < x < xp
ta(x) =41 Jifxy <x < xq (16)
Flxs) + (Xsfx)(i)(fi*f(xs)) Jifxy < x < x5
7(1?_)?:5("5) Jifxs <x <1

The implementation of the 4-points method differs from the 2-points method in that four
rectangular regions with a probability of rejection of zero have been created, while the rest is the
same. These methods are efficient when both « and f are relatively small. However, when either
parameter is large, the majorising functions 1 (x) and t,(x) do not fit particularly well, causing the
B2P and B4P algorithms to be less efficient. In [21], two algorithms were developed by replacing the
majorising function in the tails with a better-fitting exponential dominant function.

In [50] a performance comparison of the BNM, B2P, B4P, BN, BB, Johnk’s and ratio of gammas
(RG) algorithms was performed on a CYBER 72 computer using a FORTRAN compiler. The study
concluded that the BNM algorithm is more efficient than the BN algorithm (in a marginal runtime),
but for most parameter values, the B2P and B4P algorithms are faster, with the B4P algorithm being
less sensitive to large parameter values. For its part, the BB method was faster when the distribution
was quite skewed. Johnk’s method was more inefficient than the others, and the RG algorithm was
slow because it requires the generation of two gamma random variables.
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Algorithm 16 B2P algorithm [50]

Require: Parametersa, f > 1
Output: Random sample x with distribution beta(«, B)

INITIALISATION
tA«a—1,B+B-1,C+ A+B L+ ClogCx1 < x0+ 0,13+ 2, x4 x5 1, o f1 <0
: if C < 1then go to 10

- 1/2

D« (AB/«C—M)
:if D > x3 thengo to 7
else

X2 4= 25— D, 31 Xy — B, f — exp (Alog (v2/4) + Blog (1~ x2)/5) + L)

: if x34+ D > 1 then go to 10
else

xy 4= x5+ D, x5 xy — I £y exp (Alog (v/4) + Blog ((1-x)/5) + L)

D p1L & X3 — X, po i (X4 — X3) + P, p3 < P2 /2 4 po, pa < fil=x) /24 p3
GENERATION

11: Generate u ~ U(0,1)

12: u < upy

13: Generate w ~ U(0,1)

14: if u > p; then go to 19

15: else

16: X xp +w(x3 —x2),0 ;—1

17 ifv < f +w(1 — f,) then go to 41

18: else go to 37

19: if u > p, then go to 24

20: else

. _ u—py
21: X X3+ w(xg — x3),0 Ta=rD)

22:  ifo<1- ) thengoto4l
23: else go to 37

24: Generate wy ~ U(0,1)

25: if wy, > w then w < wy

26: if u > p3 then go to 33

VXN TR N

[y
o

27: else
28: X 4 Wwxp
29: v P2 yf,

(p3—p2)
30: if x < x; then go to 37

31: elseifv < M then go to 41
(x2—x1)

32: else go to 37
33 v+ 1—w(l—xyg)

340 (s ) ()

35: if x > x5 then go to 37

36: elseif v < falxs—x)
(x5—x4)

37: P < log(v)

38: if P > —(x — x3)>(C+C) then go to 11

39: if P > Alog(x/A) + Blog((1-x)/B) + L then go to 11

40: else

41: return x

then go to 41

3.3.8. B2PE and B4PE Algorithms

In [21,51], two extensions of the B2P and B4P algorithms were proposed—the B2PE and B4PE
algorithms—that are valid for «, B > 1. Both algorithms are similar, with B4PE being more cumber-
some but faster.

First, the new functions 1 (x) and t,(x) are defined by taking the curve of an exponential for
the tails [52], and b, (x) is taken as shown in Equation (15). The generation of each variable X needed
for the B2PE algorithm consists of taking a probability p;, j = 1,2,3 with a region from the three
existing ones defined, generating a point (x, v) uniformly distributed over the selected region and
accepting or rejecting it, depending on whether it is above or below the 1 (x) and by (x) [21] functions.
To generate the points (x,v) in the region i, we take

X+ (xg —xp) %0 Lifi=1
X = q xp + log(u)/x, Jfi=2 (17)
xy4 — log(u) /a4 ,ifi=3
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where Ay = A/x, —B/(1-x), Ay = B/(1-x) — A/x, and u ~ U(0,1). By computing — log(u), exponen-
tial values are generated for regions 2 and 3 [21]. For the v coordinate, this is generated as U/(0, f1(x)),
but it is not necessary to evaluate #; (x) explicitly. For i = 1, #; (x) = 1, while for regions 2 and 3, t; (x)
involves an exponential function, but by using Schmeiser’s method [52], the exponential operation
can be eliminated. For the B4PE algorithm, #,(x) is taken. The number of regions increases to 10,
but the underlying idea is the same. The pseudo-codes of these methods are shown in Algorithms 17
and 18.

Algorithm 17 B2PE algorithm (Schmeiser and Babu [21])

Require: Parametersa, f > 1
Output: Random sample x with distribution beta(«, B)
INITIALISATION
A a—1,B+B—1,C+ A+B, L+ ClogC xo ¢ fo< fi< 0,33 &, x4 1
: if C <1 then go to 10
1/2
D« (AB/<CC—1>)
if D > x3 thengoto 7
else
Xp <= x3— D, Ay < A/, —B/(1-x5), fo < exp (Alog (x2/4) + Blog ((1-x)/B) + L)
:if x34+ D > 1 then go to 10
else
X4 4= X3+ D, Ay < B/(1—x;) — A/xy, fy < exp (Alog (x4/4) + Blog ((1-x4)/B) + L)
10: p1 < x4 —x2
11: po « f2/0a+p1
12: p3 < fa/rs+p2
GENERATION
13: Generate u ~ U(0,1)
14: u < ups
15: Generate v ~ U(0,1)
16: if u > p; then go to 22

VRN Al M

17: else > Region 1
18: X< xp+u
19: ifx <xzandv < fp + % then go to 40

20: elseif x > xzand v < fy + % then go to 40
21: else go to 36
22: if u > p; then go to 30

23: else > Region 2
24: U — (u—p1)

' (p2—p1)
25 xexp o+ BW

26: ifv < 7»2(%17?2)“ then go to 40
27: if x < 0 then go to 13

28: else
29: v < vfru then go to 36
. (u=py) ;
30: u ) > Region 3

31 x ¢ x4 — —lo‘;’;i")

32: ifv < M then go to 40

33: if x > 1 then go to 13

34: else

35: v < vfyu

36: P < log(v)

37: if P> —(x — x3)?(C + C) then go to 13

38: if P > Alog(*/A) + Blog((1-x)/B) + L then go to 13
39: else

40: return x
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Algorithm 18 B4PE algorithm (Schmeiser and Babu [21])

Require: Parametersa, f > 1

Output: Random sample x with distribution beta(«, B)

INITIALIZATION

0

1 if C <1thengoto18

(18/ic )"
D« —F+—

1 if D > x3 thengoto 11

else

Xy < x3—D
_ x(1-x)
X1 < X2 (A—Cxy)
A B
Men T

f1 < exp (Alog (x1/4) + Blog ((1-x1)/B) 4+ L)
f2 < exp (Alog (x2/A) + Blog ((1-x)/B) 4+ L)

:if x34+ D > 1 then go to 18
: else

X4 ¢ x3+D
_ x(l-xg)
X5 < X4 {A—Cxy)
_B A
As e oy T

fa < exp (Alog (x4/A) + Blog ((1-x)/B) 4+ L)
f5 < exp (Alog (¥s/a) + Blog ((1-x5)/B) + L)

B4 — fz(X3 — XZ)

D p2 4 falxs—x3) +p1

i ps ¢ filxa—x1) +p2

D pa s fs(xs —x4) +p3

tps (1= f2)(xs —x2) + pa
tpe < (1= fa)(xa —x3) + ps
2 p7 = (- f)(x2a—x1)/24 pg

2 pg < (fa—fo)(xs —x) /24 py

il

tpg%ﬂﬁ”}?s

fs

:ploe/\ferpg

GENERATION

: Generate u ~ U(0,1)
DU Upyo

¢ if u > py then go to 42
: else

if u > p; then go to 35
else
return x < xp +u/f,
if u > p, then go to 38
else
return x < x3 + (u—p1)/f,
if u > p3 then go to 41
else
return x < x1 + (u—p2)/f
return x < x4 + (u—p3)/fs

: Generate w ~ U(0,1)
: if u > ps then go to 49
: else

X xp +w(x3 — x2)
if P < g then go to 86

(p5—p4)
else
v fo+ (;37";‘2) then go to 82

: if u > pg then go to 55
: else

X x3 + w(xg — x3)
if \75=%). > ¢ then go to 86

(Pe—ps)
else
v(—f;;—kﬁ then go to 82

: if u > pg then go to 69
: else

Generate wy ~ U(0,1)

if wp > w then w < w;
if u > p7 then go to 65

else

:Aezx—l,Beﬁ—l,C<—A+B,L<—ClogC,x1<—x2<—0,x3eé,x4<—x5e1,f1<—fz<—f4 — f5

> Region 1

> Region 2

> Region 3

> Region 4

> Region 5

> Region 6

> Region 7
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61: X x1 +w(xy —x1)
. 2w(u—pg)

62: ve fit (xa—x1)

63: if v < frw then go to 86

64: else go to 82

65: x + x5 — w(x5 — xy) > Region 8
. 2w(u—p7)

66: v f5 + Re=np

67: if v < fyw then go to 86

68: else go to 82

69: if u > pg then go to 76 > Region 9
. po—u

70: we (Po—ps)

U

72: if x < 0 then go to 28

73: ifw < M then go to 86

74: else

75: v < wfiu then go to 82
. Pio—t :

76: u r10—p9) > Region 10

77 X < X5 — —loig“)

78: if x > 1 then go to 28

79: ifw < w then go to 86

80: else

81: v wfsu

82: P+ log(v)

83: if P > —(x — x3)2(C + C) then go to 28

84: if P > Alog(x/A) + Blog((1-x)/B) + L then go to 28
85: else

86: return x

In [21], a comparative study of the B2P, B4P, B2PE, B4PE and BB algorithms on a CDC CYBER
72 computer was carried out by programming them in FORTRAN. As a result, the B2PE and B4PE
algorithms dominated the B2P and B4P algorithms, respectively. Furthermore, both the B2PE and
B4PE algorithms dominated the BB algorithm, with the B4PE algorithm being approximately twice as
fast as the BB algorithm.

3.4. Other Methods of Generation

There are other methods for generating beta random variables. Some of them are based on
certain statistical properties of random variables, order statistics, stratified rejection methods or
stochastic search procedures, among others.

The method based on gamma random variables is one of the most used methods. It is based on
the following result (see [32]). If Y and Z are two independent standard gamma random variables
with parameters a and f, respectively, then X = Y/(v+2z) ~ beta(a, 8). Given this property, it is
possible to state that any existing method for simulating gamma random variables can be adopted
and used to generate a beta distribution. Algorithm 19 shows this method.

Algorithm 19 Method for generating a beta r.v. based on a gamma r.v. [37]

Require: Parameters « y f3
Output: R.v. X ~ beta(a, B)
Generate Y ~ Gamma(a)
Generate Z ~ Gamma(p)
X+ v5,
return X

Another relational property of the beta r.v. allows generating samples of this distribution from
the order statistics of a sample of a U(0, 1) r.v. as explained in [53]. If 0 < Uy) < -+ < Ugyp-1) <1
is an ordered sample of a size (« + p — 1) from a U(0, 1) distribution, then U, ~ beta(a, B). Thus,
a sample from a beta(x, B) r.v. with a, B € N can be generated by taking the ath smallest value from a
uniform sample of a size (&« + p — 1).

Algorithm 20 requires generating a whole sample from a uniform distribution to obtain a single
value of the desired beta distribution, which is computationally cumbersome, especially if large
parameters are considered. In addition, standard ordering of the sample to find the the smallest ath
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value may not be too difficult for small parameters, but when taking large « or § values, the cost rises.
As a solution to this problem, other faster sorting algorithms such as SELECT [54] or SORT [55] can
be used as a solution to this problem.

Algorithm 20 Method based on order statistics [32]

Require: Parameters « and j

Output: Random sample x of a beta(a, B) r.v.
Generate a sample of size (« + f — 1) from a U(0,1) r.v.
x < ath order statistics
return x

In relation to stratified rejection methods, the B0O, BO1 and B11 algorithms developed in [56],
in which envelopes and exponentials are applied to slices in the centres and tails of the desired beta
distribution, respectively, stand out. Some improvements on the traditional A-R algorithms are
the BPRS and BPRB algorithms developed in [57], which improve the acceptance and rejection at
the centre of the beta r.v. for simulation using the idea of patch rejection. When &, 8 < 1, the B00
algorithm has the fastest computational generation time among all compared algorithms. When
a <1< pBorp <1< a,theB01 algorithm is the fastest. When a, 8 > 1, if one parameter is close
to one and the other is large, then the B4PE algorithm has the shortest computer generation time;
otherwise, the BPRS algorithm has the shortest computer generation time.

Another procedure is the stochastic search method developed in [58] that asymptotically gener-
ates beta random variables. This method has some drawbacks and was studied and improved upon
in [59] (MK algorithm). In this paper, the authors indicate the parameter values of the beta r.v. that
allow it to be generated with Kennedy’s algorithm and perform a study on the optimal parameter
selection. The MK algorithm proposed is faster than all the compared algorithms for generating the
betar.v. whena, f <1,and 1.2 < a + B < 2. In [60], a universal generator is proposed for absolute-
continuous and integer-valued random variables. This algorithm is based on the previous work [61]
and is a generalization of the A-R method. There are other recent techniques, which also include
analysis through neutrosophic statistics (see [62]), analysing the generation of beta distributions using
the neutrosophic acceptance-rejection method (see [63]).

4. Computational Development

This section compares the previously described methods to find which one is best for simulating
beta random variables. The computational results were derived from the implementation of the
different algorithms in R, the generation of 5 beta random samples of a size of 10,000 for each of
them and the calculation of the average execution times of these for a wide range of parameters
on a laptop with an Intel(R) Core(TM) i5-7200U CPU @ 2.50 GHz (2.71 GHz) and 8 GB of RAM.
The choices for the sample sizes and parameters were in relation to those made by the authors of
the algorithms themselves in their comparisons [46,47,49,50]. The uniform pseudo-random numbers
were generated by means of the function RUNIF [64]. In turn, the random samples of the normal,
gamma and exponential distributions needed in some of the algorithms were also generated by their
respective functions already existing in R: RNORM, RGAMMA and REXP [64]. The tables that stored the
execution times always took &« < B. For the opposite case, it was enough to generate 1 — X instead of
X [37], and therefore the times hardly varied.

To begin with, for the algorithm based on the order statistics [53], we performed two different
sorts of uniform random sampling: the first using the SELECT algorithm [54] and the second using
the SORT algorithm [55], which is included in R (the command SORT). By looking at Table 1, it can
be noted that when using SORT, the algorithm was not all that sensitive to the value taken by the
parameters, the execution time remained between 400 and 600 ms at all times, unlike the algorithm
with SELECT sorting, which was highly volatile. Using the SELECT [54] algorithm to sort the uniform
random sample was quite interesting when the parameters « and  were small; its execution times
were much better than with SORT when « or B did not take values greater than 10. Otherwise,
the time needed to simulate a beta r.v. skyrocketed, taking up to 4 s for a beta(100, 100). This is why it
is not recommended to use SELECT sorting for large parameters.

In Table 1, we can also observe the execution times of Johnk’s algorithm [41] and the algorithm
based on the gamma r.v. [32] for the parameters «, § > 1, while in Table 2, the times for these same
algorithms but with & < 1 and any p value are collected. In Tables 3 and 4 we show the average
number of iterations required for the simulations in BN, Cheng’s and Johnk’s algorithms and Cheng’s,
Johnk’s and Switch algorithms respectively. When analysing the times used by Johnk’s algorithm,
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it is necessary to restrict the use of this algorithm to small parameters. For «, B = 5, the algorithm
already needed more than 3 s to generate the beta r.v., needing an average of 252 iterations as shown
in Table 3. Similarly, if we tried to simulate a beta(50,100), an average number of iterations to the
order of 40 was reached. However, neither this nor the algorithms based on order statistics were
comparable to the method based on the gamma r.v. This method was faster for any type of parameter;
it took no more than 5 ms to simulate any of the beta random variables studied. Moreover, it was
10 times more efficient than the best case of either of the other two methods. Therefore, if the objective
is to simulate a beta r.v. through one of the methods based on relational properties, then the algorithm
based on the gamma r.v. is recommended, as it was the fastest and took advantage of the function
RGAMMA in R [64], which allowed us to generate random samples. Gamma is easily programmable,
as it is only necessary to generate two samples and operate between them.

Next, we will compare the inversion algorithms: the bisection algorithm [32] based on the
root-finding algorithms and the NINIGL algorithm [31]. The execution times for these methods
are collected in Tables 5 and 6. Looking at the times for the bisection method, it is clear that this
algorithm was slow, as we predicted, but it is interesting to note the stability of its times. Regardless
of the parameters taken, it took around 0.7 or 0.8 s to simulate a beta r.v. On the other hand, we have
the NINIGL algorithm. When studying the times of this algorithm, it is highlighted that, in spite
of the speed with which it generated a beta r.v. of any parameters, when a or 8 were less than 0.5,
the algorithm slowed down quite a lot and became invalid when both parameters were less than
0.5. This is because when a beta distribution takes on small parameters, its density reaches values
close to zero, and this causes numerical problems in the algorithm. However, in spite of this, this
method was clearly faster than the bisection method. In addition, this algorithm was programmed in
the RUNURAN library, which is an adaptation of the C library of Universal Non-Uniform Random
Number Generators UNU.RAN) under the name Polynomial Interpolation of Inverse CDF (PINV),
which makes it more attractive for use in simulating beta random variables.

Table 1. Execution time (in milliseconds) for relational property-based algorithms («, § > 1).

Parameters Methods
Alpha Beta Gamma SELECT SORT Johnk
1 3.00 39.29 439.84 91.16
2 3.18 103.73 433.88 135.44
5 2.80 166.32 445.73 282.73
1 10 2.99 244.14 441.03 488.30
50 2.59 646.80 476.25 2243.62
100 2.59 1257.66 512.18 *
2 3.20 158.97 431.96 272.88
5 2.59 222.41 449.40 938.62
2 10 2.79 296.78 435.65 2761.89
50 2.59 710.20 475.56 *
100 2.19 1334.46 517.91 *
5 3.19 306.19 435.85 *
5 10 2.20 367.11 445.19 *
50 2.19 816.16 478.66 *
100 2.39 1513.51 525.20 *
10 2.19 475.53 466.57 *
10 50 2.00 958.83 478.22 *
100 2.40 1736.97 521.37 *
50 50 1.78 1955.14 511.28 *
100 1.80 2842.27 553.92 *
100 100 2.19 4028.12 587.14 *

* Excessive time.
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Table 2. Execution time (in milliseconds) for relational property-based algorithms (x < 1).

Parameters Methods Parameters Methods
Alpha Beta Gamma Johnk Alpha Beta Gamma Johnk
0.1 4.38 47.88 0.5 4.19 57.45
0.3 4.80 50.87 0.9 4.39 71.59
0.5 3.99 52.57 1 4.79 76.99
0.9 4.18 56.96 05 2 3.79 97.68
1 2.99 55.85 ’ 5 3.18 119.79
01 2 3.20 55.65 10 3.19 165.12
5 2.99 61.04 50 3.20 365.27
10 2.79 63.72 100 3.19 510.84
50 2.60 72.91
100 2.79 84.88
0.3 3.80 69.78 0.9 4.18 108.61
0.5 4.09 56.85 1 3.59 104.32
0.9 4.38 61.88 2 3.60 126.26
1 3.60 59.94 0.9 5 3.39 245.40
0.3 2 3.39 71.03 10 3.38 421.22
5 2.99 86.98 50 2.99 1578.84
10 2.99 108.32 100 3.19 2835.19
50 3.19 218.72
100 2.99 220.33

Table 3. Average number of iterations required («, § > 1).

Parameters Methods
Alpha Beta BN * Cheng Johnk
1 28.04 1 2.00
2 2.489 1.185 3.00
5 3111 1.34 6.00
1 10 4.148 1.402 11.00
50 8.887 1.457 51.00
100 - 1.464 101.00
2 1.329 1.061 6.00
5 1.377 1.13 21.00
2 10 1.689 1.18 66.00
50 3.359 1.234 1326.00
100 5.025 1.242 5151.00
5 1.09 1.101 252.00
5 10 1.139 1.117 3003.00
50 1.889 1.155 3.5 x 10°
100 2.588 1.162 9.7 x 107
10 1.041 1.114 1.8 x 10°
10 50 1.391 1.134 7.5 x 1010
100 1.809 1.141 47 x 1013
- 50 1.126 1.0 x 10%°
100 2.0 x 1040

* Take 1.001 instead 1 for « and .

Thirdly, Tables 7 and 8 collect the time (in milliseconds) that was necessary to generate beta
random variables from what we called specific methods. On the one hand, Table 7 stores the times of
those methods applicable when both parameters were greater than one (i.e., the A-R algorithms from
the density of a normal distribution [46], the BN, BNM and symmetric case BS algorithms [50], the 2-
points B2P algorithm [50] together with its version using the tail of the exponential B2PE algorithm
and the extension to the 4-points B4PE algorithm [21] and the BA and BB algorithms [49]). On the
other hand, the execution times of the algorithms applicable when at least one of the parameters
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was less than one (i.e., the “switching algorithm” [47] (SW1 and SW2) and Cheng’s BA and BC
algorithms [49]) are stored in Table 8. In addition, the runtimes of the function of R that generated
random samples from a beta distribution RBETA are also collected in both tables.

Table 4. Average number of iterations required (« < 1).

Parameters Methods Parameters Methods
Alpha Beta Cheng Johnk Switch * Alpha Beta Cheng Johnk Switch *
0.1 1.77 1.01 1.77 0.5 1.27 1.27 1.27
0.3 2.49 1.04 1.53 0.9 1.50 1.46 1.09
0.5 2.70 1.06 1.35 1 1.54 1.50 1.15
0.9 2.84 1.09 1.09 05 2 1.72 1.88 1.21
1 2.86 1.10 1.03 ’ 5 1.84 2.71 1.25
01 2 2.94 1.16 1.05 10 1.89 3.70 1.26
5 2.99 1.25 1.07 50 1.93 8.04 1.28
10 3.01 1.33 1.08 100 1.93 11.33 1.28
50 3.02 1.56 1.09
100 3.02 1.67 1.09
0.3 1.46 1.11 1.46 0.9 1.04 1.81 1.04
0.5 1.72 1.17 1.34 1 1.07 1.90 1.16
0.9 1.95 1.28 1.10 2 1.26 2.76 1.17
1 1.98 1.30 1.09 0.9 5 141 5.18 1.19
0.3 2 2.13 1.50 1.14 10 147 8.96 1.19
5 2.23 1.87 1.18 50 1.52 35.76 1.20
10 2.27 2.27 1.20 100 1.53 66.16 1.20
50 2.29 3.62 1.21
100 2.30 444 1.21

* Take B = 1.001 instead of = 1.

Table 5. Execution times (in milliseconds) for inversion algorithms («, § > 1).

Parameters Methods
Alpha Beta Bisection NINIGL

1 687.40 0.60

2 760.75 1.40

5 761.26 1.00

1 10 771.29 1.20
50 765.05 1.00

100 738.42 1.40

2 732.41 2.59

5 803.14 2.39

2 10 821.89 2.62
50 838.48 2.39

100 771.99 2.19

5 835.62 1.60

5 10 819.31 1.20
50 802.67 1.60

100 795.96 1.60

10 792.23 1.00

10 50 794.36 1.59
100 810.24 1.60

50 50 756.47 1.20
100 876.26 1.40

100 100 876.65 1.39
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Table 6. Execution times (in milliseconds) for inversion algorithms (x < 1).

Parameters Methods Parameters Methods
Alpha Beta Bisection NINIGL Alpha Beta Bisection NINIGL
0.1 743.93 - 0.5 739.83 3.39
0.3 755.05 - 0.9 795.65 3.99
0.5 753.33 44.89 1 744 .47 3.06
0.9 820.23 43.78 05 2 758.80 4.39
1 727.21 41.89 ’ 5 756.77 4.59
0.1 2 842.61 38.78 10 782.66 479
5 834.20 39.70 50 747.51 4.79
10 850.57 37.70 100 745.92 4.29
50 805.91 37.10
100 813.52 37.10
0.3 759.32 - 0.9 738.04 3.39
0.5 713.15 11.57 1 704.67 2.79
0.9 714.34 14.76 2 790.74 3.59
1 848.19 13.36 0.9 5 817.37 3.39
0.3 2 783.48 12.77 10 827.93 3.10
5 858.25 11.37 50 807.46 3.59
10 848.70 10.97 100 813.41 2.99
50 832.72 12.17
100 798.93 11.17

Table 7. Execution times (in milliseconds) for specific algorithms («, 8 > 1).

Parameters Methods
Alpha Beta B2P * B2PE * B4PE * BA BB rbeta BN * BNM * BS *
1 138.63 63.63 58.24 95.84 123.27 2.00 671.40 - 735.03
2 264.49 113.70 107.12 111.30 140.42 2.19 107.11 126.67
5 378.99 77.59 59.83 123.48 147.61 2.59 144.81 169.95
1 10 721.07 69.22 59.64 140.02 168.14 2.60 185.90 227.98
50 3392.54 64.83 56.45 132.25 157.98 2.59 458.77 499.47
100 6830.86 64.02 59.45 133.24 156.58 2.59 555.32 700.73
2 208.54 82.78 79.38 100.54 122.87 1.99 79.98 91.15 58.24
5 187.99 75.40 60.84 105.71 125.46 2.00 79.00 106.72
2 10 287.77 75.40 60.44 110.31 132.45 2.19 92.35 169.94
50 1024.27 75.41 57.84 115.29 134.64 2.39 163.76 263.10
100 2094.05 77.39 66.42 115.70 134.45 2.19 223.61 334.71
5 175.33 78.99 48.08 103.92 128.05 2.19 73.00 99.13 49.67
10 203.26 67.63 47.87 106.31 125.47 2.00 75.80 98.34
5 50 619.75 70.21 49.87 107.31 126.26 2.19 113.50 169.15
100 1065.74 69.22 51.46 111.90 132.45 1.99 148.80 230.98
10 210.44 68.21 48.27 105.52 130.65 2.20 70.30 76.20 45.08
10 50 441.21 70.81 49.07 109.30 123.87 1.99 92.55 108.71
100 745.02 73.00 49.06 106.12 126.27 2.19 125.07 147.80
50 391.35 66.23 46.88 107.11 128.25 2.59 65.83 72.21 45.07
50 100 492.49 67.81 45.67 106.32 128.06 2.39 72.30 81.38
100 100 515.02 66.62 49.07 105.32 136.04 2.39 70.60 75.20 45.48

* Take a = 1.001 instead of # = 1 and = 1.001 instead of = 1.
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Table 8. Execution times (in milliseconds) for specific algorithms (¢ < 1).

Parameters Methods
Alpha Beta BA BC rbeta SW1* SW2
0.1 166.39 196.48 3.59 112.49
0.3 219.61 229.19 3.19 97.94
0.5 242.16 237.17 2.79 76.80
0.9 239.15 255.32 2.99 68.41
1 257.91 246.14 2.99 63.63
0.1 2 270.68 244.35 3.19 68.42
5 255.17 248.34 2.39 70.82
10 254.53 246.14 2.59 66.62
50 261.70 246.14 2.59 69.41
100 253.52 247.14 2.59 75.60
0.3 142.62 164.56 2.79 89.17
0.5 153.19 179.12 2.39 85.76
0.9 169.95 203.65 2.79 68.02
1 173.73 191.09 2.59 63.23
0.3 2 185.50 202.46 2.79 69.01
5 192.09 207.84 2.39 71.81
10 192.08 206.05 2.59 73.44
50 196.27 208.44 2.59 74.99
100 199.07 210.04 2.39 75.60
0.5 118.89 153.99 2.39 76.20
0.9 135.03 162.76 2.59 64.23
1 139.83 167.55 2.59 70.41
05 2 163.56 179.12 2.60 72.40
’ 5 161.56 198.47 2.79 75.80
10 166.16 188.89 2.59 77.20
50 168.56 189.49 2.58 77.39
100 177.92 191.69 2.59 78.39
0.9 99.54 129.65 2.19 67.42
1 101.92 135.64 2.20 73.80
2 118.48 146.21 2.39 72.21
0.9 5 128.86 160.76 2.40 74.20
10 132.45 165.36 2.79 73.61
50 137.43 169.75 2.40 75.79
100 135.84 174.13 2.59 75.00

* Take & = 1.001 instead of x = 1 and = 1.001 instead of = 1.

If we begin by comparing Cheng’s algorithms, it should be noted that although the BB and BC
algorithms are supposed to be improvements upon the BA algorithm by reducing the number of
logarithmic evaluations required, in our codes, the time spent on these evaluations was less than
the time required to run the additional tests of the BB and BC algorithms, and therefore, the BA
algorithm was uniformly faster than the other two. In addition, since it does not have the additional
tests, it is simpler to code. When contrasting this algorithm with the “switching algorithm” of
Atkinson and Whittaker [47] either when both parameters were less than one (SW2) or when only
one was (SW1), we see that Atkinson and Whittaker’s algorithm was faster than the BA algorithm
for all parameters where both algorithms were valid. Furthermore, although the average number
of iterations required when simulating symmetric beta random variables was the same, in general,
Atkinson and Whittaker’s algorithm [47] required fewer iterations, as shown in Table 4. It is also
interesting to note the behaviour of the SW2 algorithm which, as the beta distribution became more
asymmetric, became more efficient. The SW1 version, on the other hand, did not follow this pattern.
Another algorithm that followed a pattern, even if it was the opposite of the SW2 algorithm’s, was
the 2-points B2P [50] algorithm. This algorithm became worse as some of the parameters took on
larger values because the major function did not fit well in the tails, and it took almost 7 s to simulate
a beta(1,100) r.v. Looking at Table 7 proves that, indeed, the supposed improvement of the 2-points
algorithm proposed by Schmeiser and Babu, the B2PE algorithm [21], which uses exponentials to
fit the majorising function better in the tails of the beta distribution, behaved as such. The B2PE



Mathematics 2023, 11, 4893

26 of 30

method is noteworthy for its constancy; the times required to simulate a beta r.v. were generally
between 60 and 70 ms, which is very different from the behaviour of the B2P algorithm. However, this
constancy of the B2PE method was also present in the 4-points version (B4PE) [21]. Between these two
algorithms, it is complicated to establish which is the best. The B4PE algorithm was faster than the
B2PE one, as shown in Table 7. However, the difference was minimal, not exceeding 30 ms, and the
B4PE algorithm was more extensive at the time of programming. Therefore, this decision is left to
the user’s choice. Regardless of this choice, the adapted BS algorithm of Ahrens and Dieter [46] was
faster and simpler than the previous two, but it is only valid for symmetric cases where « =  and
the original BN algorithm [46], applicable for any beta r.v. with parameters greater than one, was not
as efficient. Moreover, the supposed improvement of the BN algorithm proposed by Schmeiser and
Shalaby (BNM) [50] was not computationally so. The computation of the x4, ..., x5 points and the
additional step to evaluate the minorant function were more time-consuming than the evaluations of
the original method they were trying to avoid. One remarkable thing about these three algorithms is
how little efficiency they had for « = g = 1.001; the BNM algorithm could not be applied directly,
and the times needed for the BN and BS algorithms were far from those needed for the rest of the
parameters. The reason for this behaviour is that for these parameters, it took around 28 iterations to
generate a sample of the beta r.v., as shown in Table 3. However, the best option for simulating a beta
r.v. among the algorithms present in Tables 7 and 8 was to use RBETA. When both parameters were
greater than one, this function was about 25 times faster than those considered thus far to be more
efficient. For the B2PE and B4PE or BS algorithms in the symmetric case and, similarly, when one of
the parameters was less than one, the execution speed was at least 20 times faster than that of the
“switching algorithm” (SW1 and SW2). The most interesting thing about RBETA is that, according to
the documentation of R [64], this function follows the methods of Cheng [49], and yet it is significantly
more efficient than the algorithms of Cheng which we programmed (BA, BB and BC). When taking
this into account and that, for the tables with the rest of the methods, the algorithms that stood out
for their speed could also be found implemented in R (NINIGL) or only needed to perform small
transformations from R functions (algorithms based on gamma random variables), it can be stated
that the best options for simulating a beta r.v. are already implemented in R.

Finally, we can still compare the three most efficient algorithms (gamma, NINIGL and RBETA)
to obtain the best one. To accomplish this, Tables 9 and 10 collect the average execution times of
these algorithms. On the one hand, when one of the parameters was less than one, it can clearly
be observed that RBETA is the best choice; the execution times required for the gamma r.v.-based
algorithm did not differ much from those required by RBETA, but they were slower, and the algorithm
requires some programming. The NINIGL algorithm suffered a lot with small parameters and did not
become a good choice in this situation. On the other hand, when both parameters were higher than
one, the three algorithms were more in tune. While all three were efficient, the NINIGL algorithm
stood out, in general, as the fastest one. Therefore, for each of the two situations, depending on the
values taken by the parameters, the best options are those already mentioned. However, if we want
an efficient algorithm for any parameter, then the best option for simulating beta random variables is
to use RBETA. However, if we want to generate beta random samples through the implementation of
any of the algorithms other than those already present in R, when reviewing the tables that collected
the average execution times, the best option is the B4PE or B2PE algorithm if both parameters are
greater than one, SW1 and SW2 algorithms if at least one parameter is less than one and the BA
algorithm in case we are looking for one that is valid for any parameter.
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Table 9. Execution times (in milliseconds) for algorithms implemented in R (, 8 > 1).

Parameters Methods

Alpha Beta Gamma NINIGL RBETA

1 3.00 0.60 2.00

2 3.18 1.40 2.19

5 2.80 1.00 2.59

1 10 2.99 1.20 2.60

50 2.59 1.00 2.59

100 2.59 1.40 2.59

2 3.20 2.59 1.99

5 2.59 2.39 2.00

2 10 2.79 2.62 2.19

50 2.59 2.39 2.39

100 2.19 2.19 2.19

5 3.19 1.60 2.19

5 10 2.20 1.20 2.00

50 2.19 1.60 2.19

100 2.39 1.60 1.99

10 2.19 1.00 2.20

10 50 2.00 1.59 1.99

100 2.40 1.60 2.19

50 50 1.78 1.20 2.59

100 1.80 1.40 2.39

100 100 2.19 1.39 2.39

Table 10. Execution times (in milliseconds) for algorithms implemented in R (& < 1).

Parameters Methods

Alpha Beta Gamma NINIGL RBETA

0.1 4.38 - 3.59

0.3 4.80 - 3.19

0.5 3.99 44.89 2.79

0.9 4.18 43.78 2.99

1 2.99 41.89 2.99

0.1 2 3.20 38.78 3.19

5 2.99 39.70 2.39

10 2.79 37.70 2.59

50 2.60 37.10 2.59

100 2.79 37.10 2.59

0.3 3.80 - 2.79

0.5 4.09 11.57 2.39

0.9 4.38 14.76 2.79

1 3.60 13.36 2.59

0.3 2 3.39 12.77 2.79

5 2.99 11.37 2.39

10 2.99 10.97 2.59

50 3.19 12.17 2.59

100 2.99 11.17 2.39

0.5 4.19 3.39 2.39

0.9 4.39 3.99 2.59

1 4.79 3.06 2.59

05 2 3.79 4.39 2.60

: 5 3.18 4.59 2.79

10 3.19 4.79 2.59

50 3.20 4.79 2.58

100 3.19 4.29 2.59

0.9 4.18 3.39 2.19

1 3.59 2.79 2.20

2 3.60 3.59 2.39

0.9 5 3.39 3.39 2.40

10 3.38 3.10 2.79

50 2.99 3.59 2.40

100 3.19 2.99 2.59
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5. Conclusions

There are currently many high-speed methods capable of simulating beta random variables,
but more are still being developed in order to find the fastest, simplest, and most accurate algorithm.

The main objective of this work was to analyse in detail the statistical/mathematical and
computational aspects of the generation of the beta random variable and to perform an empirical
analysis covering the different generation scenarios. After studying the generation of beta random
variables and their implementation in R, it has been concluded that the most efficient way to obtain
samples of this type is to use algorithms that are already present in R or that only require a simple
transformation. Thus, it is established that the function RBETA of R is the most appropriate option for
any type of parameter, especially if any of them are less than one, ahead of the NINIGL algorithm [31],
which stands out especially when both parameters are greater than one. In case the reader’s objective
is to use an algorithm without resorting to R’s own algorithms, we recommend implementing
Schmeiser and Babu’s B4PE or B2PE algorithms [21]. If we only want to simulate beta random
variables of parameters greater than one, then the so-called “switching algorithm” (SW1 and SW2) by
Atkinson and Whittaker [47] is recommended, as well as if any of the parameters are less than one.
Otherwise, the BA algorithm by Cheng [49] is recommended if we want one that is valid for any type
of parameter.

However, this work only includes the analysis in R, and through the results presented by
the authors of certain algorithms, it was observed that they do not behave in the same way in
other languages.
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