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Abstract: This paper is devoted to the numerical treatment of two-dimensional Fredholm integral
equations, defined on general curvilinear domains of the plane. A Nyström method, based on a
suitable Gauss-like cubature formula, recently proposed in the literature is proposed. The conver-
gence, stability and good conditioning of the method are proved in suitable subspaces of continuous
functions of Sobolev type. The cubature formula, on which the Nyström method is constructed, has
an error that behaves like the best polynomial approximation of the integrand function. Consequently,
it is also shown how the Nyström method inherits this property and, hence, the proposed numerical
strategy is fast when the involved known functions are smooth. Some numerical examples illustrate
the efficiency of the method, also in comparison with other methods known in the literature.
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1. Introduction

This paper deals with the numerical approximation of the solution of Fredholm
integral equations (FIEs) of the second kind

f (v, w)− µ
∫

Ω
k(v, w, s, z) f (s, z)dsdz = g(v, w), (v, w) ∈ Ω, (1)

where Ω is a curvilinear compact domain of the plane, the boundary of which is a Jordan
curve, µ ∈ R, k and g are given continuous functions defined on Ω2 and Ω, respectively,
while f is the unknown function.

Fredholm integral equations are a classical topic in functional analysis, and arise in
different areas, as computer graphics [1,2], physics of plasma, fluid mechanics, electrochem-
ical reaction (see for instance [3] and the references therein). In these fields, some problems
can be modeled directly by means of a FIE or, in other cases, can lead to these kind of
equations but starting for instance from boundary value problems (see, for instance, [4]).

In recent years, several different numerical approaches for solving FIEs appeared.
Essentially, the proposed strategy depends on the geometry of the domain on which the
integral equation is defined.

If the domain is a polygon, several approaches are known. The traditional one is to
take a suitable triangularization of the domain and then to construct piecewise interpola-
tion or cubature, leading to the corresponding collocation or Nyström methods (see, for
instance, [4], Chapter 5). More recently, in the case of rectangular domains, some global
approximation methods (i.e., essentially based on the polynomial approximation) were
proposed in [5–7], and in the case of the triangular domain in [8]. These methods, for their
nature, lead to a fast convergence, when the known functions of the equation are smooth.
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To our knowledge, very little is known when the planar domain has a general bound-
ary. In [3,9], some collocation methods based on radial basis functions were proposed for
the case of general domains of the plane.

Moreover, some results can be obtained in the particular cases in which the curvilinear
domain can be reduced, by transformation, to a rectangle. Nevertheless, such kinds of
transformations, even if they exist, can produce a deterioration in the smoothness of the
known functions and, consequently, they can lead to a slow convergence, even if the
original known functions are very smooth. For instance, if the original known functions
of the equation have derivative of every high degree, the transformed ones can be just
Lipischitz or with a fixed low continuous derivative (see [7], Example 5).

Therefore, the aim of this paper is to construct a Nyström method based on a Gauss-
like cubature formula, which was proposed in [10]. The idea of the authors in [10] was
constructing a formula for a domain, the boundary of which is a piecewise polynomial
curve. Then, under suitable assumptions of regularity, the boundary of the general domain
is approximated by a suitable piecewise polynomial curve and, hence, in order to approx-
imate the integral defined on the original domain, the cubature formula, defined for the
curvilinear polygons, is used.

The final cubature formula behaves essentially as the best polynomial approximation
of the integrating function, and this means that the smoother the function is, the faster the
convergence is. This property allows us to construct a stable, convergent, and well condi-
tioned Nyström method based on the named cubature formula. The rate of convergence
of the method is once again the same of the best polynomial approximation of the known
functions of the equation, and consequently of the solution of the equation itself.

Moreover, the Nyström interpolant has a closed form that can be evaluated in any
point of the domain Ω, i.e., no additional approximation strategy is necessary in order to
evaluate the approximating solution in Ω.

Several numerical tests show the goodness of the proposed method, also in the case
when the boundary of the domain has singular points or cusps (like in the case of cardioid
or deltoid), providing that the cubature nodes fall inside Ω.

The organization of the paper is as follows. Section 2 is devoted to the collection of
some definitions, approximation tools, and the description of the cubature formula. In
Section 3, the Nyström method is described and the main results are stated. Section 4
collects some numerical tests confirming the theoretical expectations. Finally, Section 5
contains the proofs, while Section 6 is devoted to the conclusions.

2. Notations and Preliminary Results

In this section, we recall some definitions and preliminary results.
First of all, from now on, we will denote by C a generic positive constant, having

different values in different estimates. Moreover, if C depends on some quantities say
a, b, . . . then we will write C = C(a, b, . . .). On the contrary, for saying that C is independent
of a, b, . . ., we will use C 6= C(a, b, . . .).

2.1. Approximation Tools

Now, let R = [x1, x2] × [y1, y2] be a rectangle and C0(R) denote the space of the
continuous functions on R. As usual, C0(R) can be equipped with the uniform norm
|| f ||C0(R) = max(s,z)∈R | f (s, z)|. From now on, the notations fs and fz will denote the
function f (s, z) as depending on the only variable z or s, respectively. For smoother
functions, we introduce the following Sobolev-type space

Wr(R) =
{

f ∈ C0(R) : Mr( f ) := sup {|| f (r)z ϕr
1||C0(R), || f

(r)
s ϕr

2||C0(R)} < +∞
}

, r ∈ N,
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where the superscript (r) denotes the rth derivative of the one-dimensional function fz
or fs, ϕ1(s) =

√
(s− x1)(x2 − s) and ϕ2(z) =

√
(z− y1)(y2 − z). We equip Wr(R) with

the norm
|| f ||Wr(R) = || f ||C0(R) + Mr( f ).

Now, let P2
n be the space of bivariate algebraic polynomials of total degree n and Pn,n

be the space of bivariate polynomials of degree n in each variable. Obviously, Pn,n ⊂ P2
2n.

We denote by En( f , R) and En,n( f , R) the errors of best polynomial approximation on R for
bivariate continuous functions by means of polynomials in P2

n and Pn,n, respectively, i.e.,

En( f , R) := inf
P∈P2

n

max
(s,z)∈R

| f (s, z)− P(s, z)|,

En,n( f , R) := inf
P∈Pn,n

max
(s,z)∈R

| f (s, z)− P(s, z)|.

From the definitions, it follows that

E2n( f , R) ≤ En,n( f , R) ≤ En( f , R). (2)

In [7], the following Favard-type inequality was proved when R ≡ [−1, 1]2:

∀ f ∈Wr(R) En,n( f , R) ≤ C
nr || f ||Wr(R), C 6= C(n, f ), (3)

and therefore, due to the linearity, the same inequality holds true for any general rectangle R.
Moreover, by (2), the same estimate can be stated also for En( f , R), i.e.,

∀ f ∈Wr(R) En( f , R) ≤ C
nr || f ||Wr(R), C 6= C(n, f ). (4)

2.2. An Algebraic Cubature Formula on Curvilinear Polygons

In order to describe the cubature formula, which is the base of the proposed Nyström
method, we recall some definitions and properties of a planar parametric curve (see [11]).

We consider simple closed curves, i.e., curves parametrized on [a, b]

P(t) = (x(t), y(t)), t ∈ [a, b] (5)

for which P(·) is continuous and injective on [a, b) and (a, b], with P(a) = P(b). Moreover,
we assume that P(·) is piecewise C1, i.e., there is at most a finite number of breakpoints P(ti),
where P′+(ti) := limt→t+i

P′(t) 6= P′−(ti) := limt→t−i
P′(t) (P(a) = P(b) is considered a

breakpoint if P′+(a) 6= P′−(b)).
The space PC1([a, b]; B) of piecewise C1 parametric curves on the partition of [a, b],

generated by a fixed set of “parameter breakpoints” B = {ti}i, is endowed with the norm

||P||PC1 := max {||P||L∞ , ||P′||L∞}, (6)

where ||Q||L∞ := max {||q1||L∞ , ||q2||L∞}, for Q(t) = (q1(t), q2(t)) is piecewise continuous.
Let a singular point be a point P(t∗) such that P′+(t∗) = (0, 0) or P′−(t∗) = (0, 0), and we
define a cusp as a breakpoint P(ti), such that P′+(ti) = −kP′+(ti), for some k ≥ 0 (which
means, in particular, that the left and right tangents at the point have opposite directions).
We say that a curve in PC1([a, b]; B) is generalized regular if it has no singular points and
no cusps.

Now, let H ⊂ R2 be a compact domain (the closure of a bounded and simply con-
nected open set), whose boundary is a Jordan piecewise polynomial parametric curve
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S(t), t ∈ [t1, tL], given counter-clockwise by a sequence of polynomial parametric curves
Si = (Si,1, Si,2), with Si,1 ∈ Pi1 , Si,2 ∈ Pi2 , defined in the interval [ti, ti+1], and “breakpoints”

Vi = Si(ti) = (Si,1(ti), Si,2(ti)), i = 1, . . . , L,

with Si(ti+1) = Si+1(ti+1), i = 1, . . . , L − 1, SL(tL+1) = S1(t1) (i.e., VL+1 = V1). Fur-
thermore, let R = [x1, x2]× [y1, y2] be the minimal rectangle containing H, f ∈ C0(R),
ξ ∈ [x1, x2], {τs

k}k=1,...,s, and {ωs
k}k=1,...,s are the nodes and weights of the Gauss–Legendre

rule in [−1, 1]. The cubature formula proposed in [10] for the integral of the bivariate
function f on the domain H, i.e.,

∫
H f (s, z)ds dz, is defined as follows:

I2n−1( f ; S) =
L

∑
i=1

n

∑
j=1

ni

∑
k=1

wijk f (xijk, yik), (7)

with

xijk =
Si,1(qi(τ

ni
k ))− ξ

2
τn

j +
Si,1(qi(τ

ni
k )) + ξ

2
, yik = Si,2(qi(τ

ni
k )),

wijk = ωn
j ω

ni
k

(
Si,1(qi(τ

ni
k ))− ξ

2

)
S′i,2(qi(τ

ni
k ))

∆ti
2

,

where
qi(s) =

∆ti
2

s +
ti + ti+1

2
, ∆ti = ti+1 − ti

ni = d
(2n− 1)max(i1, i2) + i1 + i2

2
e , iν = deg(Si,ν), ν = 1, 2. (8)

In [10], it was proved that this formula is exact for f ∈ P2
2n−1, and stable, since it

results in
sup

n

L

∑
i=1

n

∑
j=1

ni

∑
k=1
|wijk| ≤ C`(∂H), C 6= C(n).

We underline that, as discussed in [10], in general, the nodes of this cubature formula
are not contained in the domain H, but only in the minimal rectangle R ⊇ H with sides
parallel to the axes.

However, the nodes are inside the cubature domain when there exists a straight line l
such that the following property N holds:

• l ∩ H is connected;
• Every segment q orthogonal to l is such that q ∩ H is connected.

When property N holds, a change in coordinates so that l becomes parallel to the new
y-axis implies that all the cubature nodes (xijk, yik) are in H, and that all the weights wijk are
nonnegative, taking as ξ (which defines the nodes of the cubature formula) the intersection
point of l with the new x-axis. For a detailed discussion on this, the interested reader can
consult [10] and the references therein.

Go back now to a general domain Ω, and assume that it is a compact domain whose
boundary is a Jordan (simple and closed) curve, defined parametrically by two piecewise
smooth functions x(t), y(t) that are not polynomials

∂Ω = {P(t) = (x(t), y(t)), t ∈ [a, b]}, P(a) = P(b). (9)

In [10], it was suggested to use the Chebfun package [12] in order to provide two
piecewise polynomials x̃, ỹ : [a, b] → R (interpolating at Chebychev–Lobatto nodes),
such that

||x− x̃||∞ ≤ ε||x||∞, ||y− ỹ||∞ ≤ ε||y||∞, (10)
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where ε is the machine precision and ‖ · ‖∞ denotes the ordinary maximum norm on [a, b].
Denoting by Ω̃ the domain whose boundary is defined as

∂Ω̃ = {P̃(t) = (x̃(t), ỹ(t)), t ∈ [a, b]}, (11)

in [10], it was proposed to approximate

IΩ( f ) :=
∫

Ω
f (s, t)ds dt, f ∈ C0(Ω),

with IΩ̃( f ), and then approximate IΩ̃( f ) with I2n−1( f ; P̃).
Obviously, in order to construct the cubature for Ω̃, it is necessary that ∂Ω̃ is still a

Jordan curve; that is, essentially a simple curve. There exist sufficient conditions (see, for
instance, [11,13]) such that is reasonable to assume that Chebfun constructs a Jordan curve if
the original boundary of Ω is piecewise C1 and a generalized regular curve, in the sense
that it has no singular points and no cusps.

Concerning the convergence of the cubature rule, the following results were proven
in [10]. For any subset X of R2, we denote by Em( f ,X ) the error of best polynomial
approximation of the function f by means of bivariate polynomials of total degree m,
with respect to the uniform norm on X . Moreover, let R denote the minimal rectangle
containing Ω.

Theorem 1 ([10], Theorem 3). Let Ω be a compact domain in R2, whose boundary (9) is a Jordan
curve, and let Ω̃ be the domain with the boundary, as in (11). Assume that x′, y′ are at least
piecewise Hölder continuous and satisfy (10). The following cubature error estimate holds for
Formula (7) with S = P̃

|IΩ( f )− I2n−1( f ; P̃)| ≤ CE2n−1( f ,J ), f ∈ C0(J ) (12)

where C = C(µ(Ω̃), `n,J ), limn `n = `(∂Ω̃) ≈ `(∂Ω) and J ≡ R, in the general case, while
J ≡ Ω + B[0, r(ε)] when Ω satisfies Property N , and B[0, r(ε)] denotes the closed disk centered
at the origin with radius r(ε) = ε

√
||x||2∞ + ||y||2∞.

In the case when the approximated boundary is not guaranteed to be simple, as
for example if the original curve has some singular points, the following error estimate
holds true.

Theorem 2 ([10], Theorem 5). Let Ω be as in (9), and P̃(t) = (x̃(t), ỹ(t)), t ∈ [a, b], be the
piecewise polynomial approximating curve (10). Assume that the integrand f is Hölder-continuous
with constant C and exponent 0 < α ≤ 1 on the minimal rectangle R = [x1, x2] × [y1, y2]
containing Ω ∪ Γ̃, where Γ̃ = {P̃(t), t ∈ [a, b]}. Then, the following estimate holds for the error of
the cubature formula (7) with S = P̃:

|IΩ( f )− I2n−1( f ; P̃)| ≤ (x2 − x1)(`(Γ̃) + `n)E2n−1( f ,R)
+ (x2 − x1)(`(∂Ω)Cεα + || f ||C0(R)||y′ − ỹ′||L1(a,b)),

(13)

where lim `n = `(Γ̃).

3. Numerical Methods for FIE

If we denote
K f (v, w) = µ

∫
Ω

k(v, w, s, z) f (s, z)dsdz,

then (1) can be rewritten in operatorial form as

(I − K) f = g, (14)

where I is the identity operator on C0(Ω).
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Using standard arguments, it is possible to prove that if k(v, w, s, z) is continuous, then
K is compact, as a map of C0(Ω) into itself, and consequently the Fredholm Alternative
holds true for (14) in C0(Ω) (see, for instance, [4]).

From now on, we will denote k(s,z) (respectively k(v,w)) for meaning that the function
k of four variables is considered as a function of only (v, w) (respectively of (s, z)).

Hence, if for some r ∈ N, it is sup(s,z)∈Ω ||k(s,z)||Wr(R) whereR is the minimal rectangle
containing Ω, then it immediately follows that K f ∈ Wr(R), for any f ∈ C0(R) (see, for
instance, [7], Proposition 3.1).

Therefore, if g ∈Wr(R) then, by (14), we deduce that f = g + K f ∈Wr(R).

A Nyström Method

The Nyström method consists in approximating

(K f )(v, w) = µ
∫

Ω
k(v, w, s, z) f (s, z)dsdz

by means of the finite dimensional operator, obtained by means of the cubature Formula (7)

(Kn f )(v, w) = µ
L

∑
i=1

n

∑
j=1

ni

∑
k=1

wijkk(v, w, xijk, yik) f (xijk, yik).

Therefore, we consider the finite dimensional equation

(I − Kn) fn = g, (15)

whose unknown is fn. Collocating the equation on the same set of knots of cardinality

N = n
L

∑
i=1

ni, we obtain the following linear system

fn(xhlm, yhm)− µ
L

∑
i=1

n

∑
j=1

ni

∑
k=1

wijkk(xhlm, yhm, xijk, yik) f (xijk, yik) = g(xhlm, yjm),

h = 1, . . . , L, l = 1, . . . , n, m = 1, . . . , nh, which can be rewritten as

L

∑
i=1

n

∑
j=1

ni

∑
k=1

[
δi,hδj,lδk,m − µwijkk(xhlm, yhm, xijk, yik)

]
axijk ,yik = g(xhlm, yjm),

h = 1, . . . . , L, l = 1, . . . , n, m = 1, . . . , nh, where δc,d is the Kronecker delta, and

a = [axijk ,yik ]i=1,...,L,j=1,...,n,k=1,...,ni
= [ fn(xijk, yik)]i=1,...,L,j=1,...,n,k=1,...,ni

are the unknowns of the system.
Setting

An =
[
δi,hδj,lδk,m − µwijkk(xhlm, yhm, xijk, yik)

]
i,h=1,...,L;j,l=1,...,n;k,m=1,...,ni

and
b = [g(xhlm, yhm)]h=1,...,L,l=1,...,n,m=1,...,nh

the linear system can be rewritten in compact form as

Ana = b. (16)

Linear System (16) and finite-dimensional Equation (15) are equivalent. Indeed, the
numerical approximant fn of f , called the Nyström interpolant, can be constructed using
the value of a since, for any (v, w) ∈ Ω, it is
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fn(v, w) = g(v, w) + µ
L

∑
i=1

n

∑
j=1

ni

∑
k=1

wijkk(v, w, xijk, yik)axijk ,yik ,

while, obviously, if fn is known, then [ fn(xijk, yik)]i=1,...,L,j=1,...,n,k=1,...,ni
satisfy the linear

system, as the linear system is constructed.
Now, let cond(An) = ||An||∞||A−1

n ||∞, where || · ||∞ denotes here the maximum
absolute row sum norm. The next theorem states the convergence, stability, and well
conditioning of the proposed Nyström method.

Theorem 3. Under the hypothesis of Theorem 1 for the domain Ω and with the definition given for
J , let ker(I−K) = {0}, and assume k to be continuous on J ×J . Then, the method is stable, i.e.,
(I − Kn)−1 are uniformly bounded, the equivalent linear system Ana = b has a unique solution,
and is well conditioned, since

sup
n

cond(An) < +∞. (17)

Moreover, if g ∈ C0(J ), the Nyström interpolant converges to the unique solution f ∗ ∈
C0(J ), and there holds

|| f ∗ − fn||C0(J ) ≤ C max
(v,w)∈J

E2n−1(k(v,w) f ∗,J ), (18)

where C 6= C(n, f ∗).

Remark 1. We underline that convergence estimate (18) holds true for both expressions of J .
Nevertheless, it is almost clear that, if the Property N cannot apply, then the assumptions on the
known functions necessarily have to be fulfilled onR, which really seems to be a stronger request.
On the contrary, for domains for which the weights are positive and the nodes are all inside Ω,
practically all the assumptions on the known functions (and consequently on the solution) are made
on the original domain Ω.

The following corollary states the order of convergence of the method in the general
case, and with the stronger assumptions on the known functions.

Corollary 1. Under the hypothesis of Theorem 3, assume that for some r ∈ N

g ∈Wr(R), sup
(v,w)∈R

||k(v,w)||Wr(R) < +∞, sup
(s,z)∈R

||k(s,z)||Wr(R) < +∞

then f ∗ ∈Wr(R), and

|| f ∗ − fn||C0(R) ≤ C
|| f ∗||Wr(R)

(2n)r , C 6= C( f ∗, n). (19)

Remark 2. We finally remark that in the case where the boundary of Ω is not regular, from
Theorem 2, we can obtain a convergent Nyström method once again. Nevertheless, we are not able
to deduce a precise order of convergence. But, as the numerical test shows, there is a numerical
evidence that the order of convergence is always the same. In other words, the leading terms seem to
be always given by the rate of the best polynomial approximation of the known functions.

4. Numerical Tests

In this section, we test the method just described on some numerical examples. For
the computations, we used the Matlab package ChebfunGauss in [14]. In the following
tables, we have shown the error of the method and the conditioning of the linear systems
for increasing values of n and, consequently, of the degree of exactness of the cubature
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formula, denoted by ADE := 2n− 1. The error was computed as the relative discrete error
on a grid of equidistant nodes in Ω

err =
|| f ∗(x)− f ∗n (x)||∞
|| f ∗(x)||∞

,

where x = (xi)i=1,...,M, xi ∈ Ω, M = 10000. When f ∗ was not known, fNmax was used
instead, for a large enough Nmax.

In the tables, N = n ∑L
i=1 ni, with ni as in (8), denotes the dimension of the linear

systems.
First of all, we propose three tests on different domains.

Example 1. Consider the following equation

f (v, w)− π

4

∫
Ω
|v + z|

7
2 es−w2

f (s, z)dsdz = sin (vw), (v, w) ∈ Ω,

where the domain Ω is a lune defined as the difference of two disks with radius 0.5 centered in
(0.5, 0.5) and (0, 0), respectively. Therefore, the boundary ∂Ω can be represented by the curve

P(t) =

{
0.5(1 + cos (t), 1 + sin t), t ∈ [−π

2 , π]

0.5(cos ( 3π
2 − t), sin ( 3π

2 − t)), t ∈ [π, 3π
2 ].

The solution of this equation is not known.
We chose as base-line x = 0.5, and, in this way, Property N is satisfied and all the nodes

lie inside the domain. The boundary is approximated around machine precision by Chebfun with
deg(x̃) = deg(ỹ) = 19 on the first arc and also on the second arc. The kernel, the known functions
and the parameter µ, are defined as

k(v, w, s, z) = |v + z|
7
2 es−w2

, g(v, w) = sin (vw), µ =
π

4
.

As k(v,w), k(s,z) ∈W3(R), g ∈Wr(R), ∀r and the boundary of the domain ∂Ω is generalized
and regular (since the breakpoints (0.5, 0) and (0, 0.5) are not cusps), according to the theoretical
estimates (see Corollary 1), we expect an error behaving as O( 1

n3 ). The conditioning of the linear
system is of the order of tens, and the numerical results are better than the theoretical estimates. See
Figure 1 and Table 1.

Figure 1. Cubature points on the lune for ADE = 11 with base-line x = 0.5: the blue stars are the
cubature points and the red line describes the boundary of the domain.
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Table 1. Numerical results for Example 1.

n ADE N err cond

6 11 1254 9.325120847790344× 10−11 1.361434094160296× 102

11 21 4059 1.476520127656227× 10−13 1.404483083850437× 102

16 31 8464 2.233008835035651× 10−14 1.414987139794612× 102

Example 2. Consider the equation

f (v, w)− π

6

∫
Ω
(|v− z|

5
2 + w)es f (s, z)dsdz = sin vw, (v, w) ∈ Ω.

where Ω is the intersection of two disks with radius 1 centered in ( 1+
√

2
2 , 1

2 ) and ( 1−
√

2
2 , 1

2 ) and,
consequently, its boundary can be represented by the curve

P(t) =

{
( 1−
√

2
2 + cos (t), 1

2 + sin t), t ∈ [−π
4 , π

4 ]

( 1+
√

2
2 + cos (t + π

2 ),
1
2 + sin (t + π

2 )), t ∈ [π
4 , 3π

4 ].

Also, in this case, the exact solution is not known.
We chose x = 0.5, as the base-line joining the breakpoints ( 1

2 , 1−
√

2
2 ), ( 1

2 , 1+
√

2
2 ), which gives

the property N to the domain. The boundary ∂Ω is approximated around machine precision by
Chebfun, with deg(x̃) = 12, deg(ỹ) = 13 on the first arc and deg(x̃) = 12, deg(ỹ) = 13 on the
second arc. The kernel, the known functions and the parameter µ are defined as

k(v, w, s, z) = (|v− z|
5
2 + w)es, g(v, w) = sin vw, µ =

π

6
.

As k(v,w) and k(s,z) ∈W2(R), g ∈Wr(R), ∀r, and the curve ∂Ω is generalized regular, according
to Corollary 1, we expect an error of the order O( 1

n2 ). We underline that we have better numerical
results than theoretical expectation. See Figure 2 and Table 2.

Figure 2. Cubaturepoints on the intersection of two disks for ADE = 11 with base-line x = 0.5: the
blue stars are the cubature points and the red line describes the boundary of the domain.

Table 2. Numerical results for Example 2.

n ADE N err cond

6 11 1008 3.169305573522716× 10−8 3.097777365236376× 100

11 21 3278 4.347572560160949× 10−9 3.098083282853776× 100

16 31 6848 1.282175247136961× 10−9 3.098156965211412× 100

21 41 11,718 5.573608694878142× 10−10 3.098185581757940× 10+00
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Example 3. We consider the following equation

f (v, w)− 1
4

∫
Ω
|z + w|

9
2 (s2 − v2) f (s, z)dsdz = |vw|9/2, (v, w) ∈ Ω.

where the domain Ω is a cardioid with the following parametric equations

P(t) = (1− cos (t)) cos (t) + 1, (1− cos (t)) sin (t)), t ∈ [0, 2π].

As in the previous examples, we do not know the exact solution. The boundary ∂Ω is approxi-
mated around machine precision by Chebfun, with deg(x̃) = 26 and deg(ỹ) = 27. To guarantee
Property N in the domain, we chose x = 0.25 as the base-line. The kernel, the known functions,
and the parameter µ are

k(v, w, s, z) = |z + w|
9
2 (s2 − v2), g(v, w) = |vw|9/2, µ =

1
4

.

In this case, we cannot apply Corollary 1, but we observe that, since k(v,w), k(s,z), g ∈ W4(R), then
the order of the best polynomial approximation for these functions is O( 1

n4 ) and the numerical
evidence agrees with this rate. See Figure 3 and Table 3.

Figure 3. Cubature points on the cardioid for ADE = 11 with base-line x = 0.25: the blue stars are
the cubature points and the red line describes the boundary of the domain.

Table 3. Numerical results for Example 3.

n ADE N err cond

6 11 1050 7.897842369126102× 10−9 2.026152320630328× 101

11 21 3410 5.327891709446134× 10−11 2.151386616056450× 101

16 31 7120 5.327891709446134× 10−11 2.183833727014650× 101

21 41 12,180 1.420771828553943× 10−12 2.196345357336691× 101

Example 4. Consider the following equation

f (v, w)−
∫

Ω
|v + z|

7
2 sin (s2w) f (s, z)dsdz = exp vw + cos (v), (v, w) ∈ Ω.

In this case, we also do not know the exact solution. The domain Ω is a deltoid, whose boundary
is a tricuspoid (also known as Steiner’s hypocicloid) with parametric equations

P(t) = a(2 cos (t) + cos (2t), 2 sin (t)− sin (2t)), t ∈ [0, 2π],

where we set a = 1
3 (see [15] for the properties of such a curve). Due to the shape of the boundary,

there is no way to satisfy Property N, so we have chosen the straight line y = 0 as the base-line
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(which is a symmetry axis of the domain); the boundary is approximated around machine precision
by Chebfun, with deg(x̃) = 26 and deg(ỹ) = 27 on each of the three regular arcs. The kernel, the
known function, and the parameter µ are

µ = 1, k(v, w, s, z) = |v + z|
7
2 sin (s2w), g(v, w) = exp vw + cos (v).

Also, in this case, we cannot apply Corollary 1, but we observe that since k(v,w), k(s,z) ∈
W3(R), then the order of the best polynomial approximation for these functions is O( 1

n3 ) and the
numerical evidence agrees with this rate. See Figure 4 and Table 4.

Figure 4. Cubature points on the deltoid for ADE = 11 with base-line y = 0: the blue stars are the
cubature points and the red line describes the boundary of the domain.

Table 4. Numerical results for Example 4.

n ADE N err cond

6 11 1050 2.338675276913542× 10−4 2.516388635642765× 104

11 21 3410 2.888962785136443× 10−6 2.586711437154624× 104

16 31 7120 5.314200158048982× 10−7 2.600795569124935× 104

21 41 12,180 1.322458726172726× 10−7 2.604974962473686× 104

Comparison with Other Methods

In this subsection, we compare our Nyström method with other methods found in
the literature.

Example 5. Consider the following equation

f (v, w)−
∫

Ω

z
100π(x + y)

f (s, z)dsdz =

(
v− 1

2

)2
+

(
w− 1

2

)2
− 1

20480(v + w)
,

with (v, w) ∈ Ω, taken by [9], where the authors propose a collocation method based on radial basis

functions. The exact solution is f (x, y) =
(

v− 1
2

)2
+
(

w− 1
2

)2
. The domain Ω is an ellipse with

center ( 1
2 , 1

2 ), whose boundary is described by parametric equations

P(t) =
(

1
2
+

1
2

cos t,
1
2
+

1
4

sin t
)

, t ∈ [0, 2π],
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Due to the shape of the boundary, to satisfy Property N, we chose the straight line y = 0.5 as the
base-line; the boundary is approximated around machine precision by Chebfun, with deg(x̃) = 20
and deg(ỹ) = 21. The kernel, the known function, and the parameter µ are

µ = 1, k(v, w, s, z) =
z

100π(x + y)
, g(v, w) =

(
v− 1

2

)2
+

(
w− 1

2

)2
− 1

20480(v + w)

As k(v,w), k(s,z), g ∈Wr(R), ∀r, and the curve ∂Ω is generalized regular, according to Corol-
lary 1, we expect an error of the order O( 1

nr ), ∀r, and the numerical evidence agrees with this rate.
We underline that the best error in [9] is 10−3, while our method reaches the machine precision. See
Figure 5 and Table 5.

Figure 5. Cubature points on the ellipse for ADE = 11 with base-line y = 0.5: the blue stars are the
cubature points and the red line describes the boundary of the domain.

Table 5. Numerical results for Example 5.

n ADE N err cond

6 11 816 8.673617379884040× 10−17 1.005986730874940× 100

Now, we compare the Nyström method just described with the one proposed in [7]. It
is a Nyström method based on a cubature formula obtained as the tensor product of two
univariate Gaussian rules. From a Gaussian formula∫ 1

−1

∫ 1

−1
f (s, z)dsdz =

n

∑
i=1

n

∑
i=1

λiλj f (xi, xj) + En( f ),

where λk and xk denotes the Legendre Christoffel numbers and zeros, respectively, the
corresponding Nyström interpolant is defined as

fn(v, w) = µ
n

∑
i=1

n

∑
j=1

λiλjk(v, w, xi, xj) f (xi, xj) + g(v, w).

In [7], the convergence and stability of the method were proved. Denote simply by Wr
the Sobolev space defined on the square [−1, 1]2.

Theorem 4 ([7], Theorem 3.1). Assume that ker(I − K) = {0} in C0([−1, 1]2). Denote by f ∗

the unique solution of (14) in C0([−1, 1]2) for a given g ∈ C0([−1, 1]2). If, in addition, for some
r ∈ N,

g ∈Wr, sup
(v,w)∈[−1,1]2

||k(v,w)||Wr < +∞, sup
(s,z)∈[−1,1]2

||k(s,z)||Wr < +∞ (20)
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then there holds

|| f ∗ − fn||∞ ≤ C
‖ f ∗‖Wr

(2n)r , C 6= C(n, f ∗). (21)

We remark that the two Nyström methods have exactly the same rate of convergence,
as we can see comparing (18) and (21).

We want to show that if the domain can be transformed in a square, and the known
functions preserve the original smoothness, then the Nyström method based on the tensorial
Gaussian cubature is preferable, since it requires a lower order of the linear system and so
a lower computational cost, as we can see in the following two examples.

Example 6. In this example we consider the equation

f (v, w)− 2
∫

Ω
(v + w + s2 + z2) f (s, z)dsdz = 1− 2

(
π(v + w) +

π

2

)
, (v, w) ∈ Ω,

whose exact solution is f (x, y) = 1.
Ω is the unit disk, with boundary parametrized as

P(t) = (cos (t), sin (t)), t ∈ [0, 2π].

We chose x = 0 as the base-line. The boundary is approximated around machine precision by
Chebfun, with deg(x̃) = 20 and deg(ỹ) = 21. The kernel, the known functions, and the parameter
µ are

µ = 2, k(v, w, s, z) = (v + w + s2 + z2), g(v, w) = 1− 2
(

π(v + w) +
π

2

)
.

As k(v,w), k(s,z), g ∈Wr(R), ∀r, according to the theoretical estimates, we expect an error behaving
as O( 1

nr ). See Figure 6 and Tables 6 and 7.

Figure 6. Cubature points on the unit disk for ADE = 11 with base-line x = 0. The blue stars are the
cubature points and the red line describes the boundary of the domain.

Table 6. Numerical results for Example 6: Nyström method based on a curvilinear cubature formula.

n ADE N err cond

4 7 560 1.811883976188255× 10−13 1.161900962252042× 102

8 15 2112 4.618527782440651× 10−14 1.199429863174676× 102
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Table 7. Numerical results for Example 6: Nyström method based on a tensorial product of two
univariate Gaussian formulas.

n ADE N errGauss condGauss

4 7 8 1.243449787580175× 10−14 7.241511696510074× 101

8 15 64 1.421085471520200× 10−14 1.081546678145990× 102

Example 7.

f (v, w)−
∫

Ω
6sz sin (v + w) f (s, z)dsdz = 1− 21

20
sin (v + w), (v, w) ∈ Ω,

whose exact solution is f (v, w) = 1.
Ω is a convex set defined parametrically as

P(t) =

{
(t, t2), t ∈ [0, 1]
(2− t,−2(2− t)2 + 3(2− t)), t ∈ [1, 2].

We chose y = x as the base-line. The boundary is approximated around machine precision by
Chebfun, with deg(x̃) = 1 and deg(ỹ) = 2 on the first and also on the second arc (the boundary
∂Ω is already described as a polynomial curve). The kernel, the known functions, and the parameter
µ are

µ = 1, k(v, w, s, z) = 6sz sin (v + w), g(v, w) = 1− 21
20

sin (v + w).

As k(x,y), k(s,t), g ∈ Wr(R), ∀r, according to the theoretical estimates, we expect an error
behaving as O( 1

nr ). See Figure 7 and Tables 8 and 9.

Figure 7. Cubature points on the convex set Ω for ADE = 11 with base-line y = x. The blue stars are
the cubature points and the red line describes the boundary of the domain.

Table 8. Numerical results for Example 7: Nyström method based on a curvilinear cubature formula.

n ADE N err cond

8 15 144 1.088018564132653× 10−14 9.799121640776345× 101

16 31 544 2.142730437526552× 10−14 9.983873931918762× 101
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Table 9. Numerical results for Example 7: Nyström method based on a tensorial product of two
univariate Gaussian formulas.

n ADE N errGauss condGauss

8 15 64 2.242650509742816× 10−14 9.874466448019098× 101

16 31 256 8.215650382226158× 10−15 9.963067955720807× 101

5. The Proofs

In this section, we prove the convergence, stability, and well conditioning of the
proposed numerical method.

Proof of Theorem 3. We want to show that the Nyström method is convergent and stable
in C0(J ).

To prove the stability, we have to show that

sup
n
||(I − Kn)

−1||C0(J )→C0(J ) < +∞. (22)

In fact, if (22) holds, then

|| fn||C0(J ) ≤ ||(I − Kn)
−1||C0(J )→C0(J )||g||C0(J ) (23)

and so the Nyström interpolant fn is bounded.
Using standard arguments (see [4]), (22) follows if

1. The sequence {Kn}n is collectively compact;
2. supn ||Kn||C0(J )→C0(J ) < +∞.

We can prove sentence 2 immediately, thanks to the principle of uniform boundedness,
if we show that

lim
n
||K f − Kn f ||C0(J ) = 0, ∀ f ∈ C0(J ). (24)

Using (12), we have

||K f − Kn f ||C0(J ) = max
(v,w)∈J

|IΩ(k(v,w) f )− I2n−1(k(v,w) f ; P̃)|

≤ C max
(v,w)∈J

E2n−1(k(v,w) f ,J ) (25)

and (24) holds true, being, for the assumption, k(v,w) f continuous on J , for any (v, w) ∈ J .
Condition 1, that is, the collectively compactness of the sequence {Kn}n, can be proved

in a classical way, if we can show that

sup
n

lim
m→∞

sup
‖ f ‖C0(J )

=1
Em(Kn f ,J ) = 0, (26)

(see, for instance, [4,7]). To prove (26), take an arbitrary polynomial Qm(v, w, s, z), such that
(Qm)(s,z) is of total degree m, and consider the polynomial

KQm(v, w) = µ
L

∑
i=1

n

∑
j=1

ni

∑
k=1

wijkQm(v, w, xijk, yik) f (xijk, yik)

which is still of total degree m, for any f . Then, for any (v, w) ∈ J

|Kn f (v, w)− KQm f (v, w)| ≤

≤ ‖ f ‖C0(J )|µ|
L

∑
i=1

n

∑
j=1

ni

∑
k=1
|wijk||k(v, w, xijk, yik)−Qm(v, w, xijk, yik)|
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and, therefore,

Em(Kn f ;J ) ≤ ‖Kn f − KQm f ‖C0(J )

≤ C‖ f ‖C0(J ) max
(v,w)∈J

max
(s,z)∈J

|k(s,z)(v, w)−Qm(v, w, s, z)|
L

∑
i=1

n

∑
j=1

ni

∑
k=1
|wijk|.

Thus, since the cubature formula is stable, and Qm is arbitrarily chosen, we can
conclude that

Em(Kn f ,J ) ≤ C‖ f ‖C0(J ) max
(s,z)∈J

Em(ks,z,J ), C 6= C(n, m, f )

and (26) follows.
About the convergence, from the definition of f ∗ and fn it follows, in a standard

way, that
‖ f ∗ − fn‖C0(J ) ∼ ‖K f ∗ − Kn f ∗‖C0(J ) (27)

and so, by (25), (18) follows.
Finally, the good conditioning of the linear system, i.e., (17), follows by standard

arguments (see once again [4,7]), essentially due to the convergence of the cubature formula
for any continuous function on J .

Proof of Corollary 1. From (18), it follows that

|| f ∗ − fn||C0(R) ≤ C‖ f ∗‖C0(R) max
(v,w)∈R

E2n−1(k(v,w),R)

+ C max
(v,w)∈R

‖k(v,w)‖C0(R)E2n−1( f ∗,R),

where C 6= C( f ∗, n). Therefore, since, from the assumptions, we have that k(v,w) ∈Wr(R)
for any (v, w) ∈ R, and also f ∗ ∈Wr(R), using estimate (4), we obtain (19).

6. Conclusions

In this study, we developed a Nyström method to solve the two-dimensional linear
Fredholm integral equations of the second kind on a general curvilinear domain. The
method is based on the use of a cubature formula previously introduced in [10]. The
proposed scheme can be used to various kinds of regions, without transforming the known
functions of the equation and providing an approximant of the solution that can be evalu-
ated in any point of the domain. The convergence, stability, and well conditioning of the
method are proven. The method has a rate of convergence comparable with that of the best
polynomial approximation of the solution.
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