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Abstract: In this study, the inverse problems of recovering the heat transfer coefficient at the interface
of integral measurements are considered. The heat transfer coefficient occurs in the transmission
conditions of an imperfect contact type. This is representable as a finite part of the Fourier series
with time-dependent coefficients. The additional measurements are integrals of a solution multiplied
by some weights. The existence and uniqueness of solutions in Sobolev classes are proven and the
conditions on the data are sharp. These conditions include smoothness and consistency conditions
on the data and additional conditions on the kernels of the integral operators used in the additional
measurements. The proof relies on a priori bounds and the contraction mapping principle. The
existence and uniqueness theorem is local in terms of time.
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1. Introduction

Under consideration is a parabolic equation of the following form:

Zatx

Mu=u;—Lu=f, Lu= Z aa ajj(t, x) iy, — —ag(t,x)u, x€ G, (1)

ij=1

where G C R" is a bounded domain with boundary I' of class C? (see the definitions in [1]
(Chapter 1)), t € (0,T). Let Q= (0,T) xG,S = (0,T) x I.

This equation is a vital tool in scientific and engineering applications in assessing and
forecasting temperature changes over time. According to Animasaun I. L. et al. (2022) [2],
it is commonly used to model heat conduction, diffusion, and numerous dynamic thermal
processes. The problems of identifying the interface heat transfer coefficients arise in
various problems of mathematical physics (see [3—6]): in the diagnostics and identification
of heat transfer in supersonic heterogeneous flows, in the modeling and description of
heat transfer in heat-shielding materials and coatings, in thermal protection design and the
control of heat transfer regimes, in the modeling of properties and thermal processes in the
reusable thermal protection of aerospace vehicles, in composite materials, in ecology, etc.

The statement of the problem is as follows. The domain G is divided into two open sets
GtandG—,G- CG,GTUG =G,GT NG~ =@.LetTy =9G T NIG~, Sy =T x (0,T).
Equation (1) is supplemented with the initial and boundary conditions

B(t,x)uls = g, ul=o = uo(x), )

where Bu = g—f\‘] + Buor Bu = u, aa—}\‘, = Y- 1ij (8, X)ux; (8, x)n;, with 7 = (ny,na, . ..

the outward unit normal to S, and the transmission Condltlons

/nn)
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du™ + - +
W(t' x)—o(t,x)(u"(t,x)—u (t,x)) =g (t,x), (t,x)€ So, (3)
ou~ ou™t
W(t,x) = W(t,x), (t,x) € S(), (4)

where %(t, x0) = limycgs, xxpery Lij—1 BijxVjs ut(t,x0) = lim,cgs, xxgel,y H(t X),
and v is the unit outward normal to dG~. The inverse problem is to determine a solution u
to the problem (1)—(4) and the function o = Y ; g;(¢)®;(f, x), where the functions g; are
unknowns and {®;(t, x)} are some basis functions. It is natural to assume that they depend
only on x but, for the sake of generality, we understand them as depending on all variables.
The additional integral measurements are as follows:

/G u(t, x)pp(x)dx = i (t), k=1,2,...,m. 5)

The transmission conditions (3) and (4) agree with the conventional imperfect contact
condition at the interface (see [5]). The coefficient ¢ is called the heat transfer coefficient. If
o — oo then we come to the diffraction problem (see [1] (Chapter 3, Section 16)) in which
ut =u" and % = %”T;onso.

At present, there are many publications on the numerical solutions of the problems
of the type (1)—(5) in the various statements. The most usable statement provides the
pointwise additional measurements; in this case, the condition (5) is replaced with the
conditions u(t,b;) = ¢;(t) (j = 1,2,...,m, bj € G). This is often the case when the
coefficient o depends only on time [6-9] or space variables [10-13] (see, also, the bibliog-
raphy and the results in [14-17]). In almost all papers, the problem is reduced to some
optimal control problem and the minimization of the corresponding quadratic functional
(see [6-8,10,11,14,15]). Let us describe some of the previously addressed problems. In the
case of a sole space or time variable, the heat transfer coefficient depending on the tempera-
ture is recovered numerically with the use of pointwise measurements in [6]. In [14], the
authors determine the heat transfer coefficients that depend, in a special manner, on the
additional parameters from a collection of values of a solution at given points. In [10,16],
the Monte Carlo method is employed to restore the heat transfer coefficient depending
on two space variables. The values of a solution on the part of the boundary serve as the
overdetermination conditions. The simultaneous recovering of a coefficient in a parabolic
equation and the heat transfer coefficient is realized in [7]. The pointwise overdetermi-
nation conditions are also used in [15,17]. In [17], the problem under consideration is a
one-dimensional inverse problem of simultaneously recovering the heat flow on one of
the lateral boundaries and the thermal contact resistance at the interface. The authors of
reference [11] implement the numerical determination of the heat transfer coefficient from
measurements on the available part of the outer boundary of the domain.

Some existing results are known if the pointwise ovedetermination conditions are
used instead of those in (5). If the measurement points lie on the boundary of the domain
and the heat transfer coefficient occurring in the boundary condition is determined, then
the existence and uniqueness theorems can be found in [18-20]. The same results were
obtained if the measurement points lie at the interface. The inverse problem of determining
the interface heat transfer coefficient under certain conditions is well-posed and the most
general existence and uniqueness theorems can be found in [21,22]. If the measurement
points lie in G then the problem becomes ill-posed. The conditions (5) were used in [23,24] to
determine the heat flux on the outer boundary and the existence and uniqueness theorems
were proven. It is often the case when the integrals in (5) are taken over the boundary of a
domain [25,26] and the heat transfer coefficient, depending on time or space variables, is
determined. In these articles, the problem is reduced to a control problem, which is studied
theoretically, and some existence theories are presented. But these control problems are not
equivalent to the initial ones.

As for the problem (1)—(5), there are no theoretical results on the solvability or unique-
ness of the solutions to this problem in the literature. In contrast to other articles, we look
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for the heat transfer coefficient in the form of a finite segment of the Fourier series and this
statement allows us to obtain an approximation of the heat transfer coefficient depending
on all variables, and the accuracy of determination depends on just a number of measure-
ments. Hence, the statement of the problem is novel. Note that the integral conditions are
often employed as an approximation to the pointwise overdetermination conditions and
are of interest in their own right. In the present article, we study the well-posed questions
for the problem (1)—(5) and establish existence and uniqueness theorems for solutions to
this problem locally in terms of time.

2. Preliminaries

The Lebesgue spaces L,(G; E) and the Sobolev spaces W;;(G; E), W;,(Q; E) of vector-
valued functions taking the values in a Banach space E (see the definitions in [27,28])
are used in the article. The Sobolev spaces are denoted by W;(G), W;(Q), etc., when-
ever E = R". The inclusion u = (uq,uy,...,u;) for a vector function means that every
component u; of u belongs to W;(G). By a norm of a vector, we mean the sum of the
norms of its coordinates. The Holder spaces C¥(G), C%#(Q), C*#(S) are defined in [1]
(see, also, [27]). Given an interval | = (0, T), put W, (Q) = W;(J; Lp(G)) N Lp(J; W (G)
and Wy"(S) = W;(J; Ly(T)) N Ly(J; W5(T)). All coefficients of L are real, as well as the
corresponding function spaces.

To simplify the exposition, we suppose below that p > n + 2. Denote
(1,v) = [;u(x)o(x)dx. Introduce the notations Q° = (0,7) x G, ST = (0,7) xT,
ST = (0,7) x FO, Q* = (0,T) x G*, Q% = (0,7) x G*. Let Bs(b) be a ball centered
at b of radius é. The symbol p(X, M) stands for the distance between the sets X, M C R".

Endow the space W;(O, B;E) (s € (0,1), B > 0, E—is a Banach space) with the

(t)—q(t

norm [9(1) lwsoe) = (1915 0 e+ < 0 >E)7 < g 5= [0 J8 1D 10 gty gty

This space agrees with the space W;(0, ) whenever E = R. leen s € (0,1), put
W;(O, B;E) :r;{q € W;(0, ﬁ;E)p: t75q(t) € Lp(O,p‘B;E)}. The following norm is used in this
space: ||g(t)]| V05E) = ”tls”Lp(O,ﬁ;E)—i_ < q >g5 Ifs > 1/pand g € W,(0,5E) then
g(0) = 0 and this norm and the usual norm || - HW;(a,ﬁ;E) are equivalent for functions g(t),
such that (0) = 0 (see [27] (Subsection 3.2.6, Lemma 1)). The spaces W;(O, B;Ly(G)) and
W§'25(Qﬁ) = W3(0,B; Lp(G)) N Ly(0, B; Wy*(G)) for s # 1/p comprise functions v(t, x) in
W;(0,8;Ly(G)) and in WZ’ZS(Qﬁ), respectively, such that v(0,x) = 0 for s > 1/p. The
norms || - ||W525 (QFy I Mws S(0BLy(C)) ATE defined naturally, for example, ||u

|| W;QS (QF)

(e SOBLy( )t Hu||Lp B2 (G )))1/p. Similar definitions are employed for the norms in

W;; (0,B;Ly(T )), Wy 25(5P). The following lemmas are known (see [29] (Lemmas 1-4)).

Lemma 1. Let G be a bounded domain with boundary T of the class C? and QT = (0,7) x G,
ST = (0,7) x I. There exists a constant C independent of T € (0, T|, such that

Ioll 124 1y < Cllolypagey 51 = 1= 1/2p,
Jdu
5o osry < Cllollgageys S0 =1/2=1/2p,

forallv e W;’Z(QT), such that v(x,0) = 0. Here, % is the outward unit normal to T

Lemma 2. Assume that s € ((n+2)/2p,1). The product q - v of functions in W;/2S(QT)

(T € (0, T]) is contained in Wy** (Q7). Ifg € Wy (QT) and v € W (QF), then qv € Wy (QT)

and
190152y < €0l gm0l oe) + 1ol i)

Ifv e W;’zs (Q), then the last inequality can be written as
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||qU||Wz,25(QT) S ClHqHW:"ZS(QT)HUHWZ’ZS(Q)’
and ifv € WZ'ZS(QT)/ then
qu”W;'zs(QT) S CZHqHVV;'ZS(QT)||v||W;’zs(Qr)/

where the constants ¢;, i = 0,1,2 are independent of q,v and T € (0, T]. If |v(t)| is strictly positive
in QT ie., 8y = inf(; v)cor [0(t, x)| > 0, then the ratio q/ v of functions in Wy (Q7) (T € (0, T])

belongs to Wy (QT) and if g € Wy**(QT) and v € Wy* (QT), then q/v € W3 (QF) and

/00502 < ol ey 12z ey + 1ol o))

Hq/UHWEZS(QT) > (QT)HUHW;ZS(Q)’

where the constant co is independent of g and . The set Q" can be replaced with ST in the above
inequalities and s € (n+1)/2 zp in this case. In the case of a function q depending only on one
variable t, the norm of q in Ws (Q7) in the above inequalities is replaced with the norm of q in
W; (0, 7).

Consider the following auxiliary transmission problems:

Mu = f(t,x), (t,x) € Q, Buls =g, uli=o = uo, (6)
out out au
+ Calt =\ o
B u= N cut—u")=g", SN~ aN T8 (t,x) € So. (7)

Describe the conditions on the data ensuring the solvablhty of the problem (6) and (7).
Proceed with the conditions on the data. The operator L is elliptic, i.e., there exists a
constant §y > 0 such that

2?,;‘:1 a;i(t, %)&ig; > Sol¢[* VE € R", V(t,x) € Q. ®)
The conditions on the coefficients are as follows:

a; € Ly(Q) (i >0), a;; € C(QF) (i,j=1,...,n); ©9)
the function a;j| 5+ admits extensions to continuous functions of class C (QF) and

at|s, € W0 (o), aijlgs € C([0, TL; Wy (GF)), ayls € W™ (S), (10)

where i,j=1,...,n,  aj; =(t,x) = limycg+, v sxyer, ij(t, x), and the last inclusion in (10) is
fulfilled provided that Bu # u in (2)

ajj, ax € Leo(G;W)X(0,T)) (k=0,1,...,1, i,j=1,...,n). (11)
The main conditions on the data are of the following form:
f € Lp(Q), uo(x) € Wy 2/P(GH), g € Wpeo(s), g* € WPN(S0),  (12)

where kg =1 —1/2p in the case of Bu = u and kg = 1/2 — 1/2p, otherwise,

B e W20(S), ¢(0,x)|r = B(0,x)ug|r E ouy +4(0,x), x €Ty (13)
14 7 7 7 4 aN aN ’ ’ !
- 50,250 a”(J)r ~ (. + — =+
o€ WP(S), =3 = 0(ug —up) +87(0,x). (14)

The following theorem is a consequence of Theorem 1 in [21].
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Theorem 1. Let the conditions (8)—(14) hold and let T,Tq € CZ. Then, there exists a unique
solution u| g+ € W;'Z(Qi) to the problems (6) and (7), satisfying the estimate

leellyyz gy + Meellwyz -y = Collluollygzarm gy + Iltollyz-2rp o)+

Hf”Lp(Q) + ||g+HW;0'ZSO(SO) + Hg7||W;O,ZSO(So) + ||g||W£0f2k0(S))'

If ug = 0, then, for every T € (0, T|, there exists a unique solution u € W;’Z(er) N W;’Z(QT_) to
the problems (6) and (7), satisfying the estimate

+ —
Cl(HfHLp(QT) + Hg szolso(%) + Hg HWIZO’ZSO(SS) + HgHW};Orsz(ST))'

The constants Cy, Cy are independent of T.

Proof. Let T = T. The claim of the theorem agrees with that in Theorem 1 in [21] for our
case (see, also, Theorem 3 of [29]). Our problem is a particular case of that considered in
this theorem. However, there are some distinctions in the conditions on the coefficients
ajj, ai. They belong to some Holder class on S, Sy, respectively, in [21]. However, the results
remain valid if the conditions (10) are used instead of these conditions and the proof of this
theorem does not change whenever we use the reference to the results in [28] (Theorem 2.1)
on solvability of parabolic problems instead of the reference to the classical results in [1].
The conditions on coefficients of the boundary operators are stated in [28] (Theorem 2.1) in
terms of the Sobolev spaces. Thus, the only distinction in the proofs is that one reference is
replaced with another and this fact allows us to say that an analog of Theorem 1 in [21] for
our case is valid. O

3. Existence and Uniqueness Theorems

The following additional conditions are used in what follows:

Pilcs € Wa(GF), @k € W™(So), i € W (0,T), (f, u) € W,0(0,T), (15)

where k = 1,2,...,m. Assume that a pair (1,9), § = (41,92, --,9m) is a solution to the
problem (1)—(5). Multiply (1) by ¢; and integrate over G. Integrating by parts and using
the transmission conditions, we infer

0+ Lo @0 ) = 600 ()= 97 (T [ i)
+ [ 849! ()~ gy ()T +alu ) = (f91) = / £t x)gi(x) dx

a(u, 4’1 Z / akl”xlq)zxk( dG+/ Zakuxk+a0u)§9z( )dG, (16)

kl=1
where go,f(xo) = lim, _,, vec* ¢k(x). Define the function ¢? (x) = ¢/ (x) — ¢; (x) (x € Tp).
We would like to have it so that the system (16) is uniquely solvable relative to the

functions g, i.e., |[detB(t)| > &y > 0 Vt € [0,T], where B(t) is the matrix with entries
Jr ®(t,x)(ut (t,x) —u (t,x)) (9] (x) — ¢ (x))dI. Taking t = 0, we obtain the condition

|det Bo| # 0 By = B(0), bjj = /FCDJ'(OIX)(M(T(X) —uy () (@] (x) — ¢; (x))dl. (17)

Let t = 0in (16). We arrive at the system
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$1(0) + 1-000) [ 9000005 (3) — 5 () x) T~
= To

%%(x) dr+/g+(0,x)(p?(x) dr + a(uo, i) = (f(0,x), ¢;). (18)
r

where i = 1,2,...,m. Under these conditions (17), there exists a unique solution
(91(0),...,9m(0)) to the system (18). Thus, we have determined the function
o(0,x) = X", 4i(0)®(0,x). Taking t = 0 at (3) and (5) and using the initial conditions (2),
we come to the necessary consistency conditions

dug

S — o0 )| =87 (0,%) (xeT), [ mo(@eix)dx = pi(0),  (19)
where k = 1,...,m. The main result of the article is the following theorem.

Theorem 2. Let the conditions (8)—(13), (15), (17) and (19) hold. Then, on some segment [0, 1)
(10 < T), there exists a unique solution (u, ) (§ = (q1,...,qm)) to the problem (1)—(5), such that
ulgs € WIA(QD), 7 € W (0, ).

Proof. Let a pair u € W;’Z(Q+) N W;'z(Q_), 7 € W;X(0,T) be a solution to the problem
(1)=(5). As before, we can find constants g;(0). Let " ; 4;(0)®;(t, x) = 0p(t, x) and denote
byv € W;'2(Q+) N er,'z(Q’) a solution to the problems (6) and (7) (see Theorem 1) with g
rather than & and g~ = 0. Make the change of variables u = v 4 w. Inserting this function u
in (1) and involving the equation (6), we obtain that the function w € W;’z Q)N W;’Z (Q7)
is a solution to the problem

owt  ow~
—Lw =0, BW‘r =0, N = ON w|t:0 =0,
ST (@ —w) = (0 — o) (0" + w0t — 0" —w). (20)

oN

The condition (5) is rewritten as follows:
| wor) dx == [ o x)pe(x)dx = i, k=1,2,...,m ey

In view of (15) and (19), §%(0) = 0 and yx(t) € er, (0,T). Below, we demonstrate that

Jovt(t,x)pr(x) dx € Wi(0,T) and, thus, () € W, (0, T). Multiply the equation in
(20) by ¢¢(x) and integrate over G. Integrating by parts, we infer

O+ a0 [ @)@ (16) (03] 407 (1)~ o (1,5)g00)
=

ST [ oo(w () ~w™ (1, 0)gd () dT + afuw,90) = 0. (22)

wherei =1,...,mand §; = g; — g;(0). The equality (22) is rewritten as
L0 [ @00~ 0 ) ()40 = ~alw,9) ~ #(0) + [ Tp0ar-
: 1_0 1 7 Y1 1 raN 1
m
[ ot —w)gl(x)dr = Y g(t) [ @t x) (" — 7)o ().
0 j=1 0

and, therefore, we have the operator equation
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. , d _
BWF=F, F = ~a(w )~ (1) + [ Fooix)dr — [ ao(w” —w g (x)ar

~ L0 [ @t x) @t —w gl dr,

where F = (F,...,E.)T, § = (Gi,-..,4m)" and B(t) is the matrix with entries
bij = Jr, @it x) (v (t,x) — v (¢, x))¢?(x) dTy. Moreover, B(0) = By and the matrix By is
nondegenerate. The embedding theorems imply that v € C(Q), ®; € C(S) (even more
v € Cl=(n+2)/2p2—(n+2)/p (Q)) and, therefore, there exist parameters 1y and §; > 0, such

that
|d€fB(t)| >0, Vte [O,TO].

For T < 19, we have that

§=B"'F=R(§) = o+ Ro(7), (23)
where §o = B 'Y and the kth coordinate ¥, of the vector ¥ is of the form
¥i(t) = —¢}.(t). This equation is used to determine 7. We demonstrate that the oper-

ator R is a contraction in the ball Bg, = {7 € W;"(0,7) : [|7]] 5% 00 < Ro}, provided that
p ’

the parameter 7 is sufficiently small, where Ry = 2|50 | 5 01)° First, we obtain estimates
p ’

for the function w, which is a solution to the problem (20). In what follows, the notation

lw|l- = HwHW;’Z(Qi) + Hw||W;/2(QZ) is used. Fix a parameter T € (0, T|. Theorem 1, when

applied to the problem (20), implies the estimate

[wllx < cll(oo — ) (0" +w" —v™ —w™)||;

< W;O,Zso (58) 7 (24)

where c is independent of 7. Let § € Bg,. Since ®; € W,S,O’ZSO (Sp), according Lemma 2
Gi(t)®;(t, x) € WZO’ZSO (S8), we have the estimates

oo — UHWZOQSO(sg) < <ol 0,07

(00 — o) (0* +w* — o™ —w7)]|; < |l(oo — o) (0" =27

S(),25| T _ +
W00 (s7)

W00 (5)
@0 ) @" @) gz s < el o0 (177 =0 s,y + 10" =0 [0 )

< caRo(1+ [0 gz + 10 ooy

S0 ,250

The definition of the norm in Wp*“(S7) and Lemma 1 imply that

V2w

~51,257 S C3T1/2||ZUHT.

+
[|w szolso <T W

(5) — (S5)

This inequality and (24) validate the inequality
[wl]z < 2c2Ro (25)

provided that T < 11, with 2C2R0€3T11/ 2 = 1/2. Note that the constants ¢y, c3 are indepen-
dent of 7. Next, we assume that the functions wy, wy are solutions to the problem (20),
where the function o is replaced with 01, 0, 07 = i 4;®; and 7" = (45,95 -, q5,)T € Br,.
The difference wy = wy — wy is a solution to the problem

ows  owy owy _
wor — Lwp =0, TA(;:TZ\?’ wolt=0 =0, 81\(; —oo(wy —wy ) =
o w wd —wy —w, o+ 0o _
(o — o) (vt —o” + L . 5 1 %) (12 2)( o —wWp)- (26)
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Again involving Theorem 1, using (25) for the functions w;, and repeating the proof of (25),
we obtain the estimate

21 22 + —
[wolle < ea(Ro) 7" = 720 g g,y + €4(Ro) 5 gy s, + 11505 o

The above arguments of the proof of (25) imply that

lwoll < 2¢3(Ro)l|7" — 072||W;o(0ﬁ) (27)
provided that T < 13 = min(t, 1, T2), with 2C4(R0)C3T21/ 2 = 1/2. Consider the expression
o R 1,21 = Jw
R = R@) = B = %), B — B = —a(wo, 1) + [ 50 gu() I~
_ m (g (t) +47(t)) ~
/‘TO(Wg —wo )gr(x)dlo — ) ———5—— /cp]-(wg —wy )gR(x)dlo
I =1 fo
m + + T oy
L oy L) oy
j=1 Iy

Estimate the quantity ||F! — F?| 1)- The estimates of Lemma 2 yield

W, (0

SR ow
||Fk1 - F]?HW;O(O,T) < |la(wo, (Pk)HWZO(OJ) + |l / T]\?q’k(x) drHW;U(O,T)

+||/f70 — wg )gR (%) Aol (g,)+

(wi +wf —w; —w,)
C42|\q] — gt ||W<UOT\|/4>tx L ) o0y dToll o

wes 31810+ B0 [ @10 wF —0F —wp -+ 03) ol ol 00y 29
I

Estimate the summands in the expression a(wy, ¢x). We have

n
a(wo, gr) / Z W0, Pry; + () Ait0x; + Ao ) Py dx.
ij=1 i=1

The Minkowskii and Holder inequalities, Lemma 2 and the conditions (11) and (15) yield
p 1/p
I [, @it el oo < € [ IVl g0 0.0 < e IVl d)” @9)

for all i, j. Recall that the Holder inequality is written as | [ u(x)v(x) dx| < H”HLp(G) HUHLq(G)
with1/p +1/q = 1. Note that

T
) B | Vwo|?
/G ||Vw0||VV;0(O,T) dx = /G/O tsoP dtdx+
P
// / ‘VZUO tl/ VwO(tz’x)| dt]dtzdx- (30)

|ty — ta|1HsoP

Since we have the inequality ([W’%(Gi), Lp(GH)]1ja = W; (G*), Theorem 4.3.1 in [27])

IVeolly sy < Czllwoll%z2 e lwoll L/

G*)’
the first summand on the right-hand-side of (30) is estimated as follows:

! L

1/2
HtTOVWOHLP(QT) < C2(||w0HLP(O,T;W§(G+)) + ||w0HLp(o,r;w;(c ) )! |

1250 wol Ly(

Q7
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The Newton-Leibnitz formula ensures that || t%sowo I L,(Q7) < VP we | L,(Qr)- In this case,
the last inequality can be rewritten as

1

55 Vavollr, (o) < o/ |Jwol| (31)

Estimate the second summand in (30). We infer

14
// / |Vwo(t1,x) — Vwg(tz, x)| dtydbydx <

|t — |1 50P

p
/// |Vwy(ty, x) — Vawg(t, x)| dtydbdxt2. (32)

|t — o] 1FP/2

Next, there exist extensions P*wy of a function wy defined in G* to the whole R” such
that P* : W%(Gi) — W;(R") is a linear operator such that ||Piu||W§(Rn) < C3HM||W§(G¢)
and ||Piu||Lp(Rn) < 03||u||Lp(G¢.) for.all u € W%(Gi), respective}y, u € Ly(GF). We can
use the Hestenes method described in the proof of Lemma 2.9.3 in [27] for the half-space
and then use it for arbitrary domains. In the case of G = R} = {x € R" : x,, > 0}, the
method can be described as follows. Given a function u € W%(R’i), construct its extension
ii to the whole R” using the formula # = u for x, > 0 and ii(x) = Y2, c;ju(x’, —Axy)
for x, < 0, where A; > 0 are different numbers and the constants c; are determined as a
solution to the system Y2 ; c; = 1, — Y2, Ajc; = 1. Generally speaking, this system is a

consequence of the equalities i (x’, +0) = i (x’, —0), ”(ngo) u(;g’);n—o) . The new function

belongs to WI%(R”) foru € W’%(R’jr) and the space L,(R") if u € L,(R’}). The case of a
general domain G is reduced to this simple case with the use of a partition of unity on 0G
and a local straightening of the boundary (see the proof of Theorem 4.2.2 in [27]).

Thus, we can define the functions PFw, € W;'z((O, T) X R") such that
||Piw0||W;,z (O1) xR S c3||wpl|z, with ¢ the constant independent of wy and T > 0. Note

that Pwy(0, x) = 0. We have

///Twwo hox) = Vot P gy e <
Gt |t — t|TFP/2 185288 =

|VPiZUO fl, ) Vpin(tz,X”p
I, / / PR dtydtydx.

Make the change of variables t; = t7; (i = 1,2), x = \/7y. The last integral takes the form
(PFwo(Ti,y) = Prwo(TT, vTY))

1

VyPEwo(t1,y) — VyPTwo(1, y)|P
l p+n/2 ‘ y 0 1.Y y o\T2, Y
//o/ |7 — |1 HP/2 4T dTdy. (33)

Ifue W;'z((O, 1) x R"), then (see, for instance, Lemma 3.8 in [28], or Lemma 7.2 in [30] or
1
Theorem 18.12 in [31]) Vi € W2 ((0,1) x R") and

< cy4llu
Wt o = W01 xmey

where the constant ¢4 is indepedent of u. In this case, the integral in (33) is estimated by

I < CPTl p+n/2||Piw0HW12((01)><]R”) =

c'g'r1 p+"/2/ / |PEwo. |P + Z |(P* wo)y,y, ¥ dtdy,
i,j=1
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||w‘|w;0(o,r;w;(c+)) + ||w||w;0(o,r;w;(c—))

where the integral defines an equivalent norm to the power p in W1 2((0 1) x R™"), since
P*wy(0,x) = 0. Turn back to the old variables (¢, x) and refer to the above estimate for P*.
We conclude that

I < csllwoll%, (34)

where the constant cs5 is independent of 7. The relations (29)—(34) ensure the inequality
1/2
I [ 005,91, g .0y < 67/ ol
where the constant ¢4 is independent of 7. The summands f G 3iWox, Pk dx in a(wo, @) are

estimated similarly. Simpler arguments are used to estimate the integral | = f ¢ A0Wo Pk dx.
Indeed, Lemma 2 implies that

llggogoe < / o0 4% < e1llollyn e, )

1 |wo (1, x) — wo(t, x)|P
= —_— p
[|w O|| 0(0,5,L,(G) /O/t o7 |wo| dtdx—l—/// Ity — 15[ TF0p dtdtrdx.

Now, we use the representation wy(t1, x) — wo(t2, x) = |, t12 wy(t, x) dt in the second integral

and the equality wy(t, x) = fot wog (&, x) d& in the first integral. We derive that

1/2+1/2p

[[wo " o < e2llwoell L, (o) T

W, (0,T:Lp(G))
and, therefore,

I /Gaowoq)kdxHW;o(O,T) < CHwOHWf,O(O,r;L,,(G)) < C3||w0t||Lp(Q )T1/2+1/2p, (35)

where c3 is independent of T. As can easily be seen, the above arguments (see the proof of
(31) and (34)) validate the inequality

< otV |wlle, wlgy € WyA(QL), w(0,x) =0, (36)

where the constant ¢ is independent of 7. In fact, the claim follows from the definition of
the norm

T T ”w tlr w(thx)Hg\/Fl)(Gi)
ey - ey A T dhdn

The necessary estimate of the former summand follows from (31) and (35) and the estimate
of the latter is a consequence of the estimates (32)-(34). Finally, we can state that

la(eo0, 90l g2y < €7 ol

Now, estimate the second summand Jy = || [; aa%) Pr(x )dFHWso (07) 1r1 (28). Let Gs = {x €

R" @ p(x,T) < 6 (6 > 0). Choose a parameter ¢ so that p(G5, I'p) > 0. In this case,
Gs NG C G™. Construct a function ¢ € C{°(R") such that supp ¢ € Gs and ¢(x) = 1 for
x € Gg/5. The function ¢wy is a solution to the problem

n
M(QDZUQ) =2 Z i Px; Wox; +woLy = @, woli—o = 0, Bwg|r =0, ZUO|1"0 =0.
ij=1

Referring to the conventional parabolic theory (see [1] or [28]) and using Lemma 1 and
simple arguments (see the proof of Theorem 2 in [29]), we can say that there exist constants
c,c1,¢2 > 0 independent of T, such that
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awo
vl w2 cllowollyyrzgry < cll®lL, @) < c2llwolly, o,cmpc+)-

Next, we can use the estimate (36) and conclude that

aZU()

ISR oy < €t/ ol @)

Consider the third summand J; = || ffo oo(wg —wy )Y (x) dT ||W:-0 0,0) 1n (28). We have that

h<e [ g =g

e2(llwg Nl o,eaws )y + 100 o 0, ))) < o3t/ ||lwoll«, (38)

dar < C1(|

+ —
W50 (01) w9 0 0,252, (r0)) T 10 0 0,151, (r))) <

where the constants ¢; are independent of 7. Here, we have employed the Holder in-
equality, the embedding Wl( ) C Lp(T) and the estimate (36). Estimate the factor

2 = || fro @;(t, x) W;wl_wz)(pg( )dl"0||W;0 (0,r) I the forth summand of (28). As
before (see (38)), we have
Jo < esT/2 (wrle + [[w2 ). (39)

In this case, the estimate of the forth summand J3 in (28) is of the form
s < 6T 2713 = Pl o (lnlle + lalle). (40)

The last summand

wf —wjfwl_ +wz_)(Pl(<)(x)dr0”Wf,0(o,r)

m Nla; () + 4O llo oy
Ji=Y 5 2 H./r D;(t, x)(

i=1

is estimated as follows:

Ji < 718+ e 0 108 Doty + 1208 N ) < €8(R)T ol (a1)

The estimates (27), (28), (37), (38), (40) and (41) imply that

IE¢ < csT/ 7! —

2
= Fellgeo o.0) 20 00y

where the constant cg is independent of T < 73. This estimate and Lemma 2 ensure
the estimate

IRF = Rl 000y < 0T /2717 = 0,0y
where the constant cg is independent of T < 13. To apply the fixed point theorem, we need
to justify the membership ¢, € W, (0, T). Recall that ¢, = — [ vt dx. Multiply
the equation in (6) written for the function v by ¢y and 1ntegrate over G. We obtain that

Jveds+ [ (t2) — v (6 x)ghodTo — [ ST u(oar
+ [ g )T +alo,90) = (f, 00)

This equality can be rewritten with the use of (18) as follows:
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| oigrdx = yi(t) = =a(0— 0, p1) — [ (ot (t,x) = i} =0 (£,%) + g ) g}l
To

[ (3% = B g (x)ar - r/ (37 (%) — 87 (0,0)g(x) o + (f  £(0,x), 9i). (42

Recall that (18) is written as

lpllc(o)ﬂL/on(“g —uy ) px(x) dr+a(uo,(pk)+/r0g+(0,x)(pk(x)d1“0—/rg?\(;(pk(x)dr
=(f(0,x), ), k=1,2,,...,m.

In this case, the equality (42) ensures that [ v;(0,x) ¢ dx = 9}(0), i.e., ,(0) = 0. Note
that all summands in (42) are continuous functions in ¢, which results from the conditions
on the coefficients and embedding theorems. Now we can see that every summand on the
right-hand side of (42) belongs to the space W;O (0, T) due to the above estimates. Next, we

can find 1y < T3, such that ¢g Ti /2 < 1/2. In this case, the fixed point theorem implies that
the equation (23) has a unique solution in the ball By, for every T < 74. The function w is
defined as a solution to the problem (20). Respectively, u = v + w.

Validate the conditions (21). Multiply the equation in (20) by ¢, and integrate the
result over G. Integrating by parts, we infer

/' Wiy dx + iqj(t)/r' ®;(t,x) (w* (£, x) —w (£,x) + 07 (t,x) — 0 (t,x))¢?(x) dTg
G j=1 0

P ow ‘ + =0 A
= ane )+ [ ol —w)gl(x)dr +a(ew, g7) =0
Subtracting this equality from (22), we infer

/wtqokdx:q?,’(, k=1,...,m.
G

Integrating this equality with respect to f, we establish (21). The uniqueness of the solutions
is obvious due to the estimates obtained in the proof. O

Remark 1. The stability estimate for solutions also holds and can be easily derived with the use of
the arguments in the proof.

Remark 2. The results remains valid if the boundary T consists of several connected components
as well as the set G~ itself. In this case, we have several heat transfer coefficients. The corresponding
solvability conditions are not difficult to specify.

4. Discussion

We consider the inverse problems of recovering the heat transfer coefficient at the
interface using integral measurements. These problems arise in some practical applications,
but there are no theoretical results concerning the questions of existence and uniqueness.
The results can be used in developing new numerical algorithms and provide new condi-
tions of existence and uniqueness for solutions to these problems. We consider a model
case, but it is clear what changes should be made in the general case for validating similar
results. The main conditions on the data are conventional. The proof relies on a priori
bounds and the contraction mapping principle.

5. Conclusions

The existence and uniqueness theorems in the inverse problems of recovering the
heat transfer coefficient at the interface using the integral measurements are proven locally
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in terms of time. The heat transfer coefficient occurs in the transmission conditions of
imperfect contact type. This was sought in the form of a finite segment of the Fourier series
with coefficients depending on time. The proof relies on a priori bounds and a fixed point
theorem. The conditions on the data, ensuring the existence and uniqueness of the solutions
in Sobolev classes, are sharp. These are smoothness and consistency conditions on the
data and additional conditions on the kernels of the integral operators used in additional
measurements.
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