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Abstract: The explanation of risk contagion among economic players—not only in financial crises—
and how they spread across the world has fascinated scholars and scientists in the last few decades.
Inspired by the literature dealing with the analogy between financial systems and ecosystems, we
model risk contagion by revisiting the mathematical approach of epidemiological models for infec-
tious disease spread in a new paradigm. We propose a time delay differential system describing risk
diffusion among companies inside an economic sector by means of a SIR dynamics. Contagion is
modelled in terms of credit and financial risks with low and high levels. A complete theoretical anal-
ysis of the problem is carried out: well-posedness and solution positivity are proven. The existence of
a risk-free steady state together with an endemic equilibrium is verified. Global asymptotic stability
is investigated for both equilibria by the classical Lyapunov functional theory. The model is tested on
a case study of some companies operating in the food economic sector in a specific Italian region. The
analysis allows for understanding the crucial role of both incubation time and financial immunity
period in the asymptotic behaviour of any solution in terms of endemic permanence of risk rather
than its disappearance.

Keywords: financial distress; financial immunity; bankruptcy; outbreak; SIR model; delay differential
equation
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1. Introduction

Understanding how financial and bank crises spread across the world has fascinated
not only scholars and scientists, but also journalists and movie makers. In the musical
fantasy “Mary Poppins”, directed by Robert Stevenson in 1964, when a fiduciary in a bank
crashes, the bank closes its doors. As soon as the rumour spreads in Edwardian London,
large groups of depositors rush to the door and ask for their money, but the bank door
remains closed in an epic depiction of a banking crisis. According to [1], before 1997 the
word “contagion” (which in “Mary Poppins” is represented by the well-known “bank run”
that spreads by word of mouth) almost always referred to the spread of a biological disease.
In July 1997, the currency crisis in Thailand overwhelmed first East Asia and then Russia
and Brazil. By “infecting” various economies around the world like a spreading outbreak,
the currency crisis caused the collapse of Long-Term Capital Management (LTCM), which
was a U.S. hedge fund. Analogies between financial crises and the spread of a medical
disease such as COVID-19 are often exaggerated, but this comparison can be used at
several levels. In our paper, we consider contagion not only in terms of disease, but
also as a transmission mechanism in a broad concept. In this respect, financial literature
ranges from the importance of trade or the real linkages to investor behaviour or fear in
financial markets when transmission mechanisms are considered. The linkage between
financial systems and ecosystems has been pointed out by [2]. In [3], the authors apply
the classical susceptible–infected–recovered (SIR) epidemic model to countries across the
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world by using ownership companies’ data. Financial distress spreads through networks
as an epidemic outbreak and scholars evaluate the risk of transmission of the so-called
default propagation. The scheme of risk propagation follows the topology of networks
among banks, companies, and other economic actors. For example, many SMEs are not
independent entities in terms of financial stability or distress, and often are interrelated
in terms of financial flows in bidirectional ways; then, the default of one company could
damage other SMEs and companies in their own supply chain (see [4]). This contagion
scheme differs from that which started with the Lehman Brothers default (see [5]), but
also from what happened to the European countries with the Greek sovereign crisis in
2009 (see [6]). In a wide definition of contagion, the spillover effect on financial markets
could capture the contamination effects between markets and people’s attention to issues.
Actually, these phenomena are checked in financial literature especially for nonfungible
tokens, cryptocurrencies and for the so-called fintech sector (see [7]).

1.1. Contagion Risk in the Financial Sector

In the financial literature, contagion plays a key role in the so-called “systemic risk”,
in which both endogenous and exogenous events could determine a large cascade of crises
(see [8]). Starting from an outbreak with a domino effect, if a bank (or other financial inter-
mediaries) moves toward a crisis or precrisis state, this could also cause a crisis or precrisis
conditions for 50 other banks. Financial network interdependencies, such as the interbank
market, are one of the most important determinants of default propagation (cfr. [9]), and
are considered as a mechanism of contagion transmission. By using a probabilistic model,
nodes, and Monte Carlo simulation, in [10], the authors study the default contagion risk in
the Russian interbank market. The use of network analysis in economic analysis has a long
history, according to [11], but it can also be used to explain financial crises. For the banking
sector, Ref. [12] estimates the probability of systemic risk associated with a bank default in
the interbank market, when this one is in an equilibrium status.

Financial networks are also analysed, among other things, by [13], which suggests
that the interplay of network topology, capital requirements, and market liquidity are
three important factors that could affect systemic risks. Under liquid risk perspective,
the author in [14] outlines a model in which financial crisis propagation goes through
illiquid assets and fire sales. Moreover, by accounting for the management effect, Ref. [15]
considers other networks: the board and director networks, price correlations, and stock
ownership. A sort of spillover effect is used in [16], in which the authors propose a model
to study the contagion jump process in different regions by studying the equity market
and focusing their findings on the stock price propagation mechanism. At the operative
level, the investigation in [17] exploits quarterly client’s data from BBVA (i.e., a Spanish
Bank) in order to study customer–supplier chain transactions. The authors consider a
susceptible–infected–susceptible (SIS) model to evaluate the patterns that are similar to the
ones used in a spreading epidemic. Starting from catastrophic events, Ref. [18] evaluates the
effects on non-life insurance by using balance sheet analysis. Default contagion and default
degree in capital chain are studied with the Copula metric for listed Chinese companies
by [19]. Among the measures that can be applied by policy makers to contain the contagion
effect on financial markets for banks, there is the short-selling ban for stocks and other
financial instruments ( see [20]).

In the end, financial crises are boosted by psychological factors (see [21]), not only
in their buildings but also in their spread in markets, instruments, and among economic
players. For example, during the COVID-19 period, virus diffusion raised fear and uncer-
tainty in the market (cfr. [22]). Generally, under more uncertain scenarios, the behaviours
of financial players are characterized by: (i) actions more sensitive to investment losses
than gains (cfr. [23]); (ii) players triggering risks, and emotional or sentimental behavior
that drives decisions (cfr. [24]); and (iii) mostly damaging investment decisions (cfr. [25]).
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1.2. Supply Chain Finance and Other Transmission Channels

The so-called spillover effects are measured not only on the financial market, when
the correlation between indices and stocks is analysed, but also between firms. Among
other contributions, Ref. [26] exploits event study methodologies to understand the stock
reactions to disruption in the automobile industry supply chain, and it measures the
contagion effect of the reduction of stock prices. The financial distress of a company caused
by customer–supply chain relations is analysed by [27] from 1980 to 2014. The author
finds that financial distress transfers from major customer firms to supplier firms, and
the interfirm effect is persistent for up to two years. In [28], a credit default swap is used
to evaluate credit shocks in the supply chain. Spatial analysis of the proximity effects
of both financial distress and failure is considered in [29]. Local factors as determinants
of default of a company also emerge in [30–32]. Starting from commonalities in banks’
balance sheets, Ref. [33] analyses China’s banking system by considering the vulnerability
of each bank according to some channels of transmissions and complex relations among
financial players.

1.3. Credit Channel Contagion

According to [34], there is another contagion mechanism through credit deterioration
channels, in which the credit deterioration of a company could also deteriorate credit in
other counterparties. The authors of [35] consider intraindustry bankruptcy and evaluate
the consequences of distress both for customers and suppliers. They capture financial
wealth effects on stock price reactions to distress and failures.

Furthermore, Ref. [36] analyses the default dependencies in a multisectoral framework
starting from 1996 and evaluating the dot-com bubble and the global financial crisis (until
2015). The authors argue that the contagion effect between sectors manifests in two ways:
(i) the “infectivity”, or the degree of transmission of default among sectors; and (ii) the
“vulnerability” of each sector.

Moreover, Ref. [4] examines a dual-channel financing model in supply chain finance
characterised by loans from the bank and trade credit from the manufacturer. In this paper,
the credit risk is considered as a contagion channel from the supply chain perspective for
small and medium enterprises (SMEs). Then, Ref. [37] studies the contagion effects of UK
small business failures and finds that the geographical location and the industry group
are significant.

In addition, the model in [38] considers analogies between medical disease and credit
risk contagion. It describes a nonlinear dynamics in the SIR framework and accounts
for the transitory immunity time lag before a bank becomes defaultable. Under another
perspective, the authors in [39] study a contagion mechanism of associated credit risk
with corporate senior executives’ alertness; they exploit the SIR approach to construct
the interaction model between the corporate senior executive alertness and the associated
credit risk contagion in the network.

1.4. Our Contribution

Inspired by the results provided in the previous literature, we describe risk contagion
among companies in a given economic sector in the framework of SIR dynamics. Actually,
we provide an ordinary differential system describing the evolution of contagion in terms of
low- and high-level risk. Firms with lower risk are susceptible to be infected by other firms
with extremely high risk. Among the infected ones, some enterprises get the capability
of risk control (such as credit risk), so that they can keep their risk at a low level and
are no longer infectious; in other words, these companies can be considered as recovered
and get a temporary financial immunity ability after curing. They remain in a kind of
recovery pool during the financial immunity period, which represents a time delay under
the mathematical point of view.

Although SIR models are not a novelty, the paradigm is new and its application is
worthy of attention. Actually, the time delay differential system we study is an original
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problem for modelling risk diffusion among firms in a sector. The phenomenon of contagion
is modelled by a Holling Type II functional response. This kind of modelling originates
in the framework of mathematical ecology. For instance, Holling’s response functions
represent not only a very common tool for describing predator–prey dynamics (see [40–42])
but also for modelling the removal of invasive species from a given ecosystem (see [43–46]).
As another example, these functions are involved in the analysis of epidemic behaviour
described by dynamical models for disease transmission (see [47]). More recently, they have
been introduced in financial models for modeling risk contagion among agents (see [48]).
In this respect, we employ a Holling Type II response as a function of susceptible firms,
which are interpreted as prey species; therefore, this term represents the reproduction rate
of high-risk firms as a function of low-risk firms. As an original issue, this choice allows
us to account for an incubation time that is implicitly involved in the contagion response
function. We point out that this time is different from the immunity period after curing,
but it corresponds to the so-called “handling time”, which represents the average time
spent by high-risk enterprises on processing a low-risk item for contagion. On the other
hand, immunity period is crucial when the recovered or restructured class of enterprises
is modelled. In the model we propose, at any temporal step the recovered firm density
is evaluated by integrating a given portion of high-risk companies during the previous
immunity period. Then, we assume that a part of the firms recovered in the pool during the
immunity period leaves the economic sector, whereas the remaining part again reverts to
the class of firms that are susceptible of infection. As we point out in our discussion, both
incubation time and immunity period play an important role in the long-run dynamics
described by the model at stationary state.

The mathematical time-delayed model is described in detail in Section 2. In particular,
a complete theoretical analysis is carried out concerning the differential problem’s well-
posedness, based on the main results of delay differential equation theory (see [49,50]).
Furthermore, as the variables at hand describes the evolution of firm populations, then it is
crucial to prove that they remain positive for any time when they start from positive initial
data. In this respect, the feature that solutions get positive values is proven in Section 2.1.
In addition, we prove the existence of two equilibrium points in Section 2.2. The first
equilibrium corresponds to a free-risk trivial steady state; on the other hand, the second
equilibrium is nontrivial and represents an endemic state.

In Section 3, a complete analysis is performed regarding the global and local asymp-
totic stability of both steady states. Actually, in Section 3.1, we deal with the stability
of the trivial equilibrium to understand whether default risk can be eliminated from the
economic sector; on the other hand, the stability analysis is carried out in Section 3.2 for the
nontrivial equilibrium, and some sufficient conditions are provided for assuring that risk
will endemically continue to exist in the economy. The crucial role of both incubation and
financial immunity periods is discussed in Section 3.3.

The model is validated in Section 4, in which some numerical simulations are per-
formed on a sample of food industries operating in the economic sector of the Emilia
Romagna region located in the northern part of Italy. This simulation is original and
suggests some policy actions. A brief description of the sequence of commands involved
in the numerical code are described in the Appendix A in order to let the reader be able
to reproduce the results in MATLAB environment. Finally, our conclusions are drawn in
Section 5.

We conclude by remarking that we are interested in the interconnection of companies
in a general economic sector, and we focus on how financial distress of some firms could
affect other companies, mostly via counterpart or credit risk. In our numerical simulation,
we note that psychological factors are less important than those of both financial markets
and financial players. These aspects could be captured by some parameters of the model,
such as the attack rate involved in the contagion term.
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2. Time-Delayed Dynamics

A nonlinear dynamical model consisting of a time delay differential system describes
the risk contagion for any time t ≥ 0. The problem is formulated from a SIR perspective;
indeed, the economic sector consists of associated firms which are divided into three
categories, as follows.

• Susceptible firms: This refers to some entities with lower risk that are vulnerable to
infection by other firms with high risk, and therefore the possibility of becoming a
high risk firm increase;

• Infected firms: This refers to firms which are infectious, whose risk is extremely high
and who can infect other firms;

• Recovered firms: This refers to firms with the capability of risk control after infection,
and which can keep their risk at a low level and be not infectious.

We denote by S(t) the density of susceptible firms at time t, i.e., the ratio between the
total number of susceptible firms at time t and the initial level N0 = S(0) + I(0) + R(0) > 0.
In the same way, we denote by I(t) and R(t) the densities of infected and recovered firms,
respectively, at time t. Actually, S(t) increases in time according to the new firms which
come into the economic sector by a given growth rate B > 0. On the other hand, a portion
of low-risk (for example, credit risk) firms leaves the class of susceptible ones at time t, due
to contact with infectious firms. The contagion phenomenon is modeled by a Holling-II
function such that the number of the newly infected is related to the following rate,

aS(t)I(t)
1 + haS(t)

, (1)

where a > 0 represents the so-called attack rate, i.e., the average rate at which an infected
firm gets in contact with a susceptible one, whereas h > 0 is the so-called handling time, i.e.,
the average time which is spent for infecting a susceptible item. In other words, parameter
a is related to the degree of association between the firms that transmit the risk; on the
other hand, h indicates a sort of incubation time for the contagion that is the average time
passing from the moment of contact between firms through any kind of financial contract
up to the moment of actual financial distress. We notice that, as S becomes large, the term
aS/(1 + haS) tends toward the value 1/h. This parameter 1/h models a kind of saturation
level, such that the contagion effect is limited. Actually, as the number of susceptible firms
increases, the same susceptible firms can gain protection against contagion because of
the increased supervision, self-discipline, and collaboration. In this respect, a number of
the newly infected related to the rate (1) leaves the susceptible class and joins the class of
infected firms.

In the meantime, a portion of infected firms related to the term δI(t) leaves the same
class of infectives and is recovered. We assume 0 < δ < 1. The contagion removal rate δ
models a cure action and represents the rate at which contagious firms in the economic
sector take the corresponding measures to become immune; therefore, δ may measure the
intervention of internal and external policies aimed at overcoming the firm crisis.

We denote by γ the natural elimination rate, which models the regulatory authorities’
final elimination rate of the firms in the whole economic sector; we suppose 0 < γ < 1.
This implies that a portion of susceptible and infected firms related to the terms γS(t)
and γI(t), respectively, indefinitely leaves the economic sector. Anyway, we assume that
recovered companies attain a temporary (but not lifelong) immunity after curing. Precisely,
the immunity period τ represents the time lag of the model. When the firms are recovered
from an extremely high level of risk at time t− τ, then they remain in a kind of recovery
pool up to time t for a period of length τ. After that, a portion of the firms recovered at
time t− τ related to the rate e−γτδI(t− τ) indefinitely leaves the economic sector, and
the remaining part related to the rate (1− e−γτ)δI(t− τ) reverts to the susceptible class.
The choice of term e−γτ is common in the literature (see for instance [47,48]); it allows us
to account for the role of the financial immunity lag in the mechanism of reverting from
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recovery to survival or to failure. We notice that the rate e−γτ toward bankruptcy decays as
the temporary immunity delay τ increases.

In Figure 1, we show a graphical scheme of the whole dynamics. As a conse-
quence, a time delayed model is established for the evolution of risk contagion among the
classes of firms. More precisely, the susceptible and infected ones evolve according to the
following equations,

dS(t)
dt

= B− aS(t)I(t)
1 + haS(t)

− γS(t) + (1− e−γτ)δ I(t− τ), (2)

dI(t)
dt

=
aS(t)I(t)

1 + haS(t)
− γI(t)− δI(t), (3)

for any t ≥ 0. We assume that this differential system is completed by suitable initial
conditions defined as

S(0) = S0 > 0, (4)

I(s) = I0(s) ≥ 0, for all s ∈ [−τ, 0], with I0(0) > 0. (5)

Condition (5) describes the history of the infected firms in the lag temporal interval [−τ, 0].
Once the infected dynamics is known, then it is possible to describe the recovered firm
evolution according to the following rule,

dR(t)
dt

= δI(t)− δI(t− τ),

which can be integrated in order to have

R(t) =
∫ t

−τ
δI(s) ds−

∫ t−τ

−τ
δI(s) ds =

∫ t

t−τ
δI(s) ds (6)

for any t ≥ 0. We remark that, under this assumption, the initial value for the recovered
corresponds to the value

R(0) =
∫ 0

−τ
δI(s) ds ≥ 0, (7)

which accounts for the whole history of infected firms during the lag immunity period
before the initial time t = 0. As (2) and (3) do not depend on R(t), then Equation (6) can be
omitted without loss of generality. Hence, we focus on the solution of system (2) and (3),
whose well-posedness is stated in the next result.

Figure 1. Graphical scheme of the risk contagion dynamics.

Proposition 1. Assume that I0(·) is a continuous function in [−τ, 0]. Then there exists a unique
solution to problem (2) and (3), which is equipped with initial conditions (4) and (5).

Proof. Consider the forcing term that characterizes the dynamical system; it is represented
by Φ : R2 → R2 such that

Φ(x) =
(

B− aSI/(1 + haS)− γS + (1− e−γτ)δI, aSI/(1 + haS)− (γ + δ)I
)T,
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for any x = (S, I) ∈ R2. We evaluate the Jacobian matrix related to Φ as

Φ′(x) =

(
−γ− aI

(1+haS)2 − aS
1+haS + δ(1− e−γτ)

aI
(1+haS)2

aS
1+haS − (γ + δ)

)
. (8)

Then we consider the compact set defined as

D = {x = (S, I) ∈ R2 : ‖x‖2 ≤ M},

where M > 0 is a constant value. We notice that all the entries of this Jacobian are
continuous functions with respect to S and I; therefore, if |S| ≤ M and |I| ≤ M, then
‖Φ′(x)‖2 is also bounded from above and there exists a constant L > 0, such that

L = max
‖x‖2≤M

‖Φ′(x)‖2.

Then consider two arbitrary points x1 = (S1, I1) ∈ D, x2 = (S2, I2) ∈ D and note that

Φ(x1)−Φ(x2) =
∫ 1

0
Φ′(x2 + s(x1 − x2)) · (x1 − x2) ds.

This relationship yields the following inequalities:

‖Φ(x1)−Φ(x2)‖2 ≤
∫ 1

0
‖Φ′(x2 + s(x1 − x2))‖2 · ‖x1 − x2‖2 ds

≤
∫ 1

0
L · ‖x1 − x2‖2 ds = L · ‖x1 − x2‖2.

As a consequence, due to the fact that D is arbitrary, the forcing term Φ is Lipschitz-
continuous in each compact set of R2.

Therefore, by exploiting the classical results about the theory of delay differential
equations (see [49,50]), it follows that the differential system (2) and (3) gets a unique
solution as it starts from continuous initial condition (4) and (5).

In this framework, the dynamics of the firm system is described by Equations (2) and (3),
under the assumption that initial conditions (4) and (5) hold and I0(·) is a continuous
function in [−τ, 0]. Once the solution of this model is available, then it is possible to
evaluate the recovered firm density R(t) by (6).

2.1. Positivity of Solutions

The differential system (2) and (3) describes the evolution of firm populations; there-
fore, it is worthwhile to prove that S(t) and I(t) remain positive for all time when they
start from positive initial data as supposed in (4) and (5). In this framework, we provide
the next result whose proof is inspired to the approaches developed in [47,51], where the
theory of dynamical systems takes application in biological phenomena.

Proposition 2. Let S(t) and I(t) solve problems (2) and (3), which is completed by nonnegative
initial data (4) and (5). Then it is possible to prove that S(t) and I(t) are positive for all t > 0.

Proof. Assume the proposition is false. Let t1 = min{t : t > 0, S(t) · I(t) = 0}. First,
suppose that I(t1) = 0. Therefore S(t) ≥ 0 for t ∈ [0, t1]. Due to the fact that S(t) is a
differentiable function, then it is continuous and bounded over [0, t1]. In this respect, it is
possible to define

AI = min
0≤t≤t1

{
aS(t)

1 + haS(t)
− (γ + δ)

}
.
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Thus, for t ∈ [0, t1] we obtain dI(t)
dt ≥ AI I(t), which yields I(t1) ≥ I0 eAI t1 > 0, which is a

contradiction.
Finally, suppose that S(t1) = 0; therefore I(t) ≥ 0 for t ∈ [−τ, t1]. Then, due to

Equation (2), we have

dS(t)
dt

∣∣∣∣
t=t1

= B + (1− e−γτ) δI(t1 − τ) > 0.

Because S(0) = S0 > 0, for S(t1) = 0, we must have dS(t)
dt |t=t1 ≤ 0, which is a contradiction.

This completes the proof. It follows that Proposition 2 is true.

As a consequence, due to the fact that function I(s) > 0 is integrated in (6), then we
also get that R(t) is positive for all t > 0.

2.2. The Existence of Steady States

We notice that, at the steady state, an equilibrium point E∗ = (S∗, I∗) for (2) and (3)
satisfies the following system of equations

B− aS∗ I∗

1 + haS∗
− γS∗ + (1− e−γτ)δ I∗ = 0,

aS∗ I∗

1 + haS∗
− (γ + δ)I∗ = 0.

It is easy to check that model (2) and (3) have the risk-free equilibrium

E∗0 =

(
B
γ

, 0
)

,

and one more nonzero steady state E∗e = (S∗e , I∗e ) for certain parameter values. More
precisely, it holds that

S∗e =
δ + γ

a(1− h(δ + γ))
, I∗e =

B− γS∗e
γ + δe−γτ

=
Ba(1− h(δ + γ))− γ(δ + γ)

(γ + δe−γτ)a(1− h(δ + γ))
, (9)

so that the nontrivial point E∗e = (S∗e , I∗e ) represents an endemic equilibrium which is
feasible under the assumption

Ba(1− h(δ + γ))

γ(δ + γ)
> 1,

which ensures both conditions S∗e > 0 and I∗e > 0 are satisfied. Therefore, we set

ρ0 =
Ba(1− h(δ + γ))

γ(δ + γ)
, (10)

which represents the so-called basic reproduction number of the risk infection; actually, the
endemic steady state is feasible in the case when ρ0 > 1. We would like to remark that,
although the immunity period is involved in the relationship which defines I∗e in (9), τ does
not affect endemic equilibrium feasibility. On the contrary, this feasibility strongly depends
on incubation time magnitude; indeed, condition ρ0 > 1 also implies that 1− h(γ + δ) > 0.

3. Steady-State Stability

In the model described so far, risk is affected by various factors and becomes complex
due to its nonlinearity. Arguing whether the risk will continue to exist in or it will be
eliminated from the economic sector is an issue which needs a specific analysis. Therefore,
in this section we focus on the stability analysis of both steady states that characterize the
dynamical system (2) and (3); then we discuss our results.
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3.1. Free-Risk Steady-State Stability

We start our stability analysis with studying the behaviour of the original model (2)
and (3) around the free-risk equilibrium E∗0 . In the next proposition, we suppose that the
basic reproduction number ρ0 in (10) does not exceed 1 and prove that, as long as this
condition holds, the risk-free steady state stays locally, asymptotically stable; in that case,
no other equilibrium is feasible because it would be I∗e < 0, as we have already remarked
in the previous Section 2.2.

Proposition 3. The risk-free equilibrium E∗0 =
(

B
γ , 0
)

is locally, asymptotically stable if the
following condition holds:

ρ0 < 1. (11)

Under the opposite assumption ρ0 > 1, the steady state E∗0 is unstable.

Proof. The Jacobian defined in (8) is evaluated at E∗0 so that

Φ′(E∗0 ) =

(
−γ δ(1− e−γτ)− aB

γ+haB

0 γ(δ+γ)
γ+haB (ρ0 − 1)

)
.

Its eigenvalues are given by

λ1 = −γ, λ2 =
γ(δ + γ)

γ + haB
(ρ0 − 1).

Under assumption (11), both λ1 and λ2 are negative; it follows that the risk-free equilibrium
is locally, asymptotically stable.

As a further step, we go deep inside and investigate global stability conditions for
risk-free equilibrium. In this respect, we provide and prove the following result.

Proposition 4. Under the assumption that

ρ0 < 0, (12)

the risk-free equilibrium E∗0 =
(

B
γ , 0
)

is globally asymptotically stable.

Proof. We adopt the following transformation

Ŝ(t) = S(t)− B
γ

, Î(t) = I(t);

therefore, model (2) and (3) is equivalent to the system

dŜ(t)
dt

= − aS(t) Î(t)
1 + haS(t)

− γŜ(t) + (1− e−γτ)δ Î(t− τ), (13)

dÎ(t)
dt

=

(
aS(t)

1 + haS(t)
− (γ + δ)

)
Î(t). (14)

Due to estimates 0 < aS(t)
1+haS(t) < 1

h , there exists a constant C = 1
h − (γ + δ) = 1−h(γ+δ)

h ,
such that Equation (14) yields

dÎ(t)
dt
≤ C Î(t),

which can be integrated in order to obtain

Î(t) ≤ I0(0) eCt, (15)
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for any time t ≥ 0. Notice that assumption (12) assures C < 0; in this respect, inequality (15)
can be exploited in order to state the system behaviour in the long run.

First of all, we get Î(t)→ 0 in the case when t→ +∞. It follows that the original I(t)
has the same behaviour: I(t)→ 0 as t→ +∞.

On the other hand, (15) can be plugged into (13) in order to obtain

dŜ(t)
dt
≤ − aS(t)

1 + haS(t)
I0(0) eCt − γŜ(t) + (1− e−γτ)δ I0(0) eC(t−τ),

≤ −γŜ(t) + (1− e−γτ)δ I0(0) eC(t−τ).

Then the previous inequality can be integrated so that:

• in the case when γ + C 6= 0, we get

Ŝ(t) ≤ Ŝ(0)e−γt +
e−Cτ(1− e−γτ)δ I0(0)

γ + C

(
eCt − e−γt

)
;

• in the opposite case when γ = −C, we have

Ŝ(t) ≤ Ŝ(0)(e−γt + (eγτ − 1)δ I0(0)te−γt.

In both cases Ŝ(t) is bounded from above by the an exponentially decaying function at
the long run. Therefore, as t→ +∞, it follows that Ŝ(t)→ 0, which is equivalent to have
S(t)→ B

γ . Thus, we have proven that E∗0 is globally, asymptotically stable.

We would like to remark that assumption (12) is stronger and assures (11) is satisfied:
they both imply S∗e < 0 and I∗e < 0 so that endemic steady state S∗e is not feasible and any
solution asymptotically converges to the free-risk equilibrium.

3.2. Endemic Steady-State Stability

In the previous Section 3.2, we have pointed out that, when condition (11) holds so that
the trivial steady state E∗0 is locally asymptotically stable, then the nontrivial equilibrium
is not feasible. On the other hand, when (11) violates, then system (2) and (3) have the
endemic equilibrium E∗e defined in (9) in addition to the risk-free one.

Then we focus on the endemic stability analysis and prove that, in the case when the
basic reproduction number ρ0 exceeds 1, then the trivial equilibrium is both feasible and
locally stable. This result is stated in the next proposition.

Proposition 5. Assume that the following condition holds:

ρ0 > 1. (16)

Then endemic equilibrium E∗e = (S∗e , I∗e ) defined in (9) is both feasible and locally, asymptotically
stable.

Proof. The Jacobian defined in (8) is evaluated at E∗e so that

Φ′(E∗e ) =

 −γ− aI∗e
(1+haS∗e )2 −(γ + δe−γτ)
aI∗e

(1+haS∗e )2 0

.

Its characteristic equation in λ reads as

λ2 +

(
γ +

aI∗e
(1 + haS∗e )2

)
λ + (γ + δe−γτ)

aI∗e
(1 + haS∗e )2 = 0.
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Assumption (16) yields that both the eigenvalues of the linearisation matrix cannot be
purely imaginary and have negative real parts. As a consequence, the same assumption
assures both the feasibility of endemic steady state and its local stability.

As the next step, we study global stability conditions for endemic equilibrium and
provide the following result, the assumptions of which are stronger than (16). The proof
is inspired to the approach adopted in [47] to analyse a different SIR model, which aims
to understand different scenarios for disease outbreak transmissions and the behaviour
of epidemics.

Proposition 6. Suppose that the following condition holds

ρ0 > 1 +
Ce

h
, (17)

where the constant value Ce is defined by

Ce =
2(γ + δe−γτ)(2γ + δ)

(γ + δ)(γ2 + 2δ(γ− 1 + e−γτ))
, (18)

under the further assumption that

τ ≤ − ln(1− γ)

γ
. (19)

Then endemic equilibrium E∗e = (S∗e , I∗e ) defined in (9) is globally asymptotically stable.

Proof. Condition (19) implies that Ce > 0, thus (17) assures that ρ0 > 1; then, the endemic
equilibrium is feasible. We center system (2) and (3) at E∗e by introducing new variables as

u1(t) = S(t)− S∗e , u2(t) = I(t)− I∗e ;

therefore, the problem can be rewritten in the following form:

du1(t)
dt

= − aS(t)
1 + haS(t)

(u2(t) + I∗e )− γu1(t) + (1− e−γτ)δ u2(t− τ) + (γ + δ)I∗e , (20)

du2(t)
dt

=

(
aS(t)

1 + haS(t)
− (γ + δ)

)
(u2(t) + I∗e ). (21)

We are going to prove that a trivial solution of system (20) and (21) is globally asymptotically
stable, then it will immediately follow that the endemic equilibrium E∗e is globally asymp-
totically stable for model (2) and (3). With this aim, we are going to employ the Lyapunov
functional technique (see, for instance [52]). Then we introduce the following functional,

V(u) =
1
2

ω(u1 + u2)
2 +

1
2

u2
2,

where u = (u1, u2) and ω > 0 is an arbitrary real constant. The derivative of V is

V′(u) =ω(u1 + u2)
(
−γu1 − (γ + δ)u2 + (1− e−γτ)δ u2(t− τ)

)
+ u2

(
aS

1 + haS
− (γ + δ)

)
(u2 + I∗e ),

that is equivalent to have

V′(u) =−ωγu2
1 −ω(γ + δ)u2

2 −ω(2γ + δ)u1u2 + ω(u1 + u2)(1− e−γτ)δ u2(t− τ)

+

(
aS

1 + haS
− (γ + δ)

)
u2

2 +

(
a(u1 + S∗e )

1 + ha(u1 + S∗e )
− (γ + δ)

)
u2 I∗e .
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Due to the fact that S∗e is defined by (9), then the last term can be rewritten according to the
following relationship:

a(u1 + S∗e )
1 + ha(u1 + S∗e )

− (γ + δ) =
a(1− h(γ + δ))

1 + ha(u1 + S∗e )
u1 =

a(1− h(γ + δ))

1 + haS
u1.

Thus, we exploit inequality S(t) > 0 for any time t and obtain

V′(u) ≤−ωγu2
1 −ω(γ + δ)u2

2 −ω(2γ + δ)u1u2 + ω(u1 + u2)(1− e−γτ)δ u2(t− τ)

+

(
aS

1 + haS
− (γ + δ)

)
u2

2 + a(1− h(γ + δ))I∗e u1u2.

Due to assumptions (17)–(19), we may choose ω as

ω =
a(1− h(γ + δ))I∗e

2γ + δ
=

γ(γ + δ)

(γ + δe−γτ)(2γ + δ)
(ρ0 − 1) > 0, (22)

so that the term related to the product u1u2 vanishes in the upper bound for V′(u). Then,
we exploit the estimates 0 < aS(t)

1+haS(t) <
1
h for any time t and apply the Cauchy–Schwartz

inequality in order to have

V′(u) ≤ −ω
γ

2
u2

1 −ω
(γ

2
+ δ
)

u2
2 + ω

δ2 · (1− e−γτ)2

γ
u2

2(t− τ) +

(
1
h
− (γ + δ)

)
u2

2.

Because 0 < δ < 1, then δ2 · (1− e−γτ)2 < δ · (1− e−γτ), which yields

V′(u) ≤ −ω
γ

2
u2

1 −ω
(γ

2
+ δ
)

u2
2 + ω

δ · (1− e−γτ)

γ
u2

2(t− τ) +
1
h

u2
2. (23)

We choose Lyapunov functional to be of the form

U(ut) = V(u) + ω
δ · (1− e−γτ)

γ

∫ t

t−τ
u2

2(θ)dθ,

hence

U′(ut) = V′(u) + ω
δ · (1− e−γτ)

γ
u2

2 −ω
δ · (1− e−γτ)

γ
u2

2(t− τ).

Therefore, by exploiting the bound in (23), we get

U′(ut) ≤ −ω
γ

2
u2

1 −ω
γ2 + 2δ(γ− 1 + e−γτ)

2γ
u2

2 +
1
h

u2
2.

As ω is defined in (22), then it follows that

U′(ut) ≤−ω
γ

2
u2

1 −
(
(ρ0 − 1)

(γ + δ)(γ2 + 2δ(γ− 1 + e−γτ))

2(γ + δe−γτ)(2γ + δ)
− 1

h

)
u2

2

=−ω
γ

2
u2

1 −
(

ρ0 − 1
Ce

− 1
h

)
u2

2.

From assumptions (17)–(19), it follows that the previous expression is negative-definite. A
direct application of the Lyapunov–LaSalle type theorem (see Theorem 2.5.3 in [53], p. 30)
implies that both u1(t)→ 0 and u2(t)→ 0 as t→ +∞. Then the proof is completed.

3.3. Discussion

The previous results regarding the local and global stability of both steady states
suggests some interesting comments and remarks. First of all, they allow for understanding
that the risk-free equilibrium E∗0 is globally, asymptotically stable and attracts all trajectories
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of the system under the assumption that incubation time h is large enough, such that
h > 1/(γ + δ). Indeed, this bound lets the basic reproduction number ρ0 assume a negative
value according to assumption (12) in Proposition 4. Actually, as expected, the incubation
time period is so long that the infected class empties because the rate of susceptible capture
by contagion is lower than the rate of bankruptcy and recovery. In this case, risk infection
disappears from the economic sector in the long run.

On the other hand, when the incubation is shortened as h < 1/(γ + δ), then the
risk-free steady state stays locally stable as long as the basic reproduction number remains
below 1, after which the nontrivial equilibrium E∗e becomes feasible as soon as ρ exceeds 1.
In addition, E∗e is globally asymptotically stable and attracts all trajectories of the system
when the financial immunity period τ is sufficiently short according to condition (19) and
the risk infection is characterized by a high value for ρ0 so that condition (17) is satisfied.
In that case, it continues to exist in the economy at the long run and E∗e represents an
endemic equilibrium.

As another remark, the magnitude of both h and τ affects the partition between
infected and susceptible firms at the endemic steady state. Indeed, it is possible to verify
that condition

ρ0 ≥ 2 +
δe−γτ

γ
, (24)

is equivalent to have I∗e ≥ S∗e assuming that endemic equilibrium is feasible. Notice that,
if (24) is satisfied, then h is small enough so that h < 1/(γ + δ) and also τ is sufficiently
large according to the following inequality:

τ ≥ 1
γ

ln
(

δ

γ(ρ0 − 2)

)
.

As a conclusion, conditions (17)–(19) together with (24) assure that equilibrium E∗e = (S∗e , I∗e )
is feasible, it attracts the trajectories which solve the model and, in addition, the level of
infected companies exceeds the one of susceptible firms at steady state.

Remark 1. We would like to make a brief final remark about the behaviour of recovered density
R(t) over the long term. Under the assumption that an equilibrium E∗ = (S∗, I∗) is stable and
attracts the trajectories that solve the system, i.e., S(t) → S∗ and I∗e (t) → I∗ as t → +∞, then
it is easy to verify that R(t) is convergent toward τδI∗. In other words, by applying the classical
theory of real function limit, we obtain that R(t) → τδ I∗ as t → +∞. As expected when the
endemic equilibrium is feasible and stable, this last result implies that the magnitude of recovered
companies tends to τγI∗e which increases when the financial immunity period τ becomes longer. On
the other hand, as expected in the case when the risk-free equilibrium attracts the solution trajectory,
the recovered density R(t) decays and the recovery pool becomes empty in the long run.

4. Numerical Simulation: The Case Study of Food Sector for the Emilia Romagna
Italian Region

The model we propose is a nonlinear differential system, the solution for which is
not available in closed form; therefore, its approximation is needed in order to provide
numerical simulations. With this aim, we exploit the built-in function dde23 in the MATLAB
environment, which integrates DDEs with constant delays, and focus our attention on the
economic sector of food industries for the Emilia Romagna region located in the northern
part of Italy. According to the Bank of Italy (https://www.bancaditalia.it/pubblicazioni/
economie-regionali/?dotcache=refresh website consulted in 21 December 2022), this sector
plays a key economic role in the entire territory of northern Italy.

In this respect, we exploit data about some firms obtained from AIDA (AIDA - BU-
REAU VAN DIJK collects complete information on companies in Italy, with a history of up
to ten years, and it can be exploited in order to perform detailed analyses by searching for
individual companies and peer clusters), which is a database containing comprehensive
information on companies in Italy. We analyse a sample of 2606 of companies operating in

https://www.bancaditalia.it/pubblicazioni/economie-regionali/?dotcache=refresh
https://www.bancaditalia.it/pubblicazioni/economie-regionali/?dotcache=refresh
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the food sector. First, we select this economic sector for numerical simulation because it is
among the sectors (such as the pharmaceutical and electronic industries) that have suffered
less due to the COVID-19 crisis (see Bank of Italy), which gives more robustness to our
elaboration and the selection of input data. Secondly, we choose a definite geographic area,
because Bank of Italy analysis mostly focus on regional areas.

The parameters of the dynamical model are estimated by considering the time period
between the years 2012 and 2021 in the AIDA database as a data sample. All companies
in the sample, for each year, are considered as susceptible. Then we identify infected
companies as those with high credit risk. Instead of a score approach, we measure credit risk
by applying a logit model (the logit model is intended as a logistic regression in which the
dependent variable can assume values between 0 and 1) starting from yearly balance sheet
items, and taking into account companies with an early warning message. The logit model
is estimated at the firm’s level, and on a year-by-year basis. It takes into account defaulting
companies according to different financial distress meanings: bankruptcy, liquidation,
arrangement with creditors, among others. By this approach, we measure the density of
infected companies for each year of the period 2012–2021 and get the nodal values for
history function I0(t) in the lag period. Then, we exploit the built-in function polyfit
in the MATLAB environment and evaluate a polynomial of degree n = 7 as best fit (in a
least-squares sense) for the nodal values of I0(t) in a time interval of nine years, so that
t ∈ [−9, 0]. The resulting best fit polynomial is plotted in Figure 2 and represents the history
function I0(t), which is involved in initial condition (5). Therefore, the dynamics described
by differential system (2) and (3) starts at time t = 0, which corresponds to the last year
2021 in the data sample. The initial value R(0) for the density of recovered companies
is approximated by applying the trapezoidal quadrature rule to relationship (7); as a
consequence, the initial value for susceptible class density in condition (4) is estimated as
S0 = 1− I0(0)− R(0). Furthermore, risk evolves according to the values of the parameters
estimated as B = 0.04, γ = 0.01, δ = 0.05, a = 0.12.

-9 -8 -7 -6 -5 -4 -3 -2 -1 0

0.09

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

Figure 2. Best−fit polynomial for the nodal values of infected density in the lag period. Red
dashed line: plot of history function I0(t) in the whole sample period[−9, 0]. Black bullets: nodal
values which are measured for infected density, they are obtained by relating the entries of the
vector vI = (232, 217, 204, 186, 173, 174, 196, 217, 282, 163) to the initial number of companies
N0 = 1744 operating at t = 0.

As the incubation time and financial immunity period are not estimated, we simulate
two different scenarios:

1. immunity is set at τ = 1 and incubation gets different lengths as h = 0.5, 2.5, 16.7;
2. immunity is set at τ = 2 and incubation gets different lengths as h = 0.5, 2.5, 16.7.

In the first scenario, financial immunity lasts longer than in the second one; fur-
thermore, in both cases incubation time starts small enough at levels 0.5 and 2.5 so that
h < 1/(γ + δ). Then it rises to a much higher value 16.7, such that h > 1/(γ + δ). The
results related to the first and second scenarios are shown in Figures 3 and 4, respectively.
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In both scenarios the corresponding risk dynamics have a similar behaviour: the main
difference is the trend in the recovered class density reaching a steady state that increases
with the financial immunity period, as expected. In the case when h = 0.5, the endemic
equilibrium is stable and attracts the solution trajectory: risk infection remains in the
economy and the infected exceeds the susceptible at stationary state. On the other hand,
when incubation becomes longer as h = 2.5, then infection still remains endemically stable.
However, the density of susceptibles is greater than that of infected at the long run. On the
other hand, overall bankruptcy risk disappears from the economic sector when incubation
becomes longer and equal to h = 16.7, because in this case the risk-free equilibrium is
asymptotically stable. It is evident that the period h = 16.7 is both long and unrealistic;
therefore it is realistic to deduce that the overall risk cannot be completely eliminated in
our concrete and real context. Our elaboration could be improved in different ways. First,
because we consider just one productive sector that is affected by a low degree of technolog-
ical innovation and is featured by a low number of enterprises’ entries and departures from
the market, it would be interesting to account for other economic sectors with different
features. Secondly, future research could also analyze the cross-border channel of outbreak
transmission and the features of the supply chain.
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Figure 3. Dynamics related to the first scenario: financial immunity period is τ = 1. Incubation time
varies from h = 0.5 (on the left) to h = 2.5 (in the middle) and h = 16.7 (on the right). Solid blue line:
susceptible dynamics. Dashed red line: infected dynamics. Dash dot black line: recovered dynamics.
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Figure 4. Dynamics related to the second scenario: financial immunity period is τ = 4, Incubation
time varies from h = 0.5 (on the left) to h = 2.5 (in the middle) and h = 16.7 (on the right). Dashed
red line: infected dynamics. Dash dot black line: recovered dynamics.

5. Conclusions

In the present paper, we are concerned with the relevant problem of modelling how
financial crises may spread across the world. As there exists a link between financial
systems and ecosystems, it is possible to model risk contagion by exploiting the mathemati-
cal approach of epidemiological models that have been recognized as effective tools for
describing infectious disease spread that starts as an outbreak. In the framework of SIR
dynamics, we propose an original time delay dynamical model for risk diffusion among
companies in an economic sector. The evolution of contagion is modelled in terms of credit
and financial risks with low and high levels. After contagion, some companies become
able to keep their risk at a low level and get a temporary financial immunity ability, which
represents the time-delay lag in the differential system.
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The approach we propose is inspired by the literature; to our knowledge, it differs
from the other contributions. For instance, in [38] contagion is modelled by a nonlinear
incidence rate in the variable corresponding to a high-risk level. As a relevant difference,
in order to model contagion we apply a Holling Type II functional response in the other
variable related to low-risk level. In our paradigm, the risk contagion phenomenon can
be interpreted in a framework of two different populations, wherein the susceptible class
represents the prey species which is captured by the predator species represented by the
high-risk infected class. This approach can be an important tool of crisis investigation
because it allows the model to implicitly take into account the incubation time for contagion,
which represents the average time from the moment of contact between firms up to the
moment of actual financial distress. We stress this topic over the whole paper.

We would also like to note that a nonlinear incidence rate with respect to the suscepti-
ble class variable has been used by [48], in which the authors state a completely different
SEIR model that finds application in the specific framework of credit risk spreading over a
P2P lending platform. On the other hand, the financial and economic application of the
model we introduce is broader as it is designed to describe the diffusion of both credit and
financial risk in a generic segment of any economic sector.

As a consequence, due to the fact that the paradigm of the model we propose and its
discussion can be considered as worthy of attention, then we go deep inside and perform a
complete theoretical analysis in terms of well-posedness and positivity of solutions. We
also investigate the behaviour of the solution at the long run. Actually, we prove that two
steady states can be determined: they represent a risk-free equilibrium and an endemic one.
The Lyapunov functional theory is employed to prove global stability for both steady states.
In this respect, as already pointed out, an important and original issue of our analysis
consists of understanding the crucial role of both incubation time and financial immunity
period in the asymptotic stability behaviour. We stress and prove that a sufficiently long
incubation makes trivial risk-free equilibrium be globally stable. On the other hand, a
sufficiently short incubation, together with a short immunity period lets the endemic steady
state be locally stable so that risk remains in the economy in the long run. This analysis
is confirmed by numerical simulation on a case study of some companies operating in
the food economic sector in a specific Italian region. Even though this simulation starts
from some simplifying assumptions, it is carried out by paying particular attention to the
evaluation of the history function related to the infected class. This is another original topic
which is faced by fitting the data from the database and following their trend well.

As a conclusion, our simulation provides interesting findings that could be deepened
for future research. If we take into account parameters drawn from a traditional economic
sector, the risk-free equilibrium could be reached only for sufficiently high values of the
incubation period. In the opposite case, when incubation is short enough, the endemic
steady state attracts trajectories of risk contagion. These results have important implications
for policy makers in order to focus on their financial actions to provide a certain delay in
the incubation time and financial distress. These issues could be investigated in future
research, considering other economic sectors and geographical areas.

We conclude our discussion and notice that another interesting topic for future research
could consist of considering specific psychological factors in the spread mechanism that
affects managers and other players according to the different economic sectors at hand.
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Appendix A. Evaluating the History Function I0(·)
With the aim of letting the reader be able to reproduce Figure 2, we briefly describe the

sequence of commands and function calls for evaluating the dynamics of history function
I0(·) in the MATLAB environment. First of all, we account for the nodal values, which
are measured for infected density. They are obtained by relating the entries of the vector
vI = (232, 217, 204, 186, 173, 174, 196, 217, 282, 163) to the initial number of companies
N0 = 1744 operating at t = 0. In other words, we evaluate the vector

V = vI ./N0;

so that its generic entry V(k) corresponds to the estimated value for I0(tk) with tk = 10− k
(k = 1, . . . , 10).

As the next step, we exploit the built-in function polyfit to obtain the coefficients for
a polynomial P(t) of degree n that is a best fit (in a least-squares sense) for the data in V:
after carrying out some tests with different values of n, we have empirically verified that
the polynomial P(t) with degree n = 7 fits the data following their trend well. Then P(t) is
evaluated at m time instants equally spaced between −9 and 0 (for instance m = 100) by
employing the built-in function polyval. In this way, history function I0(t) is approximated
by P(t) and plotted in [−9, 0]. The sequence of commands is

>> n = 7; P = polyfit([-9:1:0],V,n);
>> m = 100; t = linspace(-9,0,m); I0 = polyval(P,t);
>> plot(t,I0,’r–’,[-9:1:0],V,’ok’,[-9:1:0],V,’*k’).
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