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Abstract

:

This study aims to develop and test a new accelerated method for analyzing low-frequency oscillations in power systems using phasor measurements. The proposed method is based on the use of mathematical statistics methods that do not require significant computing power and have high reliability. Changes in the structure of power generation and integration of control devices based on power electronics cause low-frequency oscillations of power system operation parameters that present a threat. These changes result in a reduction in the total inertia of power systems with the subsequent impact on the operation of automatic voltage regulators and power system stabilizers, the purpose of which is to damp low-frequency oscillations. We conduct a careful review of the existing methods for low-frequency oscillations analysis in power systems to identify the gaps in the literature and design a new method to address the issues. The proposed method is tested on real-life data that was obtained during a disturbance with a transient event. Estimation of the low-frequency oscillation parameters was carried out, and the potential threat posed by these phenomena was examined. The implementation of the proposed algorithm for analyzing low-frequency oscillations is done using the Matlab programming language. Evaluation of the proposed algorithm is performed on physical data obtained during real transient processes occurring at large power plants.
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1. Introduction


Low-frequency oscillations (LFO) of power system operation parameters pose a threat to the stability and reliability of power system operation [1,2,3,4,5]. The presence of these oscillations leads to a forced limitation of total transfer capacity, which in turn has a negative impact on economic indicators with the required reliability level being ensured.



The phenomenon of LFOs has been known for a long time. They are inherent to any power system. LFOs occur and expand due to minor oscillations of load and disturbances such as the disconnection of generators or transmission lines. LFOs of power system operation parameters during electromagnetic transients generally reveal themselves in the aftermath of a substantial power deficit in a particular area of a power system. The proximity of power flows to transmission capacity limits and incorrect tuning of the Automatic Voltage regulator (AVR) and turbine governor are the main factors that contribute to the occurrence of LFOs. Untimely LFO identification and a lack of damping may lead to instability of a power system [6], equipment damage due to the transition of synchronous oscillations into out-of-step ones, etc. [7].



The energy industry has continuously grown the scale of its operations including the expansion of grids with increasing rated voltage or the growth of generator capacities [8]. Starting from the middle of the 20th century, the spread and complexity of grids have been growing due to the uneven distribution of energy resources and their major consumers. This resulted in the creation of multiple international interconnections in North, Central, and South Americas, Europe, and Northern and Southern Africa. All this has brought about the creation of power systems of high capacities [9], which include long transmission lines with limited capacity. Power generation has been expanding through the installation of distributed generation including that based on renewable sources of energy (RES). Moreover, according to expert estimates, the share of wind and sun generation will increase further despite the uncertainty of its operation and forecast difficulty [10,11,12]. The constant alteration of power system structures causes their inertia to decrease [13], which makes disturbances more impactful in terms of system operation parameters [14]. The controllability of power systems can be improved using advanced equipment that is often supplemented by fast control systems such as asynchronous machines, flexible AC transmission systems (FACTS) [15], energy storage systems, etc. [16]. Hence, the properties of the power system start to change as well, which manifests in the form of LFOs among other phenomena [17].



Slight load changes can lead to different results for acceptable oscillations of small amplitude that occur in normal conditions for a relatively long time and under-damped conditions. Such events may lead to the instability of the power system operation. The constant growth of inter-tie power flows turns inter-area LFOs into under-damped, non-damped, or over-damped oscillations and they present a peril to power system operation.



The range of low-frequency oscillations is usually between 0.1 and 3.0 Hz [18]. In addition, LFOs are divided into local and system-wide based on the degree of localization [19], with the latter impacting the whole power system. Local LFOs are usually mutual oscillations of synchronous generators, while system-wide LFOs are those of subsystems or generator groups. An LFO ensues from the interaction of several rotating masses in an area of a power system, which determines its non-linearity and non-stationarity [20,21]. Additional components, which correspond to the mutual action of concentrated system regions or entire power systems, may occur.



Several studies have been made to solve the problem of LFO monitoring [22]. The conventional approach to stability analysis is based on studying physical or computer models [23]. Such models are developed [24] and verified on a regular basis [25] in order to comply with the real parameters and behavior of a power system during transients. However, it is not possible to simulate all possible dangerous events in power systems using dynamic models [26]. Therefore, LFO monitoring based on measurements of power system operation parameters is required to minimize potential threats before they start to escalate into the instability of a system [27]. There are time periods of under-damped oscillations during the analysis of power system measurements. A lack of damping indicates a less reliable operation of a power system since all subsequent disturbances can result in transient instability. Small LFOs of synchronous generators regularly take place due to the frequent occurrence of insignificant power unbalances. They are effectively damped and do not represent any danger. Cyclic electromagnetic transients happen during significant power imbalances and are followed by frequency deviations higher than 0.05 Hz. Fast identification (express-analysis) of LFOs becomes of paramount importance in these kinds of situations. Identification is carried out for monitoring damping efficiency for each synchronous generator, which is largely defined by the parameters of system regulators. The monitoring of damping for each generator and system as a whole is necessary to find the causes of an LFO and to adjust the operation of regulators.



The goal of this study is to develop a novel accelerated method for power system LFO analysis based on a statistical analysis of signals obtained from phasor measurement units (PMU). To achieve this goal, the following tasks were set: (i) review existing methods for analyzing low-frequency oscillations in power systems, (ii) identify their advantages and disadvantages, (iii) develop an accelerated method for analyzing low-frequency oscillations in power systems, and (iv) test the developed method, to determine the requirements for analyzing the danger level of LFOs in power systems.




2. Comparison of Methods for Estimation of LFO Parameters


In this section, we review and compare the methods used for solving a wide range of oscillation analysis problems. Also, the latest developments aimed at the application of LFO analysis in power systems are presented.



Figure 1 shows the general flow chart for estimating LFO parameters in power systems.



Signals of active power or frequency obtained from PMUs are used as the initial data for analysis of the LFO parameters. The procedure for LFO identification is applied to the initial data. Dominant modes of oscillation are extracted and then the parameters of each dominant mode are estimated.



2.1. Methods of LFO Identification


Data express-analysis is performed to detect LFO in measurement arrays including the inception of oscillations, duration, and parameters in real-time mode or the closest mode to real-time. Splitting the problems of express analysis and the analysis of LFOs is widely practiced worldwide [4,28] The reason for it is that the methods are processing all PMU data, which requires enormous computation capabilities to process in real-time.



This section describes the following methods of data express-analysis: the Buys–Ballot method, spectral analysis based on discrete Fourier transform (DFT), and spectral analysis based on discrete Prony transform.



2.1.1. Buys-Ballot Method


To detect hidden periodic patterns in signals, the simplest and fastest linear methods are often used: the averaging of ordinates using a trial period, the averaging of a process using a trial period, and the Buys–Ballot table [29]. The Buys–Ballot method is the most appropriate to detect oscillations using phasors of active power and frequency [30,31]. The method allows the detection of periodic oscillations only in the interval under consideration and the estimation of the frequency of these oscillations. The efficiency of the method can be considered to be acceptable. The speed of the LFO detection depends significantly on the choice of method settings.




2.1.2. DFT-Based Method of Spectral Analysis


The DFT is one of the most widely used techniques for solving oscillation analysis problems [32,33,34]. The method of spectral analysis, which is based on the DFT, is described. It is used for solving the problem of express-data analysis of LFOs in power systems. It is possible to use two ways to carry out express analysis using this method: either all operations are conducted in sequence using fully set input data, or all operations are conducted using every LFO search window. The difference is that the former is useful for retrospective analysis only, whereas the latter can also be used to carry out express analysis in real-time. A reason for this difference is that the first way requires a complete dataset, while the second one is computing data as they come. This method ensures a short time response of LFO identification.



An a priori basis has to be set to carry out the analysis. The inverse dependence of FT resolution on frequency and time requires finding compromises in choosing the LFO search window width and the application of window functions. The method meets the requirements for express analysis in real time [35].




2.1.3. Spectral Analysis Based on Discrete Prony Transform


The method of spectral analysis based on the discrete Prony transform is considered an alternative to the DFT-based method [36,37]. The decomposition of the initial data frequency components forms the basis of this method. For this reason, it is similar to the FT method. The main difference between these methods is that the Prony method uses harmonics, the amplitudes of which change exponentially, as the components. The application of the Prony transform allows the user to take into account changing amplitudes in express analysis. An a priori basis has to be set to carry out the analysis. The result of express analysis based on the Prony transform heavily depends on the number of transformation modes. The method is very resource-intensive. It can be useful in retrospective analysis only. Among the considered methods that can be used in express analysis, only the FT-based spectral analysis method meets the requirements. The Buys–Ballot method is not capable of LFO parameter estimation. This fact makes the method useless. At the same time, the method of spectral analysis based on the Prony transform is highly resource-intensive, which makes it impossible to use the method in real-time. However, the method is still useful in retrospective analysis because it takes into account changing LFO amplitude. Despite the inverse dependence of FT on frequency and time as the result of using windows, the application of this method is the most appropriate because of the highly developed theory and the availability of a lot of programming modules with high optimization levels, for solving real-time problems [38]. The impossibility of taking into account the real properties of oscillations caused by the a priori basis is not significant. This can be explained by the fact that the express analysis goal is LFO identification and LFO parameters estimation. However, it is necessary to develop an express analysis method without the mentioned drawbacks.





2.2. Dominant Mode Extraction


The method for analysis of electromechanical oscillations in power systems must be chosen by taking into consideration their non-linearity and non-stationarity. Apart from the a priori set basis, the common property of methods mentioned in Section 2.1 is their bias toward linear and stationary processes. The analysis of linear non-stationary processes can be carried out using wavelets [39,40], principal component analysis [41], and the Wigner–Ville distribution [42]. However, they were not considered in this study due to the a priori set basis (Haar, Mayer wavelets, etc.) can introduce unacceptable errors to results. The non-linear and non-stationary properties of LFOS s in power systems can be taken into account to the fullest extent by means of the Empirical Mode Decomposition (EMD) [43,44]. The main advantage of this approach lies in its adaptive basis, which is formed using initial data.



The types of EMD are:




	
Classical EMD;



	
EMD with centroid-based sifting;



	
Noise-assisted EMD;



	
EMD with phase-shift;



	
EMD with frequency-shifting.








Using the EMD with frequency-shifting ensures a high discrimination degree of the method, as well as the minimization of mode mixing in cases when their frequencies differ from each other by more than the value of the minimal transition band of a filter. In addition, the effectiveness of the EMD with frequency-shifting is equal to or even higher than that of classical EMD due to decreased number of noise and small modes, which are achieved by means of using a filter. The procedure of filtering is not resource-hungry by itself: corresponding fast algorithms have been developed in the framework of digital signal processing.




2.3. Estimation of Dominant Mode Parameters


Two types of HT and the alternative method were considered for the purpose of the estimation of amplitude, frequency, and duration on the whole range of dominant modes.



2.3.1. Hilbert Transform Using Direct and Inverse Fourier Transform


According to the classical HT [45,46], an initial signal is decomposed into two components: amplitude and phase. An arbitrary signal is assigned as an «analytical signal». This is a complex signal with a real part equal to the initial signal and an imaginary part equal to the initial signal shifted by– π/2. A Hilbert Transform using direct and inverse Fourier transform is characterized by low computational costs, and, consequently, high effectiveness owing to highly optimized calculation modules based on the FFT.




2.3.2. Hilbert Transform Using Summation


Another variation of the HT based on the summation rule was considered as an alternative to direct inverse FT [47]. This replaces integration in cases of discrete signals.




2.3.3. Estimation of LFO Parameters Using the Method of Signal Energy


The third method under consideration is different from the HT and it does not use the concept of the analytical signal. It is referred to as the signal energy method [48] and according to this approach, the parameters of the initial signal are estimated on half-cycles of oscillations.




2.3.4. Comparison of Methods


The results of mode component calculation by each mentioned method are shown in Figure 2. Table 1 shows the advantages and disadvantages of the methods considered. Figure 2 shows the test signal. The purpose of using such a signal is to demonstrate the capabilities of the considered methods regarding the determination of frequency in a wide range of frequency variations.



Only the DFT-based method of spectral analysis meets the requirements for effectiveness and computational costs for the purposes of LFO express analysis. The Buys–Ballot method cannot be used to estimate LFO parameters, while the Prony-based method of spectral analysis has high computational costs, which means a long time response. The conducted comparison allowed us to establish that it is advisable to develop a new method. This new method includes express analysis without the main drawback of the considered methods—the need to set the a priori basis.



Furthermore, the comparison of methods for LFO dominant mode extraction has made it clear that the EMD method can be used to take into account non-linearity and non-stationarity. In addition, the classical method would require modification in order to minimize the impact of known drawbacks on the results. At the same time, it is recognized the considered modifications cause computational efficiency to drop, except for the EMD with frequency shifting. Therefore, a new method of LFO dominant mode extraction needs to be developed. This method should include existing experience and it should carry out the processing of data from power facilities in real-time. It was found that the method of signal energy is not accurate enough, while the HT with summation rule has too large a computational burden. Moreover, both HT variations require data from the whole analyzed time interval. However, real-time estimation of LFO parameters is one of the highest priorities in power system operation. Hence, FT-based HT can not be used in solving this very problem, despite its high accuracy and effectiveness.



The following methods can also be used for the analysis of the LFO: the fast Fourier transform (FFT) [49], the Prony transform (PT) [50], and the Wavelet transform (VT) [51]. However, each of these methods has its limitations. For example, PT and FFT can be used only for stationary signals, while VT cannot be effectively used for the analysis of the LFO due to the time-consuming procedure of selecting a basic Wavelet. In [52], the application of the Hilbert–Huang method for real-time analysis of LFO is proposed. However, the proposed method has a number of disadvantages associated with the complexity of processing narrowband signals; the detection of intermittent oscillations and the analysis of close dominant modes are also difficult. In the study [53], the Pseudo-Newton method was used for the analysis of the LFO, which cannot be used in real-time due to the significant number of iterations of the calculation. The authors of the study [54] proposed the Analytical Modal Decomposition (AMD) method, which is similar to EMD but has a simpler structure and high reliability. However, for this method, there is still the problem of analyzing narrowband signals.



The review of the literature indicates the necessity to develop improved methods or completely new ones in order to solve the problem of the accurate estimation of oscillation parameters in real-time.






3. The Algorithm of LFO Statistical Analysis


In this section, we describe the methods of express analysis, dominant modes extraction, and their parameter estimation. Our goal is to reduce the impact of the current drawbacks on calculations. In addition, a number of problems related to the sampling of data obtained from real measurement devices on power facilities are solved.



3.1. The Method of Sliding Statistical Segments


The results of comparing the methods of express analysis show that only the DFT-based method of spectral analysis meets the requirements, though not without incorrect consideration of LFO parameter changes. Consequently, a fast method is needed to negate that. The method of sliding statistical segments has been developed to solve the problem of LFO express analysis in real-time conditions. It boils down to the estimation of oscillation time, and the amplitude and frequency of the oscillations, taking into account changes in these values in real-time.



The algorithm of the proposed method is the following:




	
Local extrema of the initial signal are found using the method of sliding parabola [55];



	
An array of alternating local minima and maxima of the initial signal is formed using mean values of the same extrema arranged in a row and without separation by opposite extrema;



	
Successive (adjacent) extrema are connected by straight line segments;



	
Coordinates of intersection are found. The intersection in question is that of segments and vertical lines crossing the point of the opposite extrema, which is located between two adjacent extrema of the same sign (maxima-maxima or minima-minima);



	
Values of LFO amplitude are estimated at intervals corresponding to half-cycles of oscillations. The same is done for frequency estimation;



	
Estimation of LFO time (duration, from inception to the end).








The results of carrying out the method’s procedures are shown in Figure 3. Same-sign extrema (minima-minima, maxima-maxima) are connected with segments (dashed line) and intersections are found (triangle markers), with vertical lines not being shown due to visual overload of the plot.



In Figure 3, red asterisks show the upper points of the signal extremes, green asterisks show the lower extremes of the signal, dotted lines show the connection line of the same type (upper or lower) extremes, black triangles show the middle of the segment connecting the same type of extremes.



Figure 4 shows the flow chart for the proposed accelerated method for LFO analysis.



The configurable parameters of the algorithm are: the approximation interval for finding extremes by sliding parabolas (by default, the ap-approximation interval is 50 quanta), the approximation step for finding extremes by sliding parabolas (by default, the approximation step is 20 quanta.)




3.2. Estimation of LFO Time Interval


The interval of LFO occurrence is estimated based on exceeding the irregular component of a signal by the amplitude value. The irregular component of a signal (sum of random insignificant changes in a process and measurement errors) is estimated to be equal to three standard deviations (SD) of the initial data on the initial interval starting from the curve that approximates the data on this very interval by a third-degree polynomial. The distribution of the irregular component is assumed to be close to a normal distribution. Assuming that the irregular component is distributed normally, then oscillations take place on those intervals where the amplitude exceeds three SD of the initial data. The results of the method application are shown in Figure 5, including the set of intervals of LFO occurrence (inception shown as a red line, end shown as a green line) and estimates of the amplitude and frequency.



Application of the method would also enable the simplified elimination of the signal trend by finding its «average line» on the interval of the LFO.




3.3. The Frequency-Based EMD


In some cases, it is not possible to extract oscillation components with close frequency values by using only band filtering. This is caused by the necessary non-zero transition band of a filter. The EMD with frequency shifting is used to separate these components by frequency. Such a combination of methods is suggested and named «frequency-based EMD».



The algorithm of the frequency-based EMD is the following:




	
Frequency intervals with oscillation components are found in the initial data. The DFT is used to find these frequency intervals. After this, the spectral peaks, which correspond to oscillation components of a signal, are detected. Since not all oscillations can be separated by frequency using band filtering, the minimal and maximal frequencies are detected for oscillations with a difference of less than 0.5 Hz;



	
Extraction of oscillation components is carried out in the same way as in the phase-shifting EMD;



	
In case of the occurrence of oscillation components in some frequency range that can not be separated by frequency using the traditional EMD then the phase-shifting EMD is used.








The frequency-based EMD ensures a completely new level of extraction of nonlinear and nonstationary oscillation components in measurements of power system operation parameters by combining the advantages of EMD modifications, which are the most appropriate to the nature of the initial data. Hence, the use of the frequency-based method makes it possible to extract oscillation components with particular frequency values. It is the frequency-based EMD that ensures the most complete results of the highest quality judging by the whole aggregation of its parameters and properties while having relatively low computational costs. Frequency-based EMD is recommended to extract dominant modes.




3.4. The Modified Hilbert Transform


We further develop an additional method for signal parameters estimation that we call a modified Hilbert transform. This approach includes the calculation of the analytical signal using signal amplitudes.



The algorithm of the modified HT is as follows:




	
The envelope curve of local extrema (maxima) of the absolute centralized signal values (absolute signal) is used as signal amplitude;



	
The imaginary part of the analytical signal is found according to:










   x  i m    ( i )  =    a 2   ( i )  −  x 2   ( i )  ,    



(1)




where xim(i) is the imaginary part of the analytical signal, a(i) are the instantaneous values of the initial signal amplitudes, and x(i) are the values of the initial signal.



	
Signal frequency is estimated as such:








  w  ( i )  =     x  i m   ′   ( i )  x  ( i )  −  x ′   ( i )   x  i m    ( i )     a 2   ( i )    ,  



(2)




where w(i) are the values of the instantaneous frequency of the initial signal, xim(i)′ is the first derivative of the imaginary part of the analytical signal, and x(i)′ is the first derivative of the initial signal.



Due to the stage-wise procedure of the estimation, the possibility of real-time operation is the most crucial difference between the modified and classical HT. Hence, LFO parameters can be estimated as new information from intervals on the quarter of their cycle becomes available.



It is suggested to use the following:




	
The value of the LFO amplitude for a detected time exceeding the limit;



	
A standardized LFO damping factor for a detected time exceeding the limit.








The acceptable duration of exceeding the limit should be set considering the exceeded value.




3.5. Criteria of LFO Threat Evaluation


The evaluation of LFO threat in power systems should be based on the analysis of LFO parameter changes and the facts of the violation of set limits and the acceptable duration of such events. Acceptable limits and duration values are set using expert recommendations based on PMU data analysis and they can be further corrected using data from real practical experience. The acceptable duration of exceeding the limit by an LFO parameter is found depending on the amplitude and frequency of the LFO. The default values of indices are shown in Table 2. Values of the duration exceeding the limit by an LFO parameter are to be set for each type of LFO [56]. The graphical interpretation of LFO threat criteria and limit values are shown in Figure 6: «Alarm» level is marked by orange lines (horizontal lines indicate a criterion value, vertical lines indicated duration of exceeding the limit) and hatching, while «Danger» is marked by red lines. Figure 6 shows a real frequency signal recorded during a technical incident at one of the large power plants with the highest frequency fluctuation value of 0.108 Hz.



Two types of data format are used in Table 1: [0.01, 30 s]—limit value is on the first position, acceptable duration of exceeding the limit is on the second position; [10%, 40 s]—share of either rated power capacity or transmission capacity limit is shown on the first position, acceptable time of exceeding the limit is on the second position.



Values of threat criteria should be corrected in relation to the irregular component of probabilistic behavior of power system operation parameters, which can be found using the following:


   N 1  = M E  ( N )  + S D  ( N )  ,  



(3)




where N is a parameter of power system operation, N1 is the value of the irregular component of the power system operation parameter, ME(N) is the mean of the power system operation parameter, and SD(N) is the standard deviation of the power system operation parameter. Limits should be set at 5–6 more than the irregular component for dispatch and control personnel and to set 2–3 less than this limit and duration for engineer workers according to the problem specificity and requirements.





4. Testing of the LFO Estimation Method


The proposed method of LFO estimation is tested on data obtained during a real disturbance in a real power system when the AC frequency had dropped to 48.2 Hz.



4.1. Description of the Disturbance


During the disturbance, the real power system area became isolated, with automatic load shedding operating successfully. The frequency had dropped to 48 Hz with further restoration after 23 s. The LFO occurred after the isolated operation of one of the power plants.



The switchgear diagram of the power plant under consideration is shown in Figure 7. The dotted line shows the equipment that is disabled.



According to the single-line diagram of the power plant, generators 8–10 operate at one bus of rated voltage 330 kV (tie circuit breaker is switched on), and generators 6 and 7 are separated from the others by autotransformers at 330/110 kV, respectively. All power units have the same transformers. All generators have the same equipment, including the exciter and AVR. It should be noted that regulator settings were set separately in order to create the possibility of a situation when settings may vary during the disturbance.



The rated parameters of the generators are shown in Table 3.



The active power signals of the power plant under consideration are shown in Figure 8.



The time interval of the disturbance can be divided into six distinctive sub-intervals:




	
700–722.18 s: pre-disturbance steady state.



	
722.18–732.30 s: short damped oscillation transient that followed after separation of the isolated area and load shedding.



	
732.30–800 s: long under-damped oscillation that resulted from the initial damped one.



	
800–1200.66 s: gradual frequency recovery that preceded resynchronization.



	
1200.66–1220.44 s: oscillation transient as a consequence of resynchronization.



	
1220.44–1450 s: post-disturbance steady state.









4.2. Analysis of LFO


The decomposition results are extracted based on the dominant modes. It is done based on the amplitude value and average mode frequency value with the frequency range under consideration. An example of the first mode parameters for generator 6 during the third sub-interval is shown in Figure 9.



The results of active power LFO analysis are presented in Table 4.



According to the results of the LFO analysis, it can be seen that the parameters of the LFO that occurred after the initial disturbance (sub-interval 2) do not exceed the limits. However, the long overdamped oscillations that occurred afterward (sub-interval 3) presented a threat to the equipment, the power plant, and the isolated grid.



These oscillations were not caused by the disturbance; it is for this reason that their analysis is of great importance. The active power output of the generators has been dropping insignificantly during the LFO: the power drop for generator 6 was about 15 MW, the power drop for generators 7 and 8 was about 10 MW, the power drop for generator 9 was about 25 MW, and the power drop for generator 10 was less than 10 MW.



The oscillations of the generators themselves and between generators can be distinguished during sub-interval 2 at frequencies of 1 and 0.5 Hz, respectively. The same types of oscillations can be extracted from sub-interval 3 at a frequency of 1.3 Hz. Local oscillations with a frequency of 0.3 Hz were found during sub-interval 5, whereas inter-tie oscillations of a frequency equal to 0.3 Hz were caused by power system restoration.





5. Conclusions


The ubiquity of LFOs in power systems and their threat are of great importance including the parameters of the LFOs–frequency, amplitude, and damping factor. The two factors (spread and threat) have a huge impact on the selection of possible control actions to prevent LFOs from occurring and expanding, thus mitigating their adverse effect on power system operation. Moreover, any information and statistics regarding the occurrence of LFOS must be recorded and analyzed for the further retrospective analysis of disturbances followed up by oscillatory transients. Examples of such data include finding interconnected groups of generators and/or facilities, tracking the chronology of oscillations development, etc.



In this paper, methods of LFO express analysis and LFO detailed analysis were developed. The proposed approaches meet the requirements of the problems under investigation to the fullest extent due to consideration of the drawbacks of existing methods. The method of sliding statistical segments was developed for the purpose of LFO express analysis, which includes the estimation of duration and other parameters of an LFO. This method makes it possible to estimate the amplitude and frequency of LFOs that can change in real-time without a loss in effectiveness. That means that the proposed method is more effective than the DFT-based method of spectral analysis. In addition, the method does not require additional procedures of disturbance detection and trend elimination, which also improves the response time.



The developed methods, namely frequency-based EMD and modified HT, are capable of dominant modes extraction and the estimation of mode parameters. Unlike the classical version of EMD and other modifications, frequency-based EMD also demonstrates fewer computational costs, which enables it to be used in real-time. Thus, the problem of the detailed analysis of LFOs can be effectively solved using a combination of this method together with the modified HT, since the modified HT does not require having the whole analyzed signal, unlike the classical EMD. At the same time, the modified HT makes it possible to estimate the parameters of the oscillation components with high accuracy.



The paper presents an accelerated method for the analysis of LFOs based on the application of the theory of mathematical statistics. Methods of express analysis and in-depth analysis of the LFO are developed. By taking into account the identified shortcomings of existing approaches, the proposed approaches fully meet the requirements of the tasks of analyzing the modes of power systems. The paper suggests the following settings for the developed method:




	
Approximation interval for searching for extremes by the sliding pairs method [55]: 50 quanta;



	
Approximation step for finding extremes by the sliding parabola method [55]: 20 quanta.








Testing of the developed method of LFO analysis was performed on real signals received from transient recorders installed at a large power plant. During the experiment, the parameters of the first dominant mode of the oscillatory process of the active power of each of the synchronous generators of the power plant under consideration were obtained.



The proposed criteria and the corresponding threshold values for assessing the risk of LFOs are designed to inform personnel in a timely manner about the occurrence of LFOs. Two stages of threshold values and time exposures are set taking into account the exclusion of false positives. Future studies will be aimed at the development of a tuning correction technique for power system stabilizers (PSS) for different parameters of LFOs that occur in the technological development and expansion of power systems.
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Figure 1. Flow chart for estimating LFO for power system operation parameters. 
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Figure 2. The results of mode component calculation for each method: (a) initial signal; (b) signal frequencies; (c) signal magnitudes. 
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Figure 3. Express-analysis using the method of sliding statistical segments. 
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Figure 4. Flow chart of the proposed method of LFO analysis. 
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Figure 5. The initial data and, estimated amplitude and frequency of the LFO, duration of the LFO: (a) initial signal; (b) LFO frequency; (c) LFO magnitude. 
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Figure 6. Visual representation of LFO threat criteria for a case of frequency. 
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Figure 7. Single-line diagram of the power plant under consideration. 
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Figure 8. Active power signals. 
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Figure 9. Sub-interval 3, generator 6, active power: mode 1: (a) first mode signal; (b) LFO frequency; (c) LFO magnitude. 
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Table 1. Comparison of existing methods for LFO analysis.
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	Method
	Merits
	Drawbacks





	DFT
	High performance
	The need for a priori assignment of the transformation basis



	HT using summation
	The method is optimized for the use of discrete signals
	High resource intensity, which increases the delay in the analysis of the LFO



	Classical HT
	High adaptability due to the absence of the need for a priori assignment of the transformation basis
	It is necessary to use the full time interval of the analyzed signal



	Method of signal energy
	High performance
	Low sampling rate for obtaining the parameters of the LFO due to the calculation on half-cycles of oscillations










[image: Table] 





Table 2. Values of LFO threat criteria.
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	Parameter
	Alarm
	Danger





	Amplitude of frequency LFO, Hz
	[0.01, 30 s]
	[0.05, 20 s]



	Amplitude of generator active power LFO, MW
	[10%, 40 s]
	[15%, 20 s]



	Amplitude of transmission active power LFO, MW
	[5%, 40 s]
	[8%, 20 s]



	Standardized damping factor of LFO
	[5%, 20 s]
	[3%, 10 s]
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Table 3. Rated parameters of generators.
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	Parameter
	Value





	Active power, MW
	165



	Power factor
	0.85



	Stator voltage, kV
	18



	Stator current, kA
	5.67



	Rated rotor current, kA
	5.67



	Reactive subtransient impedance, Ω
	0.210



	Reactive transient impedance, Ω
	0.310



	Reactive synchronous impedance, Ω
	0.171



	Resistance of stator winding, Ω
	0.00248
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Table 4. Results of LFO analysis.






Table 4. Results of LFO analysis.





	
Interval

	
Generator

	
Amplitude of the First Mode, MW

	
Frequency of the First Mode, Hz






	
2

(722.18–732.30 s)

	
6

	
42.39

	
0.91




	
7

	
33.45

	
1.04




	
8

	
50.58

	
1.05




	
9

	
56.60

	
1.13




	
10

	
53.40

	
1.05




	
3

(732.30–800 s)

	
6

	
24.11

	
1.33




	
7

	
7.26

	
1.32




	
8

	
4.57

	
1.33




	
9

	
5.13

	
1.35




	
10

	
4.14

	
1.38




	
5

(1200.66–1220.44 s)

	
6

	
3.54

	
1.25




	
7

	
2.27

	
1.46




	
8

	
6.16

	
1.15




	
9

	
1.78

	
1.50




	
10

	
4.93

	
1.11
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