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Abstract: Brilleslyper et al. investigated how the number of zeros of a one-parameter family of
harmonic trinomials varies with a real parameter. Brooks and Lee obtained a similar theorem for
an analogous family of harmonic trinomials with poles. In this paper, we investigate the number of
zeros of convex combinations of members of these families and show that it is possible for a convex
combination of two members of a family to have more zeros than either of its constituent parts. Our
main tool to prove these results is the harmonic analog of Rouché’s theorem.
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1. Introduction

A complex-valued harmonic function on a simply connected domain D in C has the form

f(z) = h(z) +g(2) ©)
for analytic functions & and g, where g is called the co-analytic part of f. We are especially
interested in the case in which & and g are polynomials. Whereas the number of zeros of a
non-constant analytic polynomial is always equal to its degree, the situation for harmonic
polynomials is more complicated. In particular, for f as in (1), the number of zeros is not a
simple function of the degrees of & and g and depends on the coefficients. Some of the first
results about harmonic polynomials sought to determine a sharp bound on the number
of zeros in terms of the degrees of i and g. If the degree of /1 is n and the degree of g is k,
where 11 > k, then a reasonable expectation is that the maximum number of zeros of f is n>.
Sheil-Small [1] made this conjecture, and it was later shown to be correct [2—4]. A natural
extension is to consider the more restrictive case in which 1 < k < n — 1. In this case,
Wilmshurst [4] conjectured that the maximum number of zeros of f is k(k — 1) +3n — 2.
Khavinson and Swiatek [5] proved this conjecture for k = 1, but Lee et al. [6] later showed
it is not true in general.

Because the number of zeros of a harmonic polynomial is not a simple function of
the degrees of the analytic and co-analytic parts, several researchers have turned their
attention to a detailed study of specific families of harmonic functions. They have sought to
determine the maximum and minimum number of zeros, how the number of zeros varies
with the coefficients, and the location of these zeros. See [7-15]. We discuss several of their
results in some detail because they are the motivation for the current work.

In [9,10], the authors considered a one-parameter family of trinomials. Although they
determined precisely how the number of zeros varies with the parameter, a corollary of
their main theorem is as follows:
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Corollary 1 ([9,10]). Suppose m,k € Nwith m > k and ged(m, k) = 1, and let
falz) = 2" +az* -1, aeC\{0}. ()
Then f, has a maximum of m + 2k zeros, obtained for all sufficiently large |a|.

Remark 1. The proof given in [9] shows that f, attains this maximum of m + 2k zeros for all
k

la| > (’”T_k) " For all of the results stated below, it is similarly possible to make precise
what “sufficiently large” and “sufficiently small” mean. However, the thresholds are complicated

expressions that are not illuminating.

Brooks and Lee [12] carried out a similar detailed analysis of an analogous one-
parameter family of harmonic functions with poles. A corollary of their main theorem is
as follows:

Corollary 2. Suppose m, k € N with m > k and ged(m, k) = 1, and let
r(z) = 2"+ = —1, aeC\{0}. 3)
z

Then

1. rq has a maximum of m + k zeros, obtained when |a| is sufficiently small; and
2. rq has a minimum of m — k zeros, obtained when |a| is sufficiently large.

We wish to understand the zeros of more complicated harmonic functions. We might
naturally ask: if we understand the zeros of some simple families of harmonic functions, can
we use this information to make conclusions about more complicated families constructed
from these simple pieces? In this paper, we study convex combinations of members of
families (2) and (3). Thus we study

faps(z) =s(z" +azF—1)4+(1—s)(z"+bz' —1), a,b>0,0<s<1 4)

and
Tabs(Z) —s(z”‘—i—i—l) +(1—s)<z"+b€—1), a,b>00<s<1. (5)
Z Z

Although one might conjecture that once we fix all exponents, the maximum number of
zeros for a convex combination is the larger of the maximum number of zeros for the
constituent pieces, we prove that there are choices of the parameters for which the convex
combination has strictly more zeros than either piece. This result is rather surprising. Before
we state our theorems precisely, we consider two examples of this phenomenon.

Example 1. Consider

405, > S( 4, 13
falb,%(z) = §(z +az —1) + §(z + bz —1).
If we take a = % and b = 14, we are in the situation described in Corollary 1, in which the two
trinomials making up the convex combination have the maximum number of zeros of m + 2k =9
and n + 20 = 10. These zeros are shown in Figure 1.
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Figure 1. The zeros and critical curve for z° + %Zz — 1 (left) and z* +142° — 1 (right).

Howewver, the convex combination has 11 zeros, as shown in Figure 2.

Figure 2. The zeros and critical curve for f, 1 ;.

Example 2. Next, consider

4/ 5 a 5(4 b
Tﬂrb’3(2)29(z +22—1>+9<Z +ZS—1>

Tanke a = % and vary b. First, consider b = 0.1. For such a and b, the first part of Corollary 2
applies, and each piece making up the convex combination has m +k = n+ £ = 7 zeros. See

Figure 3. However, for b = 0.1, the convex combination has 8 zeros. See Figure 4.

Now consider b = 14. The second part of Corollary 2 now applies; the numbers of zeros of
the constituent pieces of the convex combination are m — k = 3 and n — £ = 1, respectively. See
Figure 5. However, the convex combination itself has 4 zeros for b (and, in fact, for all sufficiently

large b), displaying different behavior compared to its constituent parts. See Figure 4.
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Figure 5. The zeros and critical curve of 25+ é—;’ —1 (left) and z* + Z% — 1 (right) for b = 14.

Our two main theorems illustrate that these are not isolated examples; in fact, there
are large subfamilies of (4) and (5) exhibiting this interesting behavior.

Theorem 1. Let

faps(2) = s(z" +azt —1) + (1 —s) (2" +b2" ~1).

Let m,k,n,¢ € Nsatisfym+k=n+flandm >n > € >k Lets = m”ﬂ and a = ",i—ff. Then,
there exists by, such that for all b > by f, |, s has m + 2/ zeros.

Theorem 2. Let

Tabs(Z) :s(zm+il> +(1s)(z”+b£1>.
Z Z
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Let m,k,n,¢ € Nsatisfym+k=n+Landm >n > > k. Lets = min and a = ’Z—Zﬁ Then
there exist by and by, such that

(1) Forallb < by, 1, ¢ has m + £ zeros.
(2) Forallb > by, 1,y has m + £ — 2k zeros.

2. Background and Set-Up

In this section, we state all the definitions and theorems needed for the proofs of the
theorems, in particular, Rouché’s theorem for harmonic functions with poles. We also study
some basic properties of the subfamilies of (4) and (5) considered in Theorems 1 and 2.

2.1. Definitions and Tools

One of the most useful tools for studying zeros of analytic functions is Rouché’s
theorem, which allows one to count the zeros of a given function inside a simple closed
curve C by comparing it to a function whose zeros are understood. An analog of this
theorem exists for harmonic functions with poles. In order to state it, we must first
understand more about the geometry of harmonic functions and how zeros and poles
are counted.

An analytic function & on a domain D is sense-preserving. Thus, if C is a simple, closed,
positively oriented contour in D whose interior lies entirely in D, its image under & remains
positively oriented. A co-analytic function, on the other hand, is sense-reversing. Because
a harmonic function is the sum of an analytic function and a co-analytic function, it is, in
general, sense-preserving in some parts of its domain and sense-reversing in others. The
complex dilatation allows us to identify these regions.

Definition 1. Let f = h + g be a harmonic function on D, with h and g analytic on D. The
complex dilatation is the function w defined by

g(z) ©)

The key fact about the complex dilatation is contained in the following well-known
proposition.

Proposition 1. Let f = h + g be harmonic on D, with complex dilatation w.

1. If|w(z)| < 1 throughout some region R C D, then f is sense-preserving on R.
2. If|w(z)| >1on R C D, then f is sense-reversing on R.

The set of points at which |w(z)| = 11is called the critical curve for f.

The sense-preserving and sense-reversing regions are important because they play a
role in the definitions of the order of a zero and the order of a pole. More specifically, the
sign of the order of a zero or a pole depends on whether it is in the sense-preserving region
(positive order) or the sense-reversing region (negative order). See [11] for a more detailed
discussion of why this convention makes sense. For this paper, we take the following to be
our definitions of the order of a zero and the order of a pole.

Definition 2 ([16]). Let f = h+ g be a complex-valued harmonic function and suppose f(zg) = 0.
Write

e} (]
f(z) =ap+ Zaj(z —z9) + by + ij(z —zp)/.
j=r j=s
If zg is in a sense-preserving region, we define the order of zy to be r and if z is in a sense-reversing
region, we define its order to be —s. If zg is on the critical curve, we call it a singular zero and its
order is not defined.
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Definition 3 ([17]). Let f be a harmonic function on a domain D C C except at a finite number of
poles. Suppose that the local representation of f around a pole zy € D is

f(z) = i ’lj(Z—Zo)j+ i b]'(z—zo)f+2Alog|z—zo\,

j=—r j=-—s

for some constant A, and where r and s are finite.

(i) Ifa_, #0forsomer > 0andr >s,orr = s with |a_,| > |b_|, then f is sense-preserving
near zo and f has a pole at zq of order r.

(ii) Ifb_s # 0 for somes > 0and r <'s, or v = s with |a_,| < |b_s|, then f is sense-reversing
near zg and f has a pole at zq of order —s.

With this background, we can state the main tool we need to prove our theorems,
which is the harmonic analog of Rouché’s theorem. The theorem allows us to relate the sums
of the orders of zeros and poles of two functions within a simple closed curve C provided a
certain inequality is satisfied on C. In the statement of the theorem and throughout the rest
of the paper, we let Z,, c denote the sum of the orders of the zeros of p in C and we let P, ¢
denote the sum of the orders of the poles of p in C.

Theorem 3 (Rouché’s theorem for harmonic functions). Let p and q be harmonic, except for
a finite number of poles, in a simply connected domain D C C. Let C be a simple, closed curve
contained in D. If |p(z)| > |q(z)| at each point on C, and if p and q have no poles on C and no
singular zeros in C, then Z,,c — Pyc = Zy14c — Ppigc

2.2. The Subfamilies

Although studying families (4) and (5) for all positive 2 and b and all 0 < s < 1 would
be potentially interesting, it would also be extremely difficult. A large part of the difficulty
comes from the fact that, for most choices of 4, b, and s, the critical curve for the function
is quite complicated. Thus, as we seek to address the question of how the maximum
number of zeros of a convex combination relates to the maximum numbers of zeros for the
constituent pieces, it is reasonable to begin by studying subfamilies for which the critical
curve is particularly simple.

We begin by computing the complex dilatations. For (4),

wilz) = aksz"=1 +b0(1 —5)z' 1
P sz =T 4 n(1—s)zn—1"

@)

and for (5),

—aksz7F=1 —pe(1 —s)z7t1
wr(z) = msz™ 1 4 n(1—s)zn-1 ~ ®

Several different conditions on the parameters will yield a complex dilatation of

the form
2B+ A )

©)

_ D
wlz) =Cz <1+AZB

Note that fj;;}; is a composition of a Mo6bius transformation and a power function. This
function is subordinate to the Mobius transformation as it also sends circles to circles. Even
so, in general, the critical curve will be complicated. If, however, we require A to be 1,
then the dilatation will reduce to w(z) = CzP and the critical curve will be precisely a
circle. We now derive a set of conditions on the parameters for each family leading to this

desirable form.
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We begin with the complex dilatation of the first family (7). Factoring aksz’~! out of
the numerator and msz™~! out of the denominator gives

LKkt 4 bt(1-s)
wi(z) = aksz'~ : + = ‘ (10)
msz" =1\ 1 4 ( )Zn m
In order for the rational function in parentheses to have the form ;- +Z"}3 , We require
k—f¢=n—m and be(1 —s) = n(l—s)’
aks ms
or, equivalently,
m+k=n+¢ and a—k:%. (11)
m n
If we further require A to be 1, then
n(l—s) L
ms
or, equivalently,
n
s (12)

In order to apply Corollaries 1 and 2, we require m > k and n > {. Without loss of
generality, we also assume that m > n. Together with the first condition in (11), we obtain
a strict ordering of the exponents

m>n>{>k (13)

With this strict ordering, m > ¢, we rewrite the dilatation as

bl 1
we(z) = —

n ank ’

(14)

The following proposition summarizes the properties of the subfamily of (4) consid-
ered in Theorem 1.

Propositionz Let f,p s beasin (4). Let m,k,n, £ € Nsatisfym+k =n+~Landm >n > £ > k.

Lets = m+n anda:’;‘(—ff.
b1
1. C()f( ) T nogn—k

1
The critical curve is a circle, I'y, centered at the origin with radius (%) ek

3. The region inside the critical curve is sense-reversing.
4. The region outside the critical curve is sense-preserving.

We now consider the complex dilatation of the second family (8). We again desire this
dilatation to be of the form given in (9). Factoring —b/(1 — s)z~*~! out of the numerator
and msz™~! out of the denominator gives

k—t k
(1 —s)z k1 [ 27+ iy
wr (Z) = m—1 ( ) (15)
msz 1+ Zn—m
In order for the rational function in parentheses to have the form +ZAB , We require

aks n(l—s)

k—0¢=n—-—m and bﬂ(l—s): o
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The first condition is equivalent to
m+k=n+"¢. (16)

If we further require A to be 1, then

n(l—s)
——
or, equivalently,
n
= . 17
T mtn 17)
With this form of s, the condition that 4 (”’fi 5= "(711;5) is equivalent to
ak bl
s (18)

Therefore, the conditions for the subfamily of (5) are the same as the conditions for
the subfamily of (4). The same strict ordering of the exponents (13) also applies to this
subfamily. With these conditions, the dilatation simplifies to

_ bt 1

wy(z) = . (19)

The following proposition summarizes the properties of the subfamily of (5) consid-
ered in Theorem 2.

Proposition 3. Letr,, ; beasin (5). Let m,k,n, ¢ € Nsatisfym +k =n+Landm >n > £ > k.

_ n __ mbl
Lets = rraw and a = L
_ =bl 1
1. w"(Z) T n gntl

1
b\ ntl
m .

The critical curve is a circle, I'y, centered at the origin with radius (
3. The region inside the critical curve is sense-reversing.

4. The region outside the critical curve is sense-preserving.

We are now ready to proceed with the proofs of Theorems 1 and 2.

3. Proof of Theorem 1

In order to prove Theorem 1, we determine the sum of the orders of the zeros of
fap,s in C and within the critical curve for large values of b. With this information and an
understanding of the sense-reversing and sense-preserving regions, we deduce the number
of zeros of f, s for large b. Due to the restrictions we impose on f, ; ; that fix s and make
a a function of b once the exponents are fixed, f,; ; will be referred to as f, for the rest of
this section.

Lemma 1. The sum of the orders of the zeros of f;, in C is m.

Proof. We prove this lemma by proving that the sum of the orders of the zeros of f;, inside
a circle of a sufficiently large radius R is m. We prove this latter statement using Rouché’s
theorem to compare the zeros of f}, to the zeros of p(z) = sz™. If |z| > 1, then because
a,b,s,(1—s) > 0, and because the natural number m exceeds n, k, and ¢,
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() — p(2)] =lsazt + (1 - )z + (1= )bz’ 1]
<salz|F + (1 —s)|z|" + (1 —s)b|z|* +1
<salz|™ 1 (1 —38)|z|™ L+ (1 —s)b|z|™" 1 + |z
=(sa+(1—s)+ (1—s)b+1)[z|" L.

If also |z| > SeE=s)t(=s)b41 oy
- s 7
fo(z) = p(2)] < (sa+ (1 =)+ (1=s)b+1)|z|" " < (sz])]z|" 7! = |sz"| = |p(2)].

It is easy to check that, because 0 < s < 1, SH(l*s)t(l*s)hH > 1. Thus, if R >
sa+(1—=s)+(1—s)b+1 th . -
< , then for all z € C with |z| =

fo(2) = p(2)] < |p(2)]-

By Rouché’s theorem, the sum of the orders of the zeros for f;, inside the circle of radius
R is the same as the sum of the orders of the zeros for p. Since p has a zero of order m
at the origin, the sum of the orders of the zeros of f, inside the circle |z| = R is m, for all
sufficiently large R. O

Now, we find the sum of the orders of the zeros inside the critical curve.

Lemma 2. For sufficiently large b, the sum of the orders of the zeros of f; inside the critical curve

is — 4.

Proof. We prove this lemma using Rouché’s theorem. We show that f;, has the same sum
of the orders of zeros as p(z) = (1 — s)bz’ inside of the critical curve; that is, we show

sz + saz" + (1 —s)z" — 1] < |(1 — s)bZ']| (20)
for all z on the critical curve. Equation (20) will follow if we show
(1—s)blz|" — (s|z|™ + salz[* + (1 —s)[z[" +1) (1)

is greater than zero for all z on the critical curve. Since points on the critical curve satisfy
1

|z| = (%Z) "F,(21) is equivalent to

) ) ) ()

By factoring out (1 — s)b(b[ -

“and usingm —{ =n — (lfi)n = % to simplify the
second term, (21) is equivalent to

() b ()3 )]

The third term can also be simplified using (157) =

()4 ()

W‘\N

, giving

‘x-
L
I
Sl
Y

i~
=g
~_
Il
A
I
~—~
—_
| |~
©
N—
S
7 N\
2
~~_
?T“
| I
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This expression is positive if and only if the expression in square brackets is positive. Due
to the relation between m, n, £, k seen in (13), we find that the sum of the exponents on b in
each term is negative. Indeed,

- k—¢ n—V

1< — =

n—k n—k n—k_1<0'

Therefore, each term involving b tends to 0 as b tends to infinity. Thus, there exists by such
that for all b > by,

LAY NEYEATE S S CAY P
k\ n b\ n (1—s)b\ n m’

Therefore, for such b,

k—¢ n—~{

01 L _L(beNF _L/beNE 1 (bl =
m k\n b\ n 1-s)b\n

~

It follows that p is the dominant term of f; on the critical curve, and by Rouché’s theorem,
the sum of the orders of the zeros of f, inside its critical curve is the same as the sum of the
orders of the zeros of p. Since p only has a zero of order —¢ located at the origin, the sum
of the orders of the zeros of f, inside the critical curve is —/ for sufficiently large b. O

Now, we have everything needed to prove Theorem 1.

Proof of Theorem 1. By Lemma 1, the sum of the orders of the zeros of f;, in C is m. Since
the inside of the critical curve is the sense-reversing region and the outside is the sense-
preserving region, Lemma 2 gives that the sum of the orders of the zeros of f; in the
sense-reversing region is —£. Therefore, the sum of the orders of the zeros of f; outside of
the critical curve is m + ¢, and the total number of zeros for f, is m +2¢. [

4. Proof of Theorem 2

We now turn to the family r, j ; as given in (5), with the additional restrictions on the
exponents and parameters given in the statement of Theorem 2. Thus, as above, s is now
fixed, a is a function of b, and we abbreviate r, }, ; by r3,. In order to count the zeros of r;, in
the complex plane, we first determine the sum of the orders of the zeros of r;, both in the
plane and within the critical circle for small and large b.

Lemma 3. The sum of the orders of the zeros of ry in C is m — £.

Proof. We apply Rouché’s theorem to p(z) = sz and q(z) = rp(z) — p(z) = (1 —s)z" +
;—‘,ﬁ + @ — 1 on a circle Cg centered at the origin with a sufficiently large radius R.

Recalling that m > n, we see that for |z| > 1,

(1—s)b

sa
lg@)| = |1 =s)z"+ £+ ————1
Z Z
sa  (1—s)b
<(1- S 1
<(1-9)zI"+ 2F + EL +
<[(1—s)+sa+(1—s)b+1]|z|"
<[(1—s)+sa+(1—s)b+1]z|" L.

If we also take |z| >

9(2)]

sa+(1—s)+(1—s)b+1 (
s

which, as above, is greater than 1), then

< (slz)lz|" 7t = |s2"] = |p(2)].
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Thus if R > A=) A=9b+1 44 fol1ows that |q(z)| < |p(z)] for all |z| = R; that is, for all z
on Cgr. By Rouché’s theorem,
Zrb,CR - P}’

brCR = ZprCR - PPICR =m-— O =m.

Because 7, has a pole at the origin of order —¢, we have Z,, c, =m —{. [

We now count the zeros inside the critical circle, I'y, for small and large b. In con-
junction with Lemma 3, this will allow us to calculate the total number of zeros, proving
Theorem 2.

Proof of Theorem 2. First, consider b to be small. In this case, we apply Rouché’s theorem

top(z) = —land q(z) = sz + (1 —s)z" + ;—,f + (1;)17 on the critical circle, T',. Points on

1
this circle satisfy |z| = (%) " s0 on this circle,

1—3s)b
)] = [+ (- syzr g 24 120
Z z'
as  (1—s)b
§5|Z|m+(1—5)|z|n+w+w

= ==
) o)
n n
be\ T AN
+us<> 4 +(l—s)b<> .
n n

We show that all powers of b in this last expression are positive. The powers of b in
the first and second terms are clearly positive. The power of b in the fourth term is
1— n%;[ = nLM > 0. Finally, because a = ”,1—% and m = n + £ — k, the power of b in the third
term is

_k n+l—k _ m -

n+f  n+l  n+4/

Because all powers of b are positive, the expression approaches 0 as b — 0. In particular,
there exists by, such that this final expression is less than 1 for all b < by. Then for all b < by

and z on Iy,

0.

@) = |a-92+ 5+ L= 1l <1< el

By Rouché’s theorem,
Zn,ry = Pyr, = Znr, + £=Zpr, = Ppr, =0,

and , thus, Z,, r, = —{. Because there are —/ zeros in the sense-reversing region and the
sum of the orders of the zeros in C is m — £, there are m zeros in the sense-preserving region.
Then there are m + £ total zeros for b < by.

We now consider b large. We apply Rouché’s theorem to p(z) = sz + ;—,f and
g(z) = (1—19)z" + (=90 _ 1 on the critical circle, Tp. If b > 1, then on this circle,

=l
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0(a)1 = | —sper + 00 1]
<(1-s)z["+ (1Z|5)b +1

~[a-o(Z) " ra-a() e

Note that the expression in square brackets is positive.
On the other hand, on the critical curve,

as
p@I = |52+ 5
S
> o skl

<bzm><bé>nie (bﬁ)nf”w
= S —_— J— — S R

nk n n
() (e

Because m > k, this expression is positive. Furthermore, m > n implies that ;i > .
Together, these facts imply that there is some by, such that for all b > b,

n 14 m
n+l Tl n n+l — m
[(15)(9 : +(1s)<fl) T |p <s<fl) ’ (mk k)bw.

Then for all b > by, for z on Iy,

|q(z)|:’(1—s)z"—l—(12;)b+1’<

= [p(2)].

as
sz + =
z

By Rouché’s theorem, then, Z, v, — Py, v, = Zpr, — Ppr,-

One readily computes that I', is also the critical curve for p. A straight-forward
calculation in the polar coordinates shows that all the zeros of p lie on a circle whose radius
exceeds that of the critical circle; thus, p has no zeros inside I',. Because it has a pole of
order —k at the origin,

Zpry = Ppr, =0—(=k) = k.
Then Z,, r, — P, r, = k, or, equivalently, Z,, r, = — (¢ — k). Because the sum of the orders

of the zeros of r, in C is m — /, there are m — k zeros in the sense-preserving region, giving
a total of m + ¢ — 2k zeros for b > b;. O

5. Future Directions

This paper does not provide a detailed analysis of families (4) and (5) but only con-
siders subfamilies for which the complex dilatation has the very special form w(z) = CzP.
Many interesting questions remain for future work:
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1. There are actually several inequivalent sets of conditions on the exponents m, k, n,
¢, and the parameters a4, b, and s, for which the complex dilatation simplifies to
w(z) = CzP, each leading to a different subfamily. Do these other subfamilies ex-
hibit the same behaviors observed in our main theorems?

2. Aswe saw in Section 2, a set of weaker assumptions on the exponents and parameters

14+ AzB
Our subfamily arose from further requiring A = 1. Are there other values of A that

give new or more general results?
3. Are there interesting results if we consider the convex combination

leads to a complex dilatation of the form w(z) = CzP ( P44 ) (See, for example, (9)).

faps(z) = s(z’" +az" — 1) +(1—5) (z” + Z% — 1)?

4. Does anything interesting happen when we consider a convex combination of three
terms, such as

f(z) =% (Zml +mzh — 1) + 52 (z’m + apz* — 1) +s3 (zm3 + a3z% — 1),
where 0 < s;i<1 forj=1,2,3and sy +5s; +53 =1?
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