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Abstract: Modern urban construction relies on a large number of projects. Project groups are an
effective way to manage a large number of projects. In view of the current lack of scientific methods
for constructing and evaluating project group programs, which are mainly based on subjective
experience, this article proposes a scientific method for project group program generation and
decision-making. The method proposed in this article applies a multi-layer coupling network to
the modeling of project groups and divides projects into planning projects and execution projects
to form a heterogeneous coupling network. Then, starting from the principle of project information
dissemination, the evaluation indicators of the project group program were defined, and finally,
the hesitant fuzzy decision-making method was used to assist in decision making. This article can
provide a new method for project group construction and management, and provide strong support
for the construction of smart cities and digital governments.

Keywords: project group management; program evaluation; coupling network; hesitation fuzzy
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1. Introduction

In the current era of rapid economic development, how the government can quickly
carry out urban construction and development is an important topic of this era. The current
urban construction and management are transforming towards digitalization and intel-
ligence, and the corresponding urban construction and development methods are also
improving in this direction [1]. Currently, various types of engineering projects are the
main means for the government to carry out urban construction. Therefore, using scientific
and digital means to carry out and manage projects is an important part of realizing the
construction of smart cities and digital governments [2].

A project is the basic organizational form of current major engineering construction.
It refers to activities carried out to achieve a specific purpose, obtain a certain result,
and integrate various resources to solve a certain problem. With the improvement of
productivity and the increase in construction demand in various fields, the number of
projects being approved has increased significantly. In order to facilitate the management
of a large number of projects, the concept of the program was proposed. All projects in the
project group serve the core goals of the project group. Due to the long implementation
period and large resource consumption, such goals are broken down into more detailed
goals and requirements, and each project assumes the corresponding part.

In project groups, since projects are often closely connected, project risks are often
spread due to project-undertaking relationships, resulting in the entire project group being
unable to achieve the expected goals. The failure of large-scale project groups will also bring
immeasurable losses to society, cause serious emergencies, and threaten the development
process of society. Therefore, effective management of the project group will be related to
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the success of the entire project program. In order to manage the project group, an effective
project group management method must be proposed. Project group management plays
an important role in the construction of smart cities and digital governments. It can help
organize and coordinate multiple related projects and ensure synergy between projects
to achieve the goals of smart cities and digital government. Through project group man-
agement, the overall planning and management efficiency of the project can be improved,
and the development of smart cities and digital governments can be promoted.

There is currently sufficient research on individual project management, but there is a
lack of research on project group management. In the management of a large number of
projects and project groups, the following two problems still exist: Firstly, the management
of project groups still lacks reasonable theoretical methods, and the relationship allocation
of projects within the project group still relies mainly on experience. Secondly, there is a
lack of understanding of project groups in overall evaluation systems and methods.

Therefore, the research questions of this article are mainly as follows:

1. How are project groups modeled and represented? There are multiple projects in
the project group, and the project types and project attributes are different. Which
method should be used to reasonably describe the project group and be displayed
using mathematical means?

2. The management of project groups still lacks reasonable theoretical methods, and the
relationship allocation of projects within the project group still relies mainly
on experience.

3. There is a lack of understanding of project groups in overall evaluation systems
and methods.

Aiming at the above problems, this paper carried out the modeling and evaluation
research of the program group. The novel works studied in this paper are mainly as follows:

1. The structure of the project group was analyzed, based on which a Planning Execution
Network (PEN) was proposed. A multi-layer coupling network is used to model the
PEN, and a mathematical model of the project group is obtained.

2. Starting from the mechanism of information interaction, the logic of project group man-
agement is analyzed. Based on this, two indicators, management performance and exe-
cution performance, are proposed as standards for evaluating project group programs.

3. The hesitant fuzzy decision-making method is combined with the problem back-
ground of project group program evaluation to provide theoretical scientific assistance
for the selection and decision-making of project group programs.

2. Related Works
2.1. Project and Project Group Management

Project management is a complex discipline including team building, time arrange-
ment, planning process, project cost estimation, project interface management, risk man-
agement, avoiding potential risks to accomplish project goals, and other stages [3]. Modern
project management can be traced back to around World War II. The Gantt chart, invented
by Henry L. Gantt in the 1930s, is considered an early tool and method for project man-
agement. After that, Critical Path Method (CPM) [4,5], Program Evaluation and Review
Technique (PERT) [6,7], Graphic Evaluation and Review Technique (GERT) [8,9], Work
Breakdown Structure (WBS) [10–12] and Earned Value Management (EVM) [13–15] meth-
ods in the field of project management were born.

In recent years, the research on project management has made new progress and
methods. Reusch [16] extends project management processes according to PMBOK to
improve project management and project control. A new knowledge area for sustainability
management in projects is introduced with a base set of new processes. Loehr [17] ex-
tends the PMI standards on project management and defines processes for project finance
management. The literature [18] focuses on the extension of project procurement concepts
and processes with the aim of integrating sustainable procurement into the project man-
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agement methodology provided by the PMBOK framework. Boonstra [19] examines how
project complexity influences the choice of a project management strategy and presents a
framework that facilitates managers in selecting a suitable project management strategy.
The work by Wu et al. [20] is based on the project portfolio management technology to
introduce a new energy projects management system.

Project group management refers to the overall control and coordination of multiple
projects on the basis of individual project management to achieve the organization’s strate-
gic goals and benefits [21]. According to the International Project Management Association
(IPMA), “Project group management is the coordination and management of multiple
projects with the aim of enabling barrier-free communication between projects to achieve a
set of business objectives” [22]. The concept of the current project group was only proposed
recently. Although project group management has great potential in managing multiple
projects at the same time, its application is not very widespread. The Philips Petroleum
Company built a large number of service stations in the United States to seek sales for
products that increase production. This is a relatively successful case of the implementation
of project group management ideas [23]. In addition, leading electronic product manufac-
turing companies such as IBM, HP, and Northern Telecom also recognize the effectiveness
of project group management, which can be used to improve the quality, efficiency, and
reliability of products and services, and shorten product development time [24].

Keller [25] predicts the performance of project groups in R & D organizations.
Chevrier [26] aims at better understanding the dynamics of international project groups by
grasping the strategies project leaders set up to cope with cultural diversity. Gevers et al. [27]
addresses this issue that many project groups have a hard time meeting their deadlines.

2.2. Coupling Network

Multi-layer networks use layers to highlight the differences in nodes and connections
between different levels. A coupling network refers to a network composed of nodes at
different levels generating shared connections to achieve coupling. Since coupling networks
are suitable for describing the internal operating mechanisms of complex systems, there has
been much research on the mechanisms and characteristics of coupling networks in recent
years. Murata [28] conducted an in-depth study of the coupling mechanism of coupling net-
works, proposed a generalization method for inter-layer coupling in multi-layer networks,
and tried to use it to detect communities in multi-layer networks. The literature [29] studies
the impact of inter-layer coupling on the centrality measurement of multi-layer networks,
and discusses the effects of two popular inter-layer coupling methods: diagonal coupling
and diagonal coupling with cross-coupling between adjacent layers. The literature [30]
studies the synchronization of multi-layer fully coupled networks and their simplest equiv-
alent networks, and discusses the important factors affecting synchronization. In terms of
application, it is often used to explore issues such as information dissemination and mate-
rial dissemination, and is used in fields such as public health, transportation, and public
opinion monitoring. The specific application research is shown in Table 1. Therefore, due
to the coupling network’s better explanation and restoration of the information propaga-
tion mechanism and its similarity to the tree structure of the project group organization,
this article decided to use the coupling network to model and describe the project group
organization plan.
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Table 1. Summary of coupling network applications.

Research Problem Field of Application Research Content Literature

Information dissemination

Public opinion monitoring

The propagation law of the public opinion coupled
double-layer network is studied [31]

Focuses on coupling mechanism of online public opinion
events [32]

Research on the spread speed of public opinion [33]

Rumors spread

Study the principle of rumor spreading with reference to
the rumor spreading mechanism of infectious diseases [34]

Rumor diffusion mechanism in coupling network [35]
The law of opinion dissemination and evolution of indi-
vidual opinions [36]

Social contagion
Social contagion dynamics of non-redundant information
memory [37]

credit risk contagion [38]

Material transmission

Transportation Learn the multi-aspect traffic data couplings [39]

Energy transmission

Study the scenario of multi-energy complementary sys-
tem accessing medium-voltage distribution network [40]

Provides the constraints of network balance and system
energy security [41]

Public health

Numerical identification of prevalence thresholds for the
susceptibility-infection-recovery model on finite-sized net-
works

[42]

Properties of epidemic thresholds for susceptibility-
infection-susceptibility dynamics in networks [43]

Threshold of epidemic spread in the network [44]
Velocity and Hierarchical Spread of Outbreaks in Scale-
Free Networks [45]

Susceptible infection transmission dynamics with ad-
justable power-law response time distributions [46]

Contagion processes on the static and activity-driven cou-
pling networks [47]

Ecosystem species migration spread [48]

2.3. Fuzzy Decision Theory

In decision theory, in order to more appropriately represent the situation that is difficult
to discretely determine in decision-making, the concept of fuzzy mathematics has been
introduced into decision theory by academic circles. In 1965, Zadeh [49] proposed the
concept of fuzzy sets for the first time. In 2009, Spanish scholar Torra [50] proposed the
concept of hesitant fuzzy sets. In 2011, Xu Zeshui [51] formally gave the mathematical
expression of hesitant fuzzy sets, and then the concept of hesitant fuzzy has been widely
used in decision-making problems in various fields. Ref. [52] utilizes binary connection
number theory to obtain the hesitant fuzzy center and decision-making suggestions about
the alternative ranking under different hesitant fuzzy conditions. Ref. [53] proposed a
hesitant fuzzy hypergraph model based on hesitant fuzzy sets and fuzzy hypergraphs.
Ref. [54] defines a new kind of hesitant fuzzy set, namely the time-sequential hesitant fuzzy
set, to perfect the description of such hesitant situations and obtain more reasonable results
of decision making.

In terms of application, decision-making theory based on hesitant fuzzy theory is
widely used in social [55], political [56], economic [55,57] and other fields. Qian et al. [58]
apply hesitant fuzzy theory to a decision support system. Liu [59] presents a new repre-
sentation of the hesitant fuzzy linguistic term sets by means of a fuzzy envelope to carry
out the computing with words processes. Liao [60] shows the efficiency of the proposed
correlation coefficients; they are implemented in medical diagnosis and cluster analysis.
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2.4. Literature Summary

In summary, the existing coupling network theory effectively describes the mechanism
of information transmission in some social application scenarios and conducts modeling
analysis; hesitant fuzzy decision-making theory is also applied to important program
decisions for social construction and people’s livelihood.

However, the above-mentioned research still has many shortcomings. There are many
research contents on project management, but there are few studies on forming a large
number of projects into project groups. The theory of coupled networks is often used in
fields such as energy, health, and public safety, but it is rarely used in project management
and program management. In addition, research on combining methods such as project
management, coupled network modeling, and hesitant fuzzy methods is still lacking.

This paper combines the characteristics of the project group decision-making problem
with a strong structure, many participants, and high decision-making risks, and describes
the project group structure based on the transmission of accusation information through
the coupling network. On this basis, it evaluates the capability efficacy of the projects
in the project group network using the hesitant fuzzy decision-making method to rank
the overall execution capabilities based on the effectiveness of the capabilities, thereby
achieving decision support.

3. Preliminaries
3.1. Hesitation Fuzzy Theory

Assuming a fixed set X, a hesitant set X is a function that maps each element to a
subset of [0, 1]. The mathematical expression for the hesitant fuzzy set is [51]:

A = {< x, hA(x) > |x ∈ X} (1)

where hA(x) is the set of some values in [0, 1] representing some possible degrees of
affiliation of the element x with respect to the set A. h = hA(x) is called a hesitant fuzzy
element, and Θ is used to represent the set of all hesitant fuzzy elements [61].

For fuzzy element h, its score s(h) is [51]:

s(h) =
1
lh

∑
γ∈h

γ (2)

where lh is the number of elements in h and γ is the elements in the set h.
Then, the deviation degree σ(h) of h is [51]:

σ(h) =

[
1
lh

∑
γ∈h

(γ− s(h))2

] 1
2

(3)

where s(h) is defined similarly to the mean in statistics, σ(h) is similarly to the standard
deviation, reflecting the degree of deviation of all the values in the hesitant fuzzy element h
from their mean.

Let h1 and h2 be two hesitant fuzzy elements, s(h1) and s(h2) be the result of h1 and
h2 score; σ(h1) and σ(h2) are the deviations of h1 and h2, respectively. h1 is better than h2;
it is recorded as h1 > h2. h1 and h2 has no difference; it is recorded as h1 ∼ h2. Then, the
hesitant and fuzzy sorting method is [62]:

If s(h1) < s(h2), then h1 < h2;
If s(h1) = s(h2), then:

1. If σ(h1) = σ(h2), then h1 ∼ h2,
2. If σ(h1) < σ(h2), then h1 < h2,
3. If σ(h1) > σ(h2), then h1 > h2.
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Suppose A = {h1, h2, · · · , hn} is a n dimensional hesitant fuzzy element set, and de-
note θ as the integration function defined on the set of hesitant fuzzy elements, θ : [0, 1]n →
[0, 1], then [63]:

θA =
⋃

γ∈{h1×h2×···×hn}
{θ(γ)} (4)

This paper uses the Hesitant Fuzzy Weighted Average (HFWA) operator, which is a
mapping Θn → Θ, whose form is [63]:

HFWA(h1, h2, · · · , hn) =
n
⊕

i=1
wihi =

⋃
γ1∈h1,γ2∈h2,··· ,γn∈hn

{
1−

n

∏
i=1

(1− γi)
wi

}
(5)

where w = (w1, w2, · · · , wn)T is the weight vector of hi(i = 1, 2, · · · , n), wi ∈ [0, 1],

i = 1, 2, · · · , n, and
n
∑

i=1
wi = 1.

In particular, if the weights are equal, i.e., w = ( 1
n , 1

n , · · · , 1
n )

T , then the HFWA operator
degenerates into a hesitant fuzzy average (HFA) operator [63]:

HFA(h1, h2, · · · , hn) =
1
n

n
⊕

i=1
hi =

⋃
γ1∈h1,γ2∈h2,··· ,γn∈hn

{
1−

n

∏
i=1

(1− γi)
1
n

}
(6)

3.2. Planning Execution Network (PEN)

We define two types of projects within a project group: planning projects and execu-
tion projects.

Planning project: The planning project is the project responsible for resource schedul-
ing and schedule management of other projects. Achieve the ultimate goal of the planning
project through other projects.

Execution project: The execution project carries out the actual main business, which
is responsible for participating in various research, construction and business activities,
and forming a supporting role for the planning project.

The internal organization of the program depends on the connection between different
projects. The connection between projects represents the jurisdiction support relationship
between different projects and also includes the transmission of project information. The set
of all projects is P = {p1, p2, · · · , pm}, and the formed jurisdiction relationship constitutes
the edge set of the network E = {e1, e2, · · · , es}, so the Planning-Execution Network (PEN)
is obtained G =< P, E >.

The project group network is divided into two types of projects, planning projects
and execution projects. Planning projects are recorded as pa, and their collections are
recorded as Pa; various execution projects are recorded as pb, and its set is recorded as Pb.
The distribution of the two types of programs is as follows:

P = {p1, · · · , pm1︸ ︷︷ ︸
Pa

, · · · , pm︸ ︷︷ ︸
Pb

} (7)

The PEN is a two-layer coupling network, which has multiple planning project layers
and one execution project layer.

Nodes in the network represent individual projects within the project group. This kind
of project is a fully demonstrated project entity. Projects include planning projects and
executing projects. A planning project is a management project with multiple goals and
long-term plans, and it is an overall project with a general direction; an implementation
project is a project that executes specific development and research content. The project
goal is single and clear, and the execution time is generally short-term, and used to support
planning projects governing it.
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Each project has a capability criteria set X = {x1, x2, · · · , xk}. Among them, the cri-
teria set contains two major categories of criteria: management capability and execution
capabilities. The distribution of the two major categories of capabilities is as follows:

X = { x1︸︷︷︸
XM

, x2, · · · , xk︸ ︷︷ ︸
XB

} (8)

Each node in the network is a project, including the planning project and the execu-
tion project, and the edges represent the jurisdictional relationship between the programs,
and the nodes and edges are used in the network to represent the project and the jurisdic-
tional relationship between the projects. The possible jurisdiction relationship between
project pi and project pj is recorded as eij = {pi, pj} = {pj, pi} = eji. The PEN G of
this paper only discusses whether there is a jurisdictional relationship between projects.
The network G is an undirected network.

The adjacency matrix W of the program network is defined as follows:

W =
(
wij
)

m×m =

{
1 i 6= j and {pi, pj} ∈ E
0 other

(9)

where matrix element wij = 1 implies that there is a jurisdictional relationship between
projects pi and pj; matrix element wij = 0 implies that there is no jurisdictional relationship
between projects pi and pj.

4. Project Group Program Generation Method

The network structure of the planning–execution network is shown in Figure 1.

 

First Management
Layer

Second Management Layer

Third Management Layer

Execution Layer

First Management
Layer

Second Management
Layer

Third Management
Layer

Execution
Layer

Figure 1. The structure of PEN.

The PEN has multiple management layers and an execution layer. Each node in the
network is a project, including the planning project and the execution project, and there
is a jurisdictional relationship between the edge representative units. Each management
layer contains a series of planning projects, and the execution projects all belong to the
execution layer. Projects in the management layer are arranged from top to bottom in the
PEN according to their levels, and the execution layer is at the bottom.

We studied the characteristics of project group structure and found similarities with
research on organizational structure. We constructed the PEN after drawing on the lit-
erature research on organizational structures [64–67] and incorporating experience in
program management [68–73]. Therefore, the characteristics and construction methods of
PEN are similar to those of organizational structure models. The PEN should have the
following characteristics:
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1. The topmost management layer has only one planning project. In the management
of a project group, there is generally only one top-level project. If there are multiple
planning projects at the same level at the topmost level, there will be cases where the
goals of the project group are not clear and specific. Therefore, all management orders
should ultimately originate from the topmost planning project.

2. Planning projects can manage lower-level planning projects, or manage execution
projects. In the PEN, the planning project only has the functions of target planning
and management, and does not undertake specific behaviors. A planning project
may manage several lower-level planning projects, and may also manage several
execution projects.

3. The execution project can only accept the management of the planning project, and has
no management function itself. An execution project is a project that is positioned to
execute various specific activities and does not have the function of managing other
projects, so it can only accept the management of planning projects from all levels.

4. Except for the topmost planning project, each project is connected to only one superior
planning project. Each planning project can be connected to multiple subordinate
planning projects or execution projects. In general, a project cannot be managed by
multiple projects at the same time in principle.

5. There are a limited number of project layers. The management level of a project group
cannot be unlimited; otherwise, the management chain will be too long, and the
cycle of information transmission and feedback will be greatly lengthened. Therefore,
the number of project levels in the planning–execution network needs to be limited.

6. There is no mutual management relationship between planning projects at the same
level. Management at the same level is likely to lead to overlapping or unclear goals
among planning projects, resulting in confusion in project group management.

According to the characteristics of the above-mentioned program group, the generation
rules of the planning–execution network are stipulated under the given circumstances of
the planning project and the execution project.

1. The topmost management layer has only one planning project, which has the high-
est priority.

2. The number of planning projects at the lower level is higher than that at the up-
per level.

3. A planning project must be connected to at least one adjacent planning project of a
different layer.

4. An upper-level planning project can be connected to multiple lower-level planning
projects, and a lower-level planning project is only connected to one upper-level
planning project.

5. An execution project can only be connected to one planning project, and a planning
project can be connected to multiple execution projects.

6. Each planning project must manage at least one planning project or execution project.
7. There is no management relationship between planning projects at the same level.
8. The number of planning project layers is limited.

The number l of planning project levels should satisfy:

2 ≤ l ≤ |Pa| (10)

The management layer has at least 2 levels because it has been stipulated that the first
level L1 has only one planning project, and the rest of the planning projects are concentrated
in the second level L2.

The most extreme case is that each level has only one planning project, and the number
of levels is equal to the number of planning items, namely l = |Pa|.

When generating a PEN, the number of management layers l can artificially define
a range.
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The representation method of PEN is an adjacency matrix. According to the definition,
when the element wij = 1 of the adjacency matrix, it means that there is a connection
between two projects (there is a jurisdictional relationship); when the element wij = 0 of the
adjacency matrix, it indicates that there is no connection between the two projects (there is
no jurisdictional relationship). The generated adjacency matrix W has the following form:

W =

[
C D

DT O

]
=

Pa︷ ︸︸ ︷
p1 p2 · · · pm1

Pb︷ ︸︸ ︷
pm1+1 · · · pm

Pa


p1
p2
...

pm1

Pb


pm1+1

...
pm



0 1 · · · 0 0 · · · 0
1 0 · · · 0 0 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · 1
0 0 · · · 0 0 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 1 0 · · · 0


(11)

The adjacency matrix W is a symmetric matrix which satisfies W = WT . In addition, W
is also a block matrix. Matrix C|Pa |×|Pb| represents the adjacency relationship between plan-

ning projects, satisfying C = CT ; matrix D|Pa |×|Pb| represents the connection relationship
between planning projects and execution projects. There is no jurisdictional relationship
between the execution projects, so their adjacency matrix is a zero matrix.

The program generation studied in this paper refers to various types of network
structures that can be generated according to the rules of the PEN under the existing
resources. Therefore, the input of the program generation stage is each project that has
been determined, and the corresponding capability value of each project. The value of
the project’s capability is the inherent attribute of each project, which is mainly used for
program evaluation and does not affect the generation of the project group itself. The set of
network programs is defined as Ψ.

The project group network generation steps are as follows:

1. Divide planning projects into different management layers, among which the highest
management layer has only one planning project, and the number of planning projects
in the upper layer is not higher than the number of planning projects in the lower layer.

2. All planning projects are assigned a jurisdictional relationship, and all planning
projects form a network. During the assignment of relationships, the network genera-
tion rules of the program need to be followed.

3. Allocate the execution projects under the jurisdiction of the planning projects.

5. Network Capability Performance Indicators
5.1. Management Performance

Management capability x1 is the core capability of a planning project, and the manage-
ment ability of a planning project can be obtained through various methods such as project
review, achievements, and expert evaluation. But this capability is only the management
capability of the planning project itself, and it is the absolute planning capability of this
project. When this project is put into the PEN, its management capability will be greatly
reduced by the influence of the network structure. For example, when a planning project
manages many other projects at the same time, especially when the number of projects
managed is large, its management efficiency will be greatly reduced, because the projects
it manages may have exceeded its own management capabilities; therefore, this paper
proposes relative management capability indicators to measure this management capability.

First of all, from the analysis of the mechanism of project management operation,
managers give instructions to the managed by sending messages and communications,
and convey their own intentions to the managed projects. Therefore, the operating mech-
anism of management is actually a process of information interaction. The manager
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communicates the information to the managed, and the managed feeds back the informa-
tion to the manager. Management is effective when information is delivered in a timely
and effective manner. Conversely, when the information is not communicated in a timely
manner and the reliability is insufficient, the ability and effect of management will be
greatly reduced. When the number of projects managed by the planning project is too large,
it will bear a large amount of information load. This can result in information not being
communicated in a timely manner, and the reliability of information delivery will also be
reduced. The result is a decline in the actual performance of the management capabilities
of the PEN. Therefore, from this point of view, the ultimate cause of the insufficient level of
planning and project management capability is the sharp increase in information load. We
use a relative management capability to measure and evaluate this phenomenon.

In complex networks, betweenness centrality is an indicator that measures the infor-
mation load of a node in a network. Betweenness centrality refers to the number of shortest
paths through a network node. Using betweenness centrality, it is possible to measure
the information load of a planning project. The greater the information load, the stronger
the weakening of management capability; therefore, we define the relative management
capability of each planning project and name this indicator as management performance.

Management performance is the relative management capability of a planning project
in a PEN program. The management performance depends on the original management
capability x1 of the planning project itself, and also depends on the PEN structure, i.e.,
the amount of information carried by the planning project in this network measured by
betweenness centrality.

Therefore, for the planning project pi ∈ Pa, its betweenness centrality BCi in a certain
network program Gr is defined as [74]:

BCr
i = ∑

ps 6=pi 6=pt

ni
st

gst
(12)

where gst denotes the total number of shortest paths from node s to node t, and ni
st denotes

the number of paths passing through node pi among the above shortest paths.
For the planning project pi, under the capability criterion x1, the management capabil-

ity is φi1 without distinguishing the decision maker. Then, management performance MPr
i

is defined as follows:
MPr

i =
φi1

(φi1)
BCr

i
(13)

Among them, BCr
i is the normalized betweenness centrality, and the value range is

[0, 1]. If the betweenness centrality of the planning project is low, the value is close to 0,
and the management performance of the planning project is close to the management ability;
if the betweenness centrality of the planning project is high, the value of the management
performance is close to 1.

5.2. Execution Performance

Execution capability is the main capability of the entire PEN, and it is also the basis
for final program evaluation. Execution capability is a collection of various measurement
capabilities, and the execution capability criterion set XB = {x2, · · · , xk}.

In Section 5.1, the principle of management has been analyzed from the mechanism
of information transmission, and how management performance depends on manage-
ment capability and information load (measured by betweenness centrality) is discussed.
Therefore, this part will continue to define the execution capability from the perspective of
information transmission.

In the PEN mentioned in this paper, since the execution project is managed by the
planning project, the execution capability of the execution project is affected by the planning
project that manages it. That is, the management performance of the planning project linked
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to the execution project has an impact on the performance of the execution capability of the
execution project.

In terms of information transfer, since there is only one top-level planning project in
the PEN, and all instructions are essentially issued from this project, the distance between
the execution project and the top-level planning project (the number of edges included in
the path between two nodes in the network) also affects the capability to execute projects.

Therefore, due to the loss of timeliness and reliability caused by the transmission of
instruction information from the top-level planning project downwards, as the information
transmission path increases, the performance of execution capabilities will also bring
about a decline. Therefore, an attenuation coefficient α ∈ [0, 1] is specified to measure the
attenuation of the execution capability as the information transmission path increases.

When considering attenuation, also note that not all orders originate from the top-
most planning project. Some lower-level planning projects on other paths may also spon-
taneously generate a series of instruction information, and the link generated by this
information dissemination is shorter, and the attenuation of the ability is also less.

Therefore, the executive capability of each executive project is defined, and this indi-
cator is named executive performance. Execution performance is a demonstration of the
capability to execute projects in a PEN program.

For the execution project pi ∈ Pb in the network program Gr, its execution capability
performance BPr

ij on the execution capability criterion xj is defined as follows:

BPr
ij = φij ·MPr

u ·Ωi (14)

Among them, φij is the value of the execution project pi under a certain execution
capability criterion xj without considering the decision maker. MPr

u is the management
performance of the planning project pu that manages the execution project in the network
program Gr. The execution project pu manages the execution project vi, i.e., wiu = 1. Ωi is
the retained amount of execution item pi after the attenuation of execution ability caused
by the loss of instruction information on the path.

The decay retention Ωi is related to the path from the execution item pi to the topmost
planning project, so it is defined as follows:

Ωi =
1

disi
α +

1
disi

α2 + · · ·+ 1
disi

αdisi =
1

disi

disi

∑
s=1

αs (15)

disi refers to the length of the shortest path from project pi to top-level planning project
p1, i.e., the number of edges in the path, and this shortest path is unique. The meaning
of Equation (15) refers to the attenuation of data sent by multiple nodes. Figure 2 is an
information transmission path, and the information attenuation of each path is shown in
Figure 2.

Figure 2. Schematic diagram of information attenuation path.

When the information is transmitted, every time it passes through a project, the infor-
mation will decay at the decay rate of α. Therefore, the decay degree of the planning project
pu with the shortest distance from the execution project pu is α, indicating the ratio of
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retained information after attenuation. When extending upward to the top-level planning
project p1, the path length is disi after disi attenuation times, so the attenuation degree
is αdisi . Assume that the probability of issuing instructions for each planning item in the
upper layer is the same, so all attenuation degrees are { α1

disi
, α2

disi
· · · αdisi

disi
}. The summation

yields Equation (15).
Under different attenuation rate values, the changing trend of the attenuation retention

amount Ωi with the path length disi is as shown in Figure 3.

1 2 3 4 5 6

Transmission distance

0.45

0.5 

0.55

0.6 

0.65

0.7 

0.75

0.8 

0.85

0.9 

0.95

Figure 3. Attenuation under different α values.

Finally, the overall execution of the entire scheme Gr is as follows:

TBPr
j = ∑

pi∈Pb

BPr
ij (16)

6. PEN Program Evaluation Method

In Section 5, two evaluation indicators for nodes in the PEN were specified, namely
management performance and execution performance. The final program evaluation
will be calculated based on these two indicators. Specific PEN solution evaluation is
divided into three steps: input processing, capability performance calculation, and solution
evaluation ranking.

This chapter will describe the program evaluation method in detail. The main process
is shown in Figure 4.

Figure 4 shows the entire process of project group program evaluation. First, the
network is sliced according to capability types to obtain the management capability network
and a series of execution capability networks. Then the management capability is calculated,
and on this basis the execution capability is calculated. After obtaining the total execution
capabilities of a series of project group network programs, an evaluation matrix is formed
to rank the programs.
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Figure 4. Project group programs evaluation process diagram.

6.1. Input Processing

For a project pi, its capability value set under the criterion X is Φi = {φi1, φi2, cdots, φik}.
This is a collection of values based on the capabilities of each project. In order to facilitate
subsequent index calculations, the capability values are now combined into a set with
reference to each capability criterion. Then, under the ability xj, the ability value set of each
project is XVj = {φ1j, φ2j, · · · , φmj}.

In particular, XV1 represents the value set of management capabilities of all projects.
XV2, · · ·XVk is the set of values of all projects in execution capability.

The decomposition process of the input data is shown in Figure 5.
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Figure 5. Input data decomposition process.

6.2. Management Performance Calculation

In the process of input decomposition in Section 6.1, the management capability value
set XV1 of all projects is obtained. Taking XV1 = {φ11, φ21, · · · , φm1} as input according
to Equations (12) and (13), we can calculate the management performance of all planning
projects under the project group network program Gr. Since the value of the management
capability of the execution project in XV1 is 0, there is no need to calculate the manage-
ment performance of the execution project. All planning projects Pa = {p1, p2, · · · , pm1}
management performance value set is {MPr

1 , MPr
2 , · · · , MPr

m1
}.

6.3. Execution Performance Calculation

According to the obtained management performance and the capability value sets
XV2, · · · , XVk of all projects under each criterion set, each execution project under the project
group network program can be calculated separately from the set of execution performance,
{BPr

m1+1,2, BPr
m1+2,2, · · · , BPr

m,2}, {BPr
m1+1,3, BPr

m1+2,3, · · · , BPr
m,3}, {BPr

m1+1,k, BPr
m1+2,k, · · · ,

BPr
m,k}.

Finally, according to the above execution performance set, under the project group
network program, the followng execution performance set of the entire network can be
obtained: {TBPr

2 , TBPr
3 , · · · , TBPr

k}.
The execution performance of each network program constructed in the previous

section constitutes an evaluation matrix DV:

DV =
(

TBPr
j

)
N×k

=


TBP1

2 TBP1
3 · · · TBP1

k
TBP2

2 TBP2
3 · · · TBP2

k
...

...
...

TBPN
2 TBPN

3 · · · TBPN
k

 (17)

where TBPr
j is the value normalized by each column of the matrix, representing the nor-

malized value of the network program Gr execution performance under the execution
capability criterion xj.

Since decision makers have different evaluation values for the capabilities of each
project, each decision maker under the decision maker set D = {d1, d2, · · · , dp} will gener-
ate an evaluation matrix eventually, and the final evaluation matrix set is {DV1, DV2, · · · ,
DVp}.

The elements in the evaluation matrix are the degrees of affiliation when the hesitant
fuzzy method is finally used for program evaluation. Finally, using the hesitant fuzzy
method, the score set {s(G1), s(G2), · · · , s(GN′)} of each network program can be obtained
and completely evaluated.
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7. Case Study
7.1. Case Description

In order to study the effectiveness of program generation and hesitant fuzzy pro-
gram evaluation method based on project group network, a case study of project group
is proposed.

In the case of our research project group, there are 17 different projects, of which 6
are planning projects and the rest are execution projects. The project group plans to set
up three management layers. Referring to the practice in the field of project management,
we use seven capability criteria X = {x1, x2, x3, x4, x5, x6, x7} for each project measured.
The seven main capabilities are as follows: management capability x1, advancing progress
capability x2, communication and coordination capability x3, risk prevention and control
capability x4, quality supervision capability x5, market research capability x6, and staff
training capability x7. See Table 2 for specific explanations and meanings.

Table 2. Introduction to project capabilities.

Capability Name Meaning

Management Capability
It refers to the capability of planning projects to reasonably convey various informa-
tion and notices to subordinate projects, rationally dispatch resources, and guide
the normal progress of subordinate projects.

Advancing Progress Capability
According to the project content of the planning project, the capability to gradually
complete the relevant tasks within the specified time period and steadily promote
the progress of the project.

Communication and Coordination Capability The capability to communicate and cooperate with other project participants and
project external collaborators to solve problems.

Risk Prevention and Control Capability
The capability to execute projects against possible hazards brought about by
various emergencies, ensure the normal operation of project funds, and the steady
development of various tasks.

Quality Supervision Capability The capability to complete the task content of the project in accordance with the
quality standards of the planning project.

Market Research Capability
The execution project is based on the current market and field status, understands
the field dynamics, adjusts the technical details accordingly, and updates the
ability of the development method.

Staff Training Capability Train new members for the project team and enrich the capabilities of project
team members.

By inviting experts in relevant fields and practitioners who have been involved in
project management for a long time, the performance of each project under each capa-
bility criterion is evaluated. The evaluation results of three decision-making experts
D = {d1, d2, d3} with high reference value are selected as the basis for subsequent program
evaluation. Under the evaluation of the three experts, the values of the capability indicators
of each unit are shown in Table 3.

Table 3. Table of capability values for each project.

Capability Criteria

Project Type and Number x1 x2 x3 x4 x5 x6 x7

Planning Project

p1 10, 12, 9 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0
p2 6, 6, 8 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0
p3 6, 6, 8 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0
p4 4, 3, 3 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0
p5 4, 3, 3 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0
p6 4, 3, 3 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

Execution Project

p7∼p14 0, 0, 0 10, 12, 8 10, 9, 12 10, 7, 8 5, 3, 7 2, 3, 4 1, 2, 3
p15 0, 0, 0 5, 8, 3 15, 12, 18 5, 4, 3 20, 25, 30 0, 3, 0 0, 1, 0
p16 0, 0, 0 5, 5, 5 5, 3, 6 10, 12, 8 10, 7, 3 20, 25, 30 5, 3, 8
p17 0, 0, 0 0, 1, 1 10, 8, 10 5, 5, 3 0, 1, 2 0, 1, 2 20, 15, 25
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Table 3 shows an evaluation by experts of the performance of each project under each
capability. The evaluation value of each expert does not set a range of values, which are all
subjective judgments based on experience, so there is no comparison between the absolute
values of evaluations by different experts. Subsequently, by normalizing the scores of each
expert, relative values with research significance can be obtained for comparison.

There are two types of execution projects: basic execution projects (p7∼p14) and special
execution projects (p15, p16, p17). The number of basic execution projects is relatively large,
and they are the main body of the execution projects. The special execution projects are
mainly used to complete some guarantee tasks with little demand.

The basic execution project is the most common execution project in the project group.
Basic execution projects are used to complete the most important and large requirements in
the project group. In the case of this paper, the most prominent capability item of the basic
execution project is capability x2 “Advancing Progress Capability”. This is also the most
important and basic capability of a project group. The capabilities of the basic execution
projects are not particularly outstanding in other aspects, so they need to be supplemented
by other execution projects.

Special execution projects are mainly used to meet some special capabilities that
are necessary but not in high demand. These projects are more outstanding in a certain
capability. For example, project p15 has a higher value on capability x5 “Quality Supervi-
sion Capability”.

7.2. Program Evaluation
7.2.1. Generate Network Program

We generate all possible program according to the project group network generation
method. There are three management layers. The first management layer assigns a planning
project with the highest management capability, which is determined as p1. The latter two
management layers randomly assign planning projects, and according to the second rule,
ensure that the number of planning projects in the third layer is greater than that in the
second layer.

According to rules 5 and 8, basic execution projects cannot subsequently be assigned to
the highest management level, nor can special professional execution projects be assigned
to the lowest management level. You cannot have a planning project without a subordinate
planning project or execution project. During the allocation process, execution projects of
the same type and with exactly the same attributes can be regarded as the same repeated
projects; without distinction in allocation, they can be regarded as the same “puzzle” in
the ”mosaic”.

According to the above rules, after the allocation of 6 planning projects, there are
10 allocation programs in total. Subsequently, the management relationship between plan-
ning projects is generated, and finally 60 kinds of planning project structure programs are
generated. Then the basic execution projects are allocated, and the eight execution projects
are allocated to the planning projects on the second and third levels for management. There
is no difference between the 8 execution projects when allocating, so there are 495 allocation
programs in total. Finally, the three special execution projects are allocated to the planning
projects on the first and second management layers, and there are 27 allocation programs in
total. Therefore, a total of 60 × 495 × 27 = 801,900 network programs are finally generated,
and the program numbers are G1∼G801900.

7.2.2. Manage Performance and Execution Performance Calculation

According to the calculation methods in Sections 5.1 and 5.2, the evaluation matrix
composed of three experts is obtained as follows:
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DV1 =

TBP2 TBP3 TBP4 TBP5 TBP6 TBP7
G1
G2
G3
· · ·

G801899
G801900



0.497 0.578 0.547 0.587 0.540 0.566
0.502 0.607 0.565 0.607 0.562 0.666
0.517 0.599 0.568 0.660 0.620 0.521
· · · · · · · · · · · · · · · · · ·

0.538 0.612 0.585 0.748 0.718 0.424
0.557 0.663 0.622 0.685 0.637 0.677



DV2 =

TBP2 TBP3 TBP4 TBP5 TBP6 TBP7
G1
G2
G3
· · ·

G801899
G801900



0.506 0.565 0.573 0.583 0.565 0.577
0.514 0.592 0.598 0.611 0.591 0.659
0.526 0.583 0.602 0.668 0.643 0.541
· · · · · · · · · · · · · · · · · ·

0.546 0.592 0.629 0.770 0.736 0.462
0.569 0.647 0.657 0.689 0.666 0.680



DV3 =

TBP2 TBP3 TBP4 TBP5 TBP6 TBP7
G1
G2
G3
· · ·

G801899
G801900



0.504 0.572 0.536 0.554 0.548 0.581
0.512 0.599 0.551 0.575 0.574 0.664
0.522 0.595 0.556 0.611 0.616 0.548
· · · · · · · · · · · · · · · · · ·

0.538 0.613 0.574 0.677 0.695 0.473
0.565 0.655 0.607 0.643 0.644 0.686


7.2.3. Synthesizing the Hesitant Fuzzy Matrix and Ranking the Programs

It is determined that the importance of the three experts is the same, and the above
evaluation matrix is synthesized into a hesitant fuzzy matrix, as shown in Table 4.

Table 4. Hesitation fuzzy matrix.

TBP2 TBP3 TBP4 TBP5 TBP6 TBP7

G1 0.497, 0.506, 0.504 0.578, 0.565, 0.572 0.547, 0.573, 0.536 0.587, 0.583, 0.554 0.540, 0.565, 0.548 0.566, 0.577, 0.581
G2 0.502, 0.514, 0.512 0.607, 0.592, 0.599 0.565, 0.598, 0.551 0.607, 0.611, 0.575 0.562, 0.591, 0.574 0.666, 0.659, 0.664
G3 0.517, 0.526, 0.522 0.599, 0.583, 0.595 0.568, 0.602, 0.556 0.660, 0.668, 0.611 0.620, 0.643, 0.616 0.521, 0.541, 0.548
. . . . . . . . . . . . . . . . . . . . .

G801899 0.538, 0.546, 0.538 0.612, 0.592, 0.613 0.585, 0.629, 0.574 0.748, 0.770, 0.677 0.718, 0.736, 0.695 0.424, 0.462, 0.473
G1 0.557, 0.569, 0.565 0.663, 0.647, 0.655 0.622, 0.657, 0.607 0.685, 0.687, 0.643 0.637, 0.666, 0.644 0.677, 0.680, 0.686

Each row represents a network program, each column represents the overall per-
formance of the entire network program under a certain criterion, and TBP2 represents
the entire project group of each program under the criterion x2, which is the normalized
value of execution performance. The three values in the cell correspond to the normalized
execution performance calculated from the initial assessments of three experts.

In this case, it is considered that the weight of each criterion is the same, so the
weight vector is w = ( 1

6 , 1
6 , 1

6 , 1
6 , 1

6 , 1
6 )

T . According to Formula (5), the HFWA operator is
used to calculate the hesitant fuzzy element hi(i = 1, 2, 3, · · · , 801,900) of the program
Gi(i = 1, 2, 3, · · · , 801,900):
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h1 = HFWA(h11, h12, h13, h14, h15, h16)
= HFA(h11, h12, h13, h14, h15, h16)

= {0.497, 0.506, 0.504}, {0.578, 0.565, 0.572},
{0.547, 0.573, 0.536}, {0.578, 0.583, 0.554},
{0.540, 0.565, 0.548}, {0.566, 0.577, 0.581}

= 1
6 ⊕ h1i =

⋃
γ11∈h11,γ12∈h12,γ13∈h13,γ14∈h14,γ15∈h15,γ16∈h16

{
1−

6
∏
i=1

(1− γ1i)
1
4

}
= {0.553, 0.555, 0.556, · · · , 0.550︸ ︷︷ ︸

lh=729

}

The same can be said of

h2 = {0.588, 0.587, 0.588, · · · , 0.582︸ ︷︷ ︸
lh=729

}

h3 = {0.584, 0.587, 0.588, · · · , 0.576︸ ︷︷ ︸
lh=729

}

· · ·

h801899 = {0.619, 0.623, 0.625, · · · , 0.603︸ ︷︷ ︸
lh=729

}

h801900 = {0.643, 0.643, 0.644, · · · , 0.635︸ ︷︷ ︸
lh=729

}

Subsequently, the score s and deviation degree σ̄ of each program solution are calcu-
lated according to Formula (6), and we obtain:

s(h1) = 0.5552, s(h2) = 0.5890, s(h3) = 0.5859, · · · , s(h801899) = 0.6204, s(h801900) = 0.6438

σ̄(h1) = 1.88× 10−5, σ̄(h2) = 2.30× 10−5, σ̄(h3) = 4.34× 10−5, · · · ,
σ̄(h801899) = 1.20× 10−4, σ̄(h801900) = 3.25× 10−5,

According to the scores of the above programs, the final set of programs with the
highest score (s = 1) is as follows:

{G570780, G572292, G584718, G585270, G585657, G591303, G594954, G597591, G604425, G608211, G610875, G625056,
G625473, G625833, G637686, G639198, G664935, G665514, G671574, G675225, G677835, G684642, G688455, G705327,
G705744, G706077, G717930, G719442, G745449, G745947, G751845, G755550, G765156, G768888, G785598, G786069}

There are a total of 37 programs in the above program collection. These 37 programs are
all the best ones selected by the hesitant fuzzy method. These optimal programs represent
the optimal project group network structure under the evaluation method proposed in this
article. We will explain this structure in detail with examples in Section 7.3.

7.3. Analysis of Network Programs Evaluation Results

Take scheme G570780 as an example; the program finally generates an adjacency matrix,
which is a symmetric matrix. The network graph drawn according to the adjacency matrix
is shown in Figures 6 and 7.
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Figure 6. Program G570780 project group network structure diagram.

Legend

Planning project

Basic execution project

Special execution project

Figure 7. Program G570780 project group organization diagram.

The project network diagram above shows the final organization of project group
program. The numbers in the nodes are project numbers. Red nodes represent planning
projects, and blue nodes represent execution projects.

The project group organization diagram is a structured representation of the project
group’s final solution. The red unit is the planning project. Its position in the organizational
diagram represents the layer of the planning project. From top to bottom, it is the first,
second, and third management layer, respectively. The blue units are execution projects,
which are basic execution projects and special execution projects, both of which belong to
the execution layer. The connection relationships in the organization diagram represent the
jurisdictional relationships among the project groups.
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1. Average management load. In the method of this paper, except for the five projects
managed by the top planning project p1, the number of projects directly managed by
other planning projects is generally two to three. This avoids the unbalanced infor-
mation load situation in which some planning projects have too much management
information load and some planning projects have less load, which helps to fully
involve to the execution capability of each project in the overall project group.

2. Basic execution project management decentralization. The basic execution projects
are mainly managed by the third-level planning projects. The planning projects
p2, p3 and p6 of the third management layer manage seven of the eight execution
projects, and only one execution project is added to the second-level planning projects.
The number of basic execution projects is relatively large, and they are also the
backbone of the entire project group. The basic execution projects are delegated to
the management of low-level planning projects. Although the link of information
transmission is increased and part of the execution performance of the execution
projects is sacrificed, it helps to reduce the information load and management pressure
of upper-level planning projects, thus enabling the entire project group program to
have better overall execution performance.

3. Special execution projects are directly under the topmost planning project. Special
execution projects are not the main force in project execution, but they have some
special execution skills during project execution. These special capabilities are often
necessary for the operation of project groups and are an important part of ensuring
the normal operation of project groups. And because the number of these special exe-
cution projects is relatively small, in order to ensure the full play of these capabilities,
these special execution projects are often handed over to higher-level planning project
management as a direct subordinate team. The above-mentioned optimal program
embodies this principle. When the high-level planning project management capability
is sufficient, a small number of special execution projects can be properly managed to
improve the overall execution capability.

After analyzing and comparing 36 optimal plans, excluding duplication of plans
caused by units of the same type but with different numbers, it was concluded that there
are two categories of optimal organization programs:

1. General organization program: The program represented by the above-described
program G570780. It is characterized by the fact that three special execution projects
are directly under the jurisdiction and management of the highest-level planning
project. The remaining basic execution projects are mainly managed by the lowest-
level planning project, with a few directly managed by higher-level planning projects,
and the information load is evenly managed.

2. Specialized organization program: The plan represented by plan G785598. The char-
acteristic is that the top-level planning project only has special execution projects
under its jurisdiction, and it has two planning projects under its jurisdiction. One
of the second-level planning projects has two third-level planning projects under
its jurisdiction, and each has three general execution projects under its jurisdiction;
the other second-level planning project has two general execution projects and one
third-level planning project under its jurisdiction directly under the jurisdiction of a
certain special execution project to strengthen the performance of the special execu-
tion capability of the special execution project. The program network diagram of this
program is shown in Figure 8.
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Legend

Planning project

Basic execution project

Special execution project

Figure 8. Program G785598 project group organization diagram.

The above example puts a special execution project under the independent command
of a third-level planning project to individually strengthen its execution performance, so
that the plan can better exert the professional capabilities of the sub-special operations unit.
Special execution programs here are also replaceable.

Although the two types of optimal programs—the general program and the special-
ized program—have the same score in the end, the characteristics and emphases of the
two programs are not the same. This also provides ideas for the construction of project
group programs.

In addition to the 36 optimal programs analyzed, there are a total of 24 programs with
the lowest score (s = 0.3265), which are as follows:

{G13351, G26716, G31184, G53446, G57914, G71279, G93541, G106906, G133636, G173731, G187096, G213826,
G253921, G267286, G294016, G325214, G338579, G365309, G405404, G418769, G445499, G485594, G498959, G525689}

Taking scheme G13351 as an example, we analyze the characteristics of the program
with the lowest score. The network structure diagram of the program G13351 is shown
in Figure 9.

In this program, almost all execution projects and planning projects are concentrated
under the management of planning project p2, which results in other planning projects
being unable to play their due management roles, and the management burden of p2 is too
heavy. Therefore, the entire program cannot properly execute its role. This is the drawback
of excessive centralization.
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Figure 9. Program G13351 project group network structure diagram.

8. Conclusions

Combining coupling network and hesitant fuzzy decision-making theory, this paper
proposes a project group evaluation and decision-making method. Firstly, the concept of
PEN is proposed, and the project group is modeled and described through the coupling
network, and the nature, constraint rules and generation method of the project group
network program are obtained; secondly, based on the characteristics of the PEN, combined
with the network evaluation indicators, the attribute of each network node is aggregated
into the evaluation attribute of the entire program network, and the evaluation value of each
network program under multiple capability attributes can be obtained. Finally, according to
the evaluation basis of different experts for each program, the capability values calculated
above are used to obtain the hesitant fuzzy matrix, and the scores of each program are
obtained through corresponding calculations and sorted by preference, thereby assisting in
decision-making.

This method designs a set of modeling evaluation systems and standards for the
project group, which can effectively evaluate the project program. However, the modeling
evaluation method in this paper still has some shortcomings:

1. The program space is huge. As the number of nodes increases, the program sum-
mary will grow exponentially. This case has only 17 network nodes, and there are
801,900 solutions according to the constraint rules. Therefore, it is necessary to study
the solution generation method more deeply to avoid duplication of solutions and to
use optimization algorithms for solution optimization.

2. There are many optimal solutions. Since there is no significant difference in the evalua-
tion of the execution capabilities of each project by various experts, the final evaluation
results of multiple programs are the same. However, the optimal plan of project group
itself is diverse, and more optimal projects can also provide more options.

Based on the existing problems of this research, in the next step of work, the following
research will be focused on the following:
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1. Exploring methods for screening and pruning during proposal generation to reduce
the size of the proposal space.

2. Further adding constraints and rules in line with the actual situation to reduce the
number of optimal solutions and avoid repeated solutions as much as possible.

Our work studied the application of the hesitant fuzzy method in project group
evaluation and decision-making, and verified the effectiveness through cases, and also put
forward certain suggestions for project group design.

Our work applies the hesitant fuzzy multi attribute decision making method in the
evaluation of project group programs. A project group is modeled using a multi-layer cou-
pling network to classify projects into planning projects and execution projects. The overall
performance of the program is calculated using the topology of the network and the char-
acteristics of the project group management information, using the hesitant fuzzy method
to evaluate program options and obtain the final preference ranking of options.

Project group management is also an important topic in public governance. Scientific
methods of project group management can help build smart cities and digital governments,
prevent major public emergencies caused by project failures, and help improve public
governance capabilities.
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