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Abstract: Corporate human capital is a critical driver of sustainable economic growth, which is
becoming increasingly important in the changing nature of work. Due to the expansion of various
areas of human activity, the employee’s profile becomes multifaceted. Therefore, the problem of
human capital management based on the individual trajectories of professional development, aimed
at increasing the labor efficiency and contributing to the growth of the corporate operational efficiency,
is relevant, timely, socially, and economically significant. The paper proposes a methodology for
the dynamic regimes for human capital development (DRHC) to design individual trajectories for
the employee’s professional development, based on reinforcement learning methods. The DRHC
develops an optimal management regime as a set of programs aimed at developing an employee in
the professional field, taking into account their individual characteristics (health quality, major and
interdisciplinary competencies, motivation, and social capital). The DRHC architecture consists of an
environment—an employee model—as a Markov decision-making process and an agent—decision-
making center of a company. The DRHC uses DDQN, SARSA, and PRO algorithms to maximize
the agent’s utility function. The implementation of the proposed DRHC policy would improve the
quality of corporate human capital, increase labor resource efficiency, and ensure the productivity
growth of companies.

Keywords: corporate human capital; individual development trajectories; machine learning;
reinforcement learning; Q-learning
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1. Introduction

Corporate human capital (HC) is one of the most important drivers of sustainable
economic growth that has become increasingly important under innovative economic
development and the changing nature of work. Often, companies, underestimating the
benefits of investments into HC development and exaggerating their risks, do not invest
sufficient resources. Indeed, the return on investment is seen in the long-term. Thus,
companies lose the opportunity to ensure a relationship between physical and human
capital, on the one hand, and economic growth and development, on the other hand.
Timely and informed decisions and investments make it possible to manage corporate
human capital, which determines their economic growth and development.

The existing conditions of technological development inevitably change the nature
and conditions of work. The employee’s profile has become more and more multifaceted
due to the expansion of various areas of human activity in the digital space. Therefore,
the problem associated with the development of approaches, methods, and tools for HC
modeling and management as the most important resource for an company’s activities is
relevant, timely, socially, and economically significant.

The aim of the study was to develop the technology for HC management based on a
new methodology for HC assessment and a scheme for the individual trajectories for the
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employee’s development that improve the HC quality and increase the company perfor-
mance. To implement the HC management scheme, the reinforcement learning method (RL)
and a set of algorithms were used to find out the optimal personnel management strategies.

We considered the problem of sequential decision making in a stochastic environment.
To solve this problem, the principle of maximum expected utility was applied. The optimal
choice of decision sequence is based on future successive actions and observations. To
formalize the problem of sequential decision making, when the consequences of actions
are not determined, the Markov decision process (MDP) is used. The model defines the
stochastic dynamics of the system as well as the utility associated with evolution and
decision strategies. Therefore, we can find exact solutions for the MDP problem and also
use various approximate methods.

The rest of this article is organized as follows. Section 2 describes the features of the HC
study, summarizes methods for corporate HC assessment and management, presents the
economic and social effects achievable with the competent management of corporate HC,
and provides an overview of problems from the field of economics, finance, and business
that can be solved based on RL methods. Section 3 presents the proposed methodology used
to design the dynamic regimes for the development of corporate HC, and Section 4 describes
a numerical experiment regarding the implementation of the proposed methodology and
analyzes the results of the study.

2. Literature Review
2.1. Methods for Corporate HC Management

The existing conditions of technological development in the framework of the Fourth
Industrial Revolution will inevitably change the nature and conditions of work. The quality
of HC determines a significant contribution not only to the labor productivity growth, but
also contributes to the increase in social connections, an expansion of market share, and
product competitiveness.

At the level of the individual employee, HC is a set of knowledge, skills, and abilities,
and the state of a person’s physical and mental health affects the results of their labor
activity and corresponding income. At the level of an enterprise (organization), HC forms
an economic resource, the reproduction of which requires, in contrast to physical capital,
constant motivation. At the level of the state and the region, HC is formed by investing in
the accumulation of knowledge and the intellectual component, and by improving the level
and quality of life including upbringing, education, health, security, culture, and art. HC is
a complex intensive factor of social and economic development. It contributes to improving
the quality and productivity of labor in all types of life and the support of society.

The cornerstone in the formation of HC management mechanisms is the choice of
methods for its assessment. Depending on the level of consideration and the subject of
use, there are many methods designed to assess human capital in order to identify it and
further manage it. Considering the assessment of personnel at the level of an individual
employee (personnel assessment), talent management methods aimed at obtaining feed-
back from employees [1,2] in order to manage the company’s performance have recently
become widespread. Within the talent management system, for personnel assessment and
development, the following stages are usually performed: assessment of the performance
of an employee; assessment of potential; career planning, training and career mentoring;
staff rotation; the study of competencies in behavior. The problem of career management in
the human resource development system has also been actively discussed in the scientific
literature where the use of different coefficients for factors have been proposed to achieve a
greater efficiency [3–5]. These factors in the development of HC are not independent and
often have a close correlation [6–9], which complicates the search for specific mechanisms
for career management. Regular and continuous evaluation and monitoring of employees
is recommended to assess the extent to which the goal is being achieved [10].

Analysis of the scientific literature on the issues of the assessment and management
of corporate HC has revealed a single goal: the design and maintenance of a sustainable
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system for the company’s human resource management [11,12]. Generalized methods of
presenting human capital and methods for its analysis at the company level are combined
in Table 1.

Table 1. Corporate HC related studies in terms of its management (first published by the author
in [13]).

Subject of Study and Highlights Methods of Study References

Propose human-centered architecture and a human-centered
architectural model. HC is based on competencies, human life cycle,
and scenarios of the external environment

Information system development [14,15]

Examines the features of corporate HC and its management using
generations theory Expert measures [16]

Shows that factors of the company’s HC are not independent, but often
have a close correlation. Points out on the complexity of building
specific mechanisms for career management

Correlation analysis [3–8]

Propose subjective self-ratings of employees as to their individual HC
and its conversion to objective measurements Expert measures [17]

Development of a HC strategy of a company. Description of the
relationship between corporate social responsibility and strategic HRM.
Focuses on social capital, economic performance, and society wealth

Strategic analysis [10,18–21]

Measurement of the effectiveness of leadership development programs.
HR analysis as a driver and a measuring tool to support
organizational change

HC metrics
(indices analysis) [22,23]

Using times series to build up data about HC and its comparison
over time Times series analysis [24]

Cause–effect relationships between HR processes and product shrink Structural equations modeling [25]

HC-related measurements within the company’s intellectual capital
relating to the company strategy: product development, improvement
of personal skills, creating knowledge and competences within current
and future technologies

HC metrics
(indexes analysis) [26]

Explore HR quantitative and qualitative data across the organization
and its analysis as “capability metrics” to the business unit leader HC metrics [27]

Model for support decision making. Analysis of the relations of the HC
data and its impact on managerial effectiveness and engagement.
Using HC measures for the diagnosis of business problems and
sales effectiveness

Descriptive measures [28–31]

Corporate performance dashboard with greater emphasis on HR data
in decision making

Information system
development/use/support [32]

An analysis of the existing approaches, methods, and tools for assessing and managing
corporate HC shows that there is a gap between the need to take into account all aspects
of a company’s HC and the possibility of existing approaches to such an assessment and
management. The assessment of corporate human capital in various scientific works is
formed, on the one hand, from the standpoint of the competence of employees or the state
of health of the employees or motivational characteristics, etc. However, a comprehensive
assessment of human capital at the corporate level, reflecting all of these different factors
of employees and characteristics including education, health, qualifications, involvement
and motivation as well as social skills, communication skills, interdisciplinary skills for the
requirements of new professions and the ability to quickly employees adapt, which are the
basis for the formation of management decisions on personal corporate developments, is
absent in existing scientific papers on the topic.

Traditionally, HC management is implemented on the basis of tactical rather than
strategic management methods, in which the long-term effects of the decisions taken are
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not considered. However, the dynamic nature of the HC indicators themselves, associated
with changes in the professional qualities of the employee, their motivation, and social
characteristics, is also not taken into account.

2.2. Modern Trends for the Personnel Professional Development

The strategic point for a design personnel management system needs to invest in
personnel development, which is beneficial for the company. Proper investment in the
employee’s development guarantees a competent, motivated, and well-coordinated team
that will bring profit to the company.

Below, we present the main potential economic and social effects that arise as a result
of competent personnel development for various economic subjects including the employee,
the company, and society. At the employee level, the following positive effects are observed:

• Guaranteed job retention;
• Acquisition of new knowledge, skills, abilities, disclosure of abilities;
• Growth in labor market value;
• Expanding opportunities for professional and career growth;
• Expansion of social networks and connections;
• Growth in self-esteem and self-confidence.

At the company level:

• Growth in productivity and quality of work, income and profits;
• Reducing staff turnover;
• Increasing employee motivation;
• Increasing the contribution of each employee to the achievement of goals;
• Facilitating the delegation of authority;
• Improvement in corporate culture;
• Reducing the adaptation period;
• Improving the moral and psychological climate in the team and project teams;
• Positive impact on labor discipline.

Society, as a whole, has the following benefits from increased HC quality:

• Development of the labor potential of society;
• The growth of social labor productivity.

At the stage of the personnel development strategy, it is required to clearly define what
results the company expects to receive from its employees as well as what professional
and personal qualities need to be developed. The personnel development strategy can be
situational and systemic. In the first case, it is tied to a specific business task (for example,
ensuring sales growth). With the system option, there is constant learning and development
within the company. Through this strategy, employees improve their full range of skills
and apply them in practice on the job.

The company itself must create specialists who are capable of developing and imple-
menting innovative ideas and solutions. In this process, the selection and implementation
of adequate methods of personnel management are of great importance.

2.3. Applications of RL in Organizational Systems

Applications of reinforcement learning methods and algorithms are diverse and
are associated with the optimization problems (dynamic programming) of processes in
organizational systems:

• In industry and management, RL is used across the entire spectrum of resource
management tasks [33–38], the development of production scheduling principles [39],
development of restocking plans that set the timing and volume of restocking, and the
development of logistics routes and supply chains [40,41];

• In robotics, RL has many applications including the improvement in movement and
the development of autonomous vehicles [42,43];
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• RL is used to improve cloud computing. Application performance is optimized for
latency [44], data center cooling, processor cooling, and network routing [45,46];

• RL is used to optimize energy consumption in power grids under conditions of multi-
agent consumption [47] and for building smart energy infrastructure systems [48,49];

• RL improves traffic control on the roads and is used in smart city management algo-
rithms [50–52];

• Many RL applications in the field of healthcare are used to generate schemes for
calculating and dosing medicines [53–55];

• In designing education and e-learning systems, RL can increase their effectiveness by
selecting curricula [56].

In addition, Table 2 shows the RL applications in the field of economics, finance, and
business, grouped by the commonality of the methods and learning algorithms used.

Table 2. Analysis of the problems in the field of economics, finance, and business solved by RL.

Problem Algorithm References

Stock trading
Development of a decision-making strategy

DDPG (deep deterministic policy gradient)
Adaptive DDPG

DQN (deep Q-networks)
RCNN (recurrent convolutional neural networks)

[57–60]

Portfolio management
Algorithmic trading

Portfolio optimization

DDPG
Model-free CNN

Model-based CNN
[61–66]

Online services and retail
Development of recommender systems

Development of dynamic pricing algorithms
(in real-time)

Actor-critic method
SS-RTB (sponsored search real-time bidding)

DDPG
DQN

[66–68]

A number of studies have shown that RL is a learning model in the human brain.
The use and implementation of the ideas of neuroscience and psychology for RL can also
potentially affect the solutions of the sampling and research efficiency problems in modern
algorithms. People can learn new tasks using few data. People can learn to perform
the same problem by varying the parameters without having to relearn them [69–71]. In
contrast to the RL model, people form generic representations that they transfer between
different tasks. Principles such as compositionality, causality, intuitive physics, and intuitive
psychology have been observed in the learning process [72,73]. If these learning processes
can be modeled on the basis of RL, this can lead to a significant increase in the sampling
efficiency and robustness of the algorithms. Experiments with RL models can provide
results that can in turn be used in the fields of neuroscience and psychology.

Thus, all of this suggests the need to develop a new universal approach and method
for corporate HC management, using HC as an economic productive resource, free from
the shortcomings of existing methods. Based on an adequate assessment of the company’s
HC, the new approach should provide support for making management decisions for the
design of individual trajectories of professional development that ensure the improvement
in the quality, not only of the individual and corporate HC, but also in the continuous
growth in social welfare.

We propose a new methodology for corporate HC management, which is discussed in
detail below.

3. Research Methodology
3.1. Concept Description

The dynamic regimes for human capital development (DRCH) are aimed at dynamic
adaptation to various situations and improving the quality of HC and its return to the
company in the long-term (due to delayed effects) and medium-term. The methodology of
DRCH is presented in Figure 1.
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DRCH is based on the proposed methodology for HC assessment [13] and the scheme
for the design of individual trajectories of professional development. It is different from
the existing ones in the systematic and comprehensive HC assessment in related fields,
reflecting different aspects and properties of human capital as well as a scientifically-based
strategy for HC management. The conceptual diagram of the methodology consists of an
assessment module and a HC control module.

The human capital assessment module is based on a comprehensive consideration
of the HC properties that are manifested in the digital economy, and takes into account
traditional characteristics such as age, education, professional experience, and competencies
as well as additional characteristics such as social status, health level, interdisciplinary
professional competencies, motivation, and involvement.

For the assessment, we examined employers through five tracks: track 1 assesses the
health quality, track 2 is intended to assess major competencies, track 3 is to assess the
interdisciplinary competencies, track 4 is to assess motivation and involvement, and track
5 is to assess social status and behavioral skills. The control module is to design individual
trajectories for the employees’ professional development and is based on the assessment
results obtained from the previous module.

The design of the DRHC is as a sequential solution to a decision problem that fits well
into the RL structure. Decision rules are equivalent to policies in RL, and management
results are expressed by reward functions. The input data are a set of data on the employees
across the entire spectrum of HC factors such as knowledge, skills, health quality, social
capital, innovativeness, socio-demographic factors, digital footprint data as well as data
on the causal relationships of these factors. The output data are formed as a management
decision for each stage (as a state in RL).

The use of RL for solving the problem for DRCH design has several advantages:

1. RL makes the best decision over time for each employee at any given time, taking into
account the diversity of the employees’ characteristics. This can be achieved without
an exact mathematical model of an employee, and without data on the cause–effect
relationships between the decision (impact) and the result (return);

2. RL and its solutions improves the long-term results, taking into account the distribu-
tion over time and the delayed effect of the impact;
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3. RL allows for the design of a reward function that is adaptive and based on domain
expertise;

4. RL provides multi-criteria optimization in terms of efficiency and risk criteria (for
example, for a company to lose a competitive employee who may go to another
employer).

The DRHC consists of a sequence of decision rules to form a course of action (type
of impact) in accordance with the current employees’ performance and previous impacts.
Unlike traditional randomized trials that are used as evaluation tools to confirm the ef-
fectiveness of a program, the DRHC has been designed to create scientific hypotheses
and develop methods of influence (programs, activities) in certain employee groups or
individual employees. Using the data generated in the system (for example, in the random-
ized trials system), the optimal DRHC can find the optimal result, which can consist of
different programs.

The policy for the individual professional trajectory development of an employee is
becoming increasingly relevant and can be used to select effective tools for HC management.
This policy is a set of rules to determine the optimal composition of programs at a time,
which depends on the characteristics of the employees as well as the effectiveness of the
impact of already implemented programs. The optimal regime of influence (management)
or a consistent set of programs allows for the maximization of the average expected income
for the entire period of program implementation (management decisions).

The problem to be solved is to determine a set of individual programs for employees
that increase the company’s efficiency. This takes into account the effectiveness of the
next program, which depends on the results of the effectiveness of previous programs
for a particular employee. As applied to this problem, the RL algorithm can be described
as follows.

For each employee, stages correspond to points at which the program is defined.
At these points, programs are selected, and observed information about the employee is
recorded. The consequence of the impact of the program is a numerical value or reward.
The search for the best exposure regime, which leads to the maximum effect for the company,
is the goal of the RL algorithm.

The control object is HC, the assessment of which for individual employees is presented
in detail in [13,74–79]. Based on the developed methodology, each employee has a certain
numerical assessment of their HC. The assessment is carried out according to five groups
of indicators (assessment blocks): the assessment of the level of health, assessment of
competencies, assessment of cross-professional competencies, assessment of motivation
and involvement, and the assessment of social status. Depending on the final HC value,
the employee belongs in one of five groups for each assessment block (each block has five
gradations of its values).

The proposed methodology to assess human capital is the basis for the design of man-
agement decisions aimed to develop the employees’ potential and the HC quality. Manage-
ment decisions are personal in nature and depend on the existing HC level. Management
decisions implemented in dynamics are called individual trajectories for professional devel-
opment. A list of decisions has been developed for each block of HC assessment, depending
on the total HC level [13]. These decisions, as programs, are aimed at HC improvement by
one of its indicators. The general trajectory of the employee’s professional development is
determined by the composition of managerial decisions from each block. The design of
such a trajectory is the problem of RL.

3.2. Statement of the Problem

The environment is defined as a Markov decision process (MDP) [80]: M = {S, A, P, R, γ},
where S is the state space in which the environment states are defined, st ∈ S; A is the action
space in which the actions of the agent are defined, at ∈ A; P is the transition probabilities
of the Markov process, at each time step t, the next state st+1 is taken from the probability
distribution P: p( st+1|st, at) ∈ P; R is the reward function, at each time step t, the agent
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receives a reward depending on the action implemented at from the state st to the new
state st+1: rt(st, at, st+1) ∈ R; γ is the discount factor used to sum rewards, γ ∈ [0, 1]. The
notations for states st = s, st+1 = s′, actions at = a, and rewards rt = r will be further
used interchangeably.

The MDP graph consists of a set of vertices corresponding to different levels of
HC quality. The states are set in 5-dimensional space by the number of HC assessment
indicators (major competencies, interdisciplinary competencies, social skills, health quality,
motivation). The change in state occurs under the influence of 25 different decisions, five
decisions for each of the five indicators for the HC quality assessment. We introduced an
assumption that for each employee in a unit of time, it is possible to implement a decision
(action) only from one block {A1, A2, A3, A4, A5} ∈ A. Therefore, the movement of an
employee along their trajectory when implementing a certain decision is possible one level
forward, according to a certain indicator (that is, the value of this HC indicator increases),
back along this indicator (that is, the value of this indicator decreases), or the HC indicator
remains unchanged. If, as a result of the implementation of action at, the employee’s HC
indicator increases, the improvement of which is directed by this action, then the reward
rt(at) is returned to the agent.

In total, there are five blocks of indicators for HC assessment and five gradations
within each indicator group, thus it is possible to form 55 states of the MDP graph (vertices
correspond to different levels of the quality of human capital). In each block of indicators
for each of the five levels of the integral indicator in the block, there is a certain management
decision to increase the HC level. Therefore, there are 25 different actions implemented
by MDP. Let us set the states of the graph as sijmkl , where the indices correspond to the
indicators of the five blocks of HC assessment. In each state, the agent can make different
decisions, forming a set of decisions aij, where i is a block of HC indicators to be controlled
and j is the corresponding decision in the i-th block. For example, when implementing an
action, the transition from state s22111 through action a13 means that decision 3 in block 1
(health level) is applied, which allows us to increase the level of HC from level s22111 to level
s32111. Figure 2 shows the transitions graph from state s when implementing action a. Each
arrow in the figure corresponds to the triple (s′, s, a); the arrows reflect the probabilities
of transition p( s′|s, a) from the current state s to a new state s′ at the next step when
implementing action a as well as the corresponding reward r(s, a, s′) for this transition. The
sum of the transition probabilities on the arrows emanating from the top is equal to 1. The
transition probabilities can be determined based on the results of randomized trials [81].
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Figure 2. Graph of the transitions from state s to state s′ when implementing action a (developed by
the author).

Interaction with the environment lasts for T steps. The whole process is divided into
episodes; at the end of each episode, the environment is again transferred to the initial state
and the interaction starts again. Rewards are considered as components of an additive
decomposition of a utility function. In a problem with an infinite horizon, the number of
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solutions is not limited, and a discount factor γ ∈ [0, 1] is introduced. Utility is defined as
∞
∑

t=0
γtrt, which characterizes the discounted reward.

The reward R(τ) from episode τ = (s0, a0, r0), . . . , (sT , aT , rT) is as follows:

R(τ) =
T

∑
t=0

γtrt. (1)

Then, the objective function of the agent J(τ) is represented as the mathematical
expectation of the reward on several trajectories:

J(τ) = Eτ [R(τ)] = Eτ

[
T

∑
t=0

γtrt

]
. (2)

where R(τ) is the reward as the sum of discounted rewards for time steps t = 0, . . . , T, and
the objective function J(τ) is the reward averaged over several episodes (repeated runs).

The problem of DRCH development is considered as a stationary MDP, in which
the probabilistic model of transition from state to state under a certain action and the
probabilistic model of rewards do not change over time.

The value function Qπ(s, a) of action a in state s under strategy π determines the
expected reward when the agent starts from state s, takes actions a, and then follows
strategy π:

Qπ(s, a) = Et0=s,a0=a,τ≈π

[
T

∑
t=0

γtrt

]
. (3)

The optimal strategy can be found using the dynamic programming method, which
is the simplification of a complex problem by recursively breaking it down into simpler
subtasks. Let us consider the Bellman optimality equations for Qπ(s, a):

Q*(s, a) = E
[

Rt+1 + γmax
π

Q*(st+1, a)
∣∣∣st = s, at = a

]
= max

π
∑
s′ ,τ

p
(
s′, r|s, a

)[
r + γQ*(s′, a′

)]
. (4)

For MDP, Equation (4) has a unique decision that does not depend on the strategy. The
Bellman equations are a system of equations written for each state.

The goal of the RL algorithm is to find a strategy π* that maximizes the mathematical
expectation of the cumulative expected reward for all s states:

π*(s) = max
π

Q*(s, a). (5)

To calculate the expected reward J(τ), the agent can use various objective functions
that generate different learning algorithms. In this research, we used the following algo-
rithms: utility-based algorithms, strategy-based algorithms, and combined algorithms.

3.3. Agent Learning Algorithms

The reinforcement learning algorithm is a sequence of adapted procedures correspond-
ing to the dynamic change in the modeled system states. Thus, the strategy for designing
the DRHC, developed on the basis of the reinforcement learning method, will dynamically
change over time as the observations of the states accumulate.

An algorithm for the formation of individual development trajectories of employees
was developed based on the reinforcement learning approach, taking into account the
current HC level. The strategy that the algorithm develops determines how the agent
chooses an action in a given state, that is, what methods of managerial influence will
be most appropriate for an employee at a given time. A decision (action) is chosen that
maximizes the total reward that can be achieved from a given state, rather than the action
that brings the greatest immediate effect (reward). The long-term goal of the enterprise is
to improve the HC quality as well as increase the resources’ productivity and efficiency.
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There is a fundamental difference between stochastic and deterministic strategies. A
deterministic strategy uniquely determines which action to take, while a stochastic strategy
is based on the probability of each action being taken. The use of a stochastic strategy
for the execution of actions takes into account the environmental dynamics and helps to
explore it in dynamics.

When constructing RL algorithms, the representation of the environment as a control
object is important. There are algorithms based on the environment model (model-based
algorithm) and those that do not use the environment model (model-free algorithm).
The model describes the environment behavior, predicts its next state, and rewards for
different states and actions. If the model is known, then planning algorithms can be used
to interact with the environment as a recommendation for future actions. For example,
in environments with discrete actions, potential trajectories can be modeled using Monte
Carlo tree search. The environment model can either be set in advance or trained by
interacting with it. If the environment is complex, dynamic, or poorly formalized, then it
can be approximated by a deep neural network in the learning process.

The environment presented in the form of MDP and flexible RL algorithms implement
a method of sequential decision making when the selected action affects the next state of
the control object and the decision results. The optimal strategy for achieving the set goal is
developed through the interaction of the agent with the environment.

The following classes of algorithms were considered: utility-based algorithms, strategy-
based algorithms, and combined algorithms.

Utility based algorithms, as a deep neural network (deep Q-Networks, DQN), are
learning algorithms based on utility and the time difference method that approximates the
Q-function. The configured Q-function is used by the agent to select actions. Q-learning
is action value based; it is a split strategy algorithm. To update the current strategy,
the experience gained in the implementation of different strategies (not only the current
one) is used. Two strategies in Q-learning—target (constantly improving) and behavioral
ε-greedy—are used to interact with the environment. The agent, based on information
about the state of the control object st and the reward rt received from the environment
for the action at that has transferred the state of the object to the next state, calculates
the value of the function Q(s, a), which evaluates the value of the action at in the state
st. The Q-function is tuned using the time difference method (TD-learning method); the
function value is updated on the accumulated discounted future rewards and determines
the Bellman optimality principle [81]:

Q(st, at)← Q(st, at) + α
[
rt+1 + γmax

a
Q(st+1, a)−Q(st, at)

]
, (6)

where α is a learning rate of the value function, at α < 1, the old state is approximated to
the new one, at α = 1, the old state is replaced by a new one; rt+1 are rewards received from
the environment for actions at from the state st; γ is the discount coefficient; max

a
Q(st+1, a)

is the maximum expected value from the state st+1 (new value); Q(st, at) is the previous
value (old value).

The obtained Q-values are used to train the agent and determine the next action.
For this, a neural network (utility network, value networks) is used, which evaluates the
Q-value of pairs (s, a) and selects actions with the maximum Q-value (maximum utility):

Qπ
target(s, a) = r + γmax

a′ i
Qπθ

(
s′, a′

)
. (7)

To prevent errors in maximization in Q-learning and increase the learning stability,
a double Q-learning (double DQN, DDQN) algorithm is used. The DQN algorithm uses
the same neural network to select an action and obtain a Q-function score. The DDQN
algorithm uses two neural networks. The first is the trained θ-network, which is used to
select the action a, and the second is the predictive φ-network, which is used to calculate the
Q-value for pairs (s, a), that is, to evaluate this action a. These two networks are trained on
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overlapping use cases. The use of a predictive network makes it possible to make learning
more stable by reducing the rate of change of the target Q-value Qπ

target:

Qπ
target(s, a) = r + γQπφ

(
s′ i, max

a′ i
Qπθ

(
s′ i, a′ i

))
. (8)

Algorithm 1 is based on DDQN and reduces the overestimation of Q-values by adjust-
ing the Q-function estimates.

Algorithm 1: Estimation of the agent’s utility function based on double deep Q-networks.

1. Initialization of hyperparameters: learning rate α; discount coefficient γ; update rate of the
trained network τ; predictive network update rate F
2. Initialization of the number of use cases per training step, B; number of updates per package, U;
data packet size, P; case memories with a maximum size of K; number of steps in episode T;
initialization of network parameters θ with random values; initialization of predictive network
parameters φ = θ

For each episode
3. for m := 1 to T do
4. Accumulate and save h cases (si, ai, ri, s′ i), using the current strategy
5. for b := 1 to B do
6. select the b-th package of cases from memory
7. for u := 1 to U do
8. for i := 1 to P do
9. calculate target Q-values for each case

10. yi := ri + δs′ i γQπθ

(
s′ i, max

a′ i
Qπθ (s′ i, a′ i)

)
,

where δs′ i = 0, if s′ i-final state otherwise δs′ i = 1
11. end for
12. Calculate the loss function
13. L(θ) := 1

N ∑
i
(yi −Qπθ (si, ai))

2

14. Update trained network parameters θ

15. θ := θ − α∇θ L(θ)
16. end for
17. end for
18. decrease τ

19. if (m mod F) = 0 then
20. Updating predictive network parameters φ

21. φ := 0
22. end if
23. end for

In accordance with Algorithm 1, the data are first collected and stored (step 4), obtained
in accordance with the ε-greedy strategy that generates Q-values. The Q-function estimate
is parameterized using a neural network with parameters θ and is denoted by Qπθ . To
train the agent, B is fetched (using five batches and five parameter updates per batch) of
case packets from memory (steps 5–7). For each dataset, the parameters are updated. Next,
target Q-values for all items in the batch are calculated (step 10). Q-values for all actions are
calculated and the action with the maximum value is selected. After that, the loss functions
are calculated (step 13), the loss gradient is calculated, and the network parameters are
updated (step 15). After implementing this training step (steps 16–18), the parameter τ is
updated. The experience replay buffer is used to allow the agent to analyze and learn from
its previous actions. This is the trajectory store for the current episode. The agent can look
back to calculate the expected reward for each step. After completing the entire learning
phase (steps 6–17), the parameter τ is updated.

A hyperparameter F determines how often the predictive network is updated. First,
there is initialization of the additional network as a predictive network, then its parameters
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are assigned values (step 2). Target Q-values are calculated using the predictive network
(step 10). The predictive network is updated periodically (steps 20–23). Periodic replace-
ment of the predictive network parameters φ with a copy of the network parameters θ is
used to perform updates.

Usage of two networks in this algorithm can slow down the learning process if the
parameters θ and φ are very close values, in which case learning can be unstable, but if it
changes too slowly, the learning process can slow down. To find a reasonable relationship
between the stability and learning rate, we need to adjust the frequency hyperparameter F,
which controls the rate of change φ.

Figure 3 shows the architecture of the developed RL system in DRHC as the DDQN
algorithm. The trained network θ is used to select actions; the predictive network φ is used
to evaluate this action, that is, to calculate the Q-value for the pair (s′, a′).
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The SARSA algorithm uses the same idea, except that the DQN algorithm calculates the
utility function in several time steps, that is, it buffers the experience. The DQN algorithm
implements calculations over multiple data packets, which increases the computational
load on the computing system, but can significantly speed up learning.

Strategy-based algorithms (REINFORCE) are a class of algorithms designed to cus-
tomize the strategy. Good states should generate actions that provide trajectories that
maximize the agent’s objective function as the sum of discounted rewards averaged over
several episodes. The agent needs to act in the environment, and the actions that will be
optimal at the moment depend on the state. The strategy function takes a state as an input
and produces an action as an output. That is, the agent could make effective decisions
in different situations. The algorithm builds a parameterized strategy that obtains the
probabilities of action from the states of the environment. The agent uses this strategy to
act in the environment. These are strategy gradient algorithms. In order to maximize the
objective function of the state value, its gradient is used, which is to adjust the weights of
the backpropagation neural network.

The proximal policy optimization (PRO) algorithm is a strategy gradient method
with objective function transformation. It combines the REINFORCE algorithm and the
actor-critic algorithm. There are two options for choosing a loss function: (1) based on the
Kullback–Leibler distance (with an adaptive loss function) and (2) based on a truncated
objective function. The application of the objective function transformation for the strategy
could increase the stability and efficiency of the samples in the learning process due to lower
computational resources and higher performance. However, there are also disadvantages
of this algorithm, for example, low sensitivity to the hyperparameter, which gives close
performance values for different values of this parameter.
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4. Empirical Results and Discussion

The experiments were carried out on the basis of data from a large oil producing
and refining enterprise. There are data on the assessment of human capital; for the labor
productivity of employees, a set of management decisions is formed about the impact on
the HC elements (indicators). Here, two indicators were considered that form the human
capital: an indicator about the employee’s health level and an indicator about the level
of their major competencies. Each indicator has five value levels. The problem of HC
quality improvement is solved on a two-dimensional grid 5 × 5, where the rows reflect
the levels of the first indicator (the level of employee health), the columns (the levels of
the second indicator) are the major competencies. According to the results of the HC
assessment determined according to the methodology proposed by the authors in [13,74],
each employee receives a certain score for each of these two indicators—the value range for
each indicator is from 1 to 1000 points and is presented as a red circle in the grid (Figure 4).
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Figure 4 shows that for the employee (cell (3,2)), there is an opportunity to move
toward the goal (cell (5,5)). If, for a certain employee, it is not possible to achieve the highest
possible level of competence, taking into account their current level of education and
other objective health factors that would not allow this employee to achieve the maximum
possible level, then another goal is determined for this employee. Also, based on the
combination of health factors, they will not be able to achieve an increase in the level of
major competencies in this area, taking into account low values of health quality. That is, the
conditions of this profession are such that levels 3 and 4 of professional development are not
possible for an employee with low indicators of physical capabilities (black cells (3,3), (3,4)).
Besides, with high indicators of the health quality, an employee can immediately move to
the highest level of major competencies, that is, a quick transition to level 5 according to
indicator 2 (cells (4,4), (4,5)).

The employee is presented as an environment in which the restrictions on the attain-
ability of the goal (the final state of the environment), the initial state, the functions of state
transitions, and the rewards for these transitions are set. Transitions to the right and down
are possible, which correspond to the movement of an employee to the next level according
to one of the indicators when implementing management decisions in the corresponding
group. Actions are discrete and reflect one of the management decisions intended for this
employee category. A decision is understood as the implementation of a certain program
(for example, advanced training) aimed at increasing human capital and labor productivity.
A full list of programs can be found in [13,74]. It is possible to implement 24 different
decisions when an employee moves from cell (1,1) to cell (5,5). Rewards are formed in a
way that out of all the possible paths to the target state, the shortest one is found. This corre-
sponds to the dynamic regime development for an employee who has to achieve the target
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state in the shortest possible period of time. Each step has a penalty of −1 point, reaching
the goal has a reward of 3, passing through the restriction area, for example, movement
from (4,3) to (4,5) is rewarded with 1 point. The goal is to learn from the agent (as a decision
making center of the company) to design the most adequate composition of management
decisions that correspond to the current state of the employee’s HC and implement this set
of decisions in the shortest possible time in order to increase the productivity and efficiency
of the company as a whole.

A series of experiments was carried out for several employees with different HC values.
For each employee, various agent training algorithms were tested. We also evaluated the
algorithms’ convergence on the path to maximum reward. Figures 5 and 6 show the
average rewards received for each of the 200 simulation episodes for each of the four
different experiments. There were 50 trials in each episode and a total of 10,000 trials in
each training experiment. The simulation results characterize the fast convergence of the
algorithms. We used the DDQN learning algorithm for the first three experiments, and the
SARSA learning algorithm for the fourth experiment.
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with a discount coefficient γ = 0.99 and the probability of random action ε = 0.04: (a) experiment
1—the agent’s learning process based on the DDQN algorithm; (b) experiment 2—the agent learning
process based on the DDQN algorithm.
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Figure 6. The results of agent learning for four different employees corresponding to four experiments
with a discount coefficient γ = 0.99 and the probability of random action ε = 0.04: (a) experiment
3—agent learning process based on the DDQN algorithm; (b) experiment 4—agent learning process
based on the SARSA algorithm (developed by the author).

The agent was also trained based on the PRO algorithm. The results of estimating the
average reward for the learning period are shown in Figure 7. It shows that the agent does
not learn well based on this algorithm; it acts randomly to achieve the target state. This
indicates that this learning algorithm is not very suitable for this class of problems, which
has discrete states and discrete actions.
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Figure 7. The results of agent learning based on the PRO algorithm with a discount factor γ = 0.99
and the probability of a random action ε = 0.04 (developed by the author).

To select the best algorithms, we analyzed their performance. The performance of the
algorithms was evaluated according to two criteria: policy efficiency (average reward) and
agent learning efficiency (convergence rate). The average reward values were calculated
for each of the 200 simulation episodes averaged over 50 trials. It was shown that the
best result was provided by the DDQN algorithm, which provided relatively fast learning
and a positive reward (Table 3). Therefore, the development of individual trajectories of
professional development should be based on the DDQN agent.

Table 3. Average reward obtained for each of the 200 simulation episodes averaged over 50 trials.

Algorithm Policy Effectiveness-Average
Reward

Learning Efficiency-Convergence
Rate (Number of Episodes)

DQN −0.15 0.27 (53)
DDQN 0.2 0.29 (58)
SARSA −3.1 0.59 (117)

PRO −52 -

After the agent has been learned, a set of experiments is implemented. As a result,
for each employee with the initial and target states, optimal dynamic regimes for HC
management (optimal strategies) are formed (Figure 8). These optimal strategies show the
sequence of management decisions that ensure the growth in HC quality. All policies were
developed by the agent using Q-learning. In Figure 8, the movement along the trajectory is
characterized by a large dimming of the current state (indicated in different shades of the
current state in the figure).

The simulation results show that for the first employee to achieve a given target
state, the best regime would be the following sequence of actions. First, implement a
program aimed at the improvement of the employee’s health quality to the second level,
then gradually implementing programs to ensure the growth of competence to level 4, after
that, apply a health improvement program, and only after that, ensure the improvement
of professional competencies. This sequence of developed programs would provide the
best result in the shortest time. For the second employee, the trajectory is as follows: it is
necessary to ensure the growth of the major competencies to level 3, then step-by-step to
improve their health quality to level 4, and finally increase their competence.
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Figure 8. Optimal policies for the four experiments (employees): (a) experiment 1, initial state (1,1),
target state (3,5), transition from state (4,3) to state (3,4) is possible; (b) experiment 2, initial state (2,1),
target state (4,4), transition from (1,3) to (2,4) is possible; (c) experiment 3, initial state (3,2), target
state (5,5), transition from (5,3) to (5,5) is possible; (d) experiment 4, initial state (2,2), target state
(4,5), transition from (5,3) to (5,5) is possible, transition from (2,5) to (4,5) is possible (developed by
the author).
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Thus, individual trajectories for employees are proposed based on the DRHC method-
ology in accordance with the rules obtained from the RL. Optimal policies are formed
as a result of an agent learning based on previous experience; designed policies are the
implementation of a dynamic regime for the employee’s development. Application in a
company of the proposed policies would improve the HC quality, improve its resource
efficiency, and ensure the performance growth.

5. Conclusions

In this study, we showed that RL methods have proven effectiveness when the control
problem features are as follows:

1. The control object is characterized by the stochastic dynamics of its indicators, and
management decisions are not determined. To describe an object, a Markov decision
process (MDP) model is used as a set of requirements for determining and changing
system states when sequences of actions are stochastic. When describing the control
object, the Markov property is used, which proposes that the current state of the
object and the projected impact at the current period contain sufficient information to
determine the transition probability of the object to the next state at the next period.
The MDP formalism is an important abstraction in solving the problem of learning a
purposeful agent in the process of interacting with the environment.

2. The control problem has a strategic nature. RL methods allow for the study of long-
term strategies. Solutions that are effective in the current period do not always show
high efficiency in the long-term. Other decisions, in contrast, may have a delayed
effect and be in demand when planning for the medium-term.

3. The control problem is presented in the form of sequential decision making. RL
methods are applicable when decisions are made sequentially and actions are related
to the study of the environment. The trained model provides optimal long-term
multi-stage results in the form of rewards. The optimal control regime or a sequential
set of actions allows for the maximization of the average expected rewards for the
entire period of the implementation of management decisions. Classical algorithms of
dynamic programming and Bellman’s principle of optimality are used as a theoretical
basis. The basic concept of dynamic programming when used in RL problems is to
use value functions to organize and structure the search for good strategies.

The focus of this paper was the complex process of corporate human capital manage-
ment. Human capital is one of the most important resources for the innovative development
of modern companies. Human capital, as a controlled object, satisfies all of the above listed
properties. Therefore, the use of RL methods and tools for its solution is theoretically
substantiated. The methods and algorithms of artificial intelligence for human capital
quality management would significantly increase the adaptation of the company to global
trends. Increasing the quality of human capital would allow companies to increase their
innovative activity, ensure sustainable competitiveness, and expand potential growth.

The paper systematizes the application of RL models and methods. It was shown that
for complex organizational systems such as corporate human capital management systems,
which have the properties of independent goal-setting, reflection, and limited rationality in
decision making, there is no comprehensive methodological approach to developing an
optimal management regime.

First, it was presented that one of the effective tools for improving the quality of
human capital is the individualization of decisions in management strategy development.
The methodology was developed for the dynamic regimes of human capital development
(DRHC), based on the reinforcement learning methods, which ensures the design of in-
dividual trajectories for the employee’s professional development, taking into account
their individual characteristics (health quality, level of professional and multidisciplinary
competencies, motivation, social capital) and current performance indicators.

The novelty of the DRHC methodology is as follows. Firstly, it reflects the essential
properties of human capital that form the conditions for its management. Secondly, it
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is based on a new scheme to support the management decision-making process for the
design of individual trajectories of professional development, which makes it possible to
develop a set of decisions for the development of each employee, adequate to their health
potential, intelligence, social, and career opportunities. The DRHC methodology is based
on the MDP concept and RL algorithms. The policy developed by the DRHC is a set of
rules, formed on the basis of the RL algorithm, to determine the optimal composition of
programs, depending on the characteristics of the employee in the current period and
the results of previous programs in the previous period of time. The difference between
the proposed methodology of DRHC and other management methodologies is that the
management policy is developed without an exact mathematical model (behavior) of the
employee, and also without the availability of data on the causal relationships between the
decision (program) and its result (program effectiveness).

Experimental studies were carried out on the use of the proposed DRHC methodology
on the data of a large company in Russia. Testing of various agent learning algorithms was
also carried out. Based on the experiments, it was shown that the best results in terms of
achieving the maximum utility (reward) in the shortest possible time were provided by
the DDQN algorithm based on Q-learning. For employees with different human capital
profiles, optimal policies were designed with the implementation of an individual dynamic
regime for employee development. The implementation of the proposed policies would
improve the quality of corporate human capital, improve resource efficiency, and ensure
the growth of the company.

The theoretical significance of the results is because the process of organizing, struc-
turing, and searching for effective human capital management strategies is considered as a
problem of consistent decision making in a stochastic environment. Optimal decisions are
generated in a stochastic environment, whose dynamics are described as MDP, according
to the expected utility maximization criterion, based on Q-learning algorithms.

The practical significance of the study was realized through the development of a
decision support system on the basis of the developed DRHC methodology. It would
provide a management process in the shortest possible time and ensure the innovativeness
and competitiveness growth of a company.

The directions for further improvement of the proposed DRHC methodology are the
design of reward signals, since they evaluate the progress in achieving the goal. Recently,
much more attention has been paid to the construction of a reward function consisting of
two components. The first component forms the agent’s internal motivation, reflecting
their level of social responsibility for their decisions. The second component is related to
external motivation; this is formed as a reward from the control object (human capital). The
synthesis of such complex rewards can significantly improve the agent’s learning process
by improving the performance of the algorithms used.
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