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Abstract: The stock index is actively used for the realization of profits using derivatives and via the
hedging of assets; hence, the prediction of the index is important for market participants. As market
uncertainty has increased during the COVID-19 pandemic and with the rapid development of data
engineering, a situation has arisen wherein extensive amounts of information must be processed
at finer time intervals. Addressing the prevalent issues of difficulty in handling multivariate high-
frequency time-series data owing to multicollinearity, resource problems in computing hardware, and
the gradient vanishing problem due to the layer stacking in recurrent neural network (RNN) series, a
novel algorithm is developed in this study. For financial market index prediction with these highly
complex data, the algorithm combines ResNet and a variable-wise attention mechanism. To verify the
superior performance of the proposed model, RNN, long short-term memory, and ResNet18 models
were designed and compared with and without the attention mechanism. As per the results, the
proposed model demonstrated a suitable synergistic effect with the time-series data and excellent
classification performance, in addition to overcoming the data structure constraints that the other
models exhibit. Having successfully presented multivariate high-frequency time-series data analysis,
this study enables effective investment decision making based on the market signals.

Keywords: multivariate high-frequency time-series data; deep learning; ResNet; attention mechanism;
stock index; S&P 500; KOSPI; DJIA

MSC: 68T07

1. Introduction

According to the semi-strong form of the efficient market hypothesis (EMH), which
posits that both historical and currently available public information are reflected in prices,
it is argued that deriving excess profits is unattainable through the technical analysis of
past stock prices or the fundamental analysis of company disclosures [1]. Nevertheless,
there exists an anomalous phenomenon where firms with low price-to-book ratios (PBR)
(value stocks) consistently record higher returns compared to firms with high PBR (growth
stocks) [2]. Even Fama himself, a proponent of the EMH, asserts through empirical research on
PBR that it offers explanatory power for the systematic risk of individual firms [3,4]. The con-
straints imposed by bounded rationality can limit arbitrage and instances of overreaction and
underreaction to market shocks, as well as empirical analyses of specific investment strategies,
providingnumerous counterexamples from the perspective of behavioral economics [5–7].
Through such empirical analyses, the significance of the EMH and random walk behavior
has considerably diminished. Conversely, in the case of technical analysis that studies the
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market itself, much research that analyzes stock prices using time-series analysis as the
main methodology was actively conducted.

Time-series analysis is used in various domains to investigate the influence of the
past on the future. In particular, time-series analysis has been studied for a long time
in the finance and economic sectors, where predictions for the future are directly related
to monetary values. Ref. [8] proposed an autoregressive conditional heteroskedasticity
(ARCH) model that simulates volatility using past observations. Ref. [9] standardized the
ARCH model as a generalized autoregressive conditional heteroskedasticity (GARCH)
model, allowing for a much more flexible lag structure. However, as ARCH and GARCH
are focused on daily volatility, applying them to high-frequency data, which have been
dominantly used recently owing to big data technology, is difficult. Therefore, a functional
data analysis method that assumes the data observed over time as a continuous curve
is widely used in combination with time-series models. Ref. [10] proposed a functional
version of the ARCH for high-resolution tick data. The authors addressed the importance
of balancing generality and mathematical feasibility when constructing the model. Ref. [11]
suggested a functional GARCH model in which the current observation’s conditional
volatility function is provided as a functional linear combination of the paths of both
the past squared observation and its volatility function. Ref. [12] provided time-series
prediction by utilizing functional partial least square regression with GARCH. This study
highlights the challenges posed by high-dimensional and high-frequency financial data.
Ref. [13] analyzed the movement of the Indonesian stock exchange (IHSG) by the GARCH
model with the market indices and the macroeconomic variables. The authors figured the
positive or negative effects of variables and derived the major features among the variables,
which have a significant effect on the IHSG.

The deep learning technology has been leveraged worldwide. Certain major contribu-
tions to this are based on LeCun’s work on solving the training time problem of a model
using a backpropagation algorithm [14]. In addition, a restricted Boltzmann machine was
proposed to prevent overfitting [15]. Furthermore, the application of the activation function
solved the problem of linear transformation effectively. As the relevant studies based on
these foundations have rapidly gained momentum, with the evolution of deep learning
methodologies [16], the research on capital market prediction is also being conducted
more actively.

Ref. [17] proposed a model that mixed the probabilistic neural network (NN) model
and C4.5 decision tree to predict the direction of the Taiwan stock index. Ref. [18] predicted
the fluctuation of stock returns via the ensemble method of a homogeneous NN. Ref. [19]
proposed a model predicting the direction and index value of S&P 500 with S&P 500 and
27 financial variables using an artificial NN. Refs. [20,21] conducted studies that approached
the stock index through wavelet transformation. Ref. [20] combined an autoencoder with
long short-term memory (LSTM). The proposed framework introduces the method for
extracting deep invariant daily features of financial time-series. Furthermore, Ref. [21] used
an artificial NN and a convolutional neural network (CNN); addressing a CNN predicts
the financial time-series better than the other considered architectures in the research. The
author emphasized that feature preprocessing is one of the most crucial parts in stock
price forecasting. Ref. [22] proposed a model combining a genetic algorithm and CNN that
exhibited effective performance in predicting fluctuations in the KOSPI using the KOSPI
and technology indices. The author also demonstrated that CNN have shown promise in
handling time-series data due to their ability to extract local features.

Ref. [23] suggested a model to predict the direction of daily fluctuations of S&P’s
depositary receipts exchanged traded fund trust (ticker symbol SPY) using past SPY data
and 60 financial variables through principal component analysis using artificial NN. This
study notes that the preprocessing step is critical in improving the performance of the
techniques and achieving reasonable accuracy. Ref. [24] analyzed the profitability of
stock portfolios using LSTM. Ref. [25] proposed an algorithm for inputting stock index
variables into LSTM via complete ensemble empirical mode decomposition with adaptive
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noise. A study was conducted to predict the price of SPY after 5 min using a model that
combined LSTM with CNN [26]. Ref. [27] suggested a hybrid model based on LSTM and
variational mode decomposition for stock price prediction. To predict US and Taiwan
stocks, a graph-based CNN-LSTM model was proposed [28]. In multivariate time-series
stock price data, which consisted of daily price data of five stock markets, a dynamic
conditional correlation GARCH with an artificial NN was proposed by [29] for predicting
risk volatility. In addition, in the case of multivariate time-series analysis, [30] proposed an
encoder–decoder-based deep learning algorithm to discover interdependencies between
timeseries. Recently, a univariate time-series forecasting model, neural basis expansion
analysis for interpretable time-series forecasting (N-BEATS), was proposed [31]. N-BEATS
showed a powerful performance using ensemble methods with the various error terms and
residual stacking algorithm with the time-series trend and seasonality.

Among the various developments, the evolution of deep-learning-based transformers
is noteworthy [32]. The transformer represents a significant advance in the field of natural
language processing and opens up new possibilities for attention-based models. Scaled dot-
product attention, the core algorithm of the transformer for analyzing data with time-series
characteristics, was actively applied in various studies in combination with other backbone
networks, such as the SE-NET of image classification [33] and BERT of natural language
processing [34]. Ref. [35] presented a prediction model combining wavelet transform and
the attention mechanism with a recurrent neural network (RNN) and LSTM as the backbone
network based on the daily open, high, low, close, and adjusted close price and trading
volume data of the index.

Univariate high-frequency time-series data analysis is extensively performed through
functional GARCH and ARCH, and multivariate high-frequency time-series data analysis
is actively studied using deep learning models. Although many advantages are realized
by analyzing high-frequency data, handling multivariate high-frequency time-series data
is extremely difficult owing to the multicollinearity problem of mathematical models [36].
An analysis using numeric data primarily uses deep learning methodologies based on
RNNs. The RNN family processes time-series data by continuously inputting data from
the beginning to the end through the hidden state for model learning [37]. In this process,
structural constraints are required for model learning. In addition, in the RNN-based
algorithm, as the features of the data used for learning increase, the amount of information
that needs to be stored in a hidden state increases; thus, resource problems are frequently
caused in computing hardware [38]. Moreover, the performance tends to improve as
the layers of a deep learning model deepen; however, in an RNN series, the problem of
gradient vanishing due to layer stacking is common [39]. To overcome these issues, this
study proposes a novel algorithm that combines the following two algorithms for handling
multivariate high-frequency time-series data. ResNet enables the characteristics of the
initial input features to be efficiently transmitted to the output layer by the residual block,
despite the stacking of the complex CNN [40]. The attention mechanism reinforces the
main features between the input data according to the context of the data [32] and exhibits
suitable synergistic effect, particularly in sequence data [34]. Consequently, the context
could be appropriately reflected from the hidden patterns and time-series characteristics of
the data to the prediction performance.

In summary, our major contributions are as follows:

1. The theme of our research is highly unprecedented in the financial field to the best of
our knowledge. With three market index datasets with micro time interval time-series
data, we validated our proposed end-to-end model for multivariate high-frequency
data. Especially in the case of S&P 500, it exploits the whole 500 tickers’ hourly data
as an input variable in the models.

2. We illustrated our data pipeline procedures for the proposed model in detail. This
enables the model to train from batches of randomly shuffled samples. This approach
positively affects the robustness of the model by updating the weights of the model
from the entire period of the time-series during model training.
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3. The proposed model is a hybrid model that combines two state-of-the-art models,
each of which has proven its performance in academic consensus. The algorithmic
approach that enhances data features based on time-series context, alongside the
algorithm focusing on extracting variable feature patterns, has facilitated performance
enhancement in terms of accuracy, while concurrently reducing both model training
duration and inference time.

The remainder of this paper is organized as follows: In Section 2, we describe the
datasets, the data preprocessing, the attention mechanism, three types of deep learning
models, metrics for performance comparison, and a clear depiction of the research scheme.
In Section 3, we illustrate the superiority of our proposed method in terms of performance
compared with the RNN and LSTM methods, with and without the attention mechanism,
and ResNet without attention. We discuss our findings in Section 4 and provide the
conclusion in Section 5.

2. Materials and Methods
2.1. Dataset

The primary interest of this study is the prediction of the rise and fall of the capital
market index representing the stock market using multivariate high-frequency time-series
data. The S&P 500, KOSPI, and Dow Jones Industrial Average (DJIA) were the key indices
selected. Using the collected data, the daily fluctuation information was labeled based
on the closing price of the day compared with the previous day of each index. The
graphs and statistics for each index as the target variable are presented in Figure 1 and
Table 1, respectively.
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Figure 1. Graph of fluctuations in the selected indices.The y-axis indicates the value of the index, and
the x-axis denotes the trading day of each index.

Table 1. Summary statistics of the target indices, including the time points, mean, standard deviation,
maximum, minimum, and quartile of the three market indices.

Dataset Time
Points Mean Std Min Q1 Median Q3 Max

S&P 500 3220 4211 302 3530 3934 4219 4452 4813
KOSPI 36,036 2848 324 2137 2613 2965 3132 3314
DJIA 3220 33,484 1838 28,767 28,767 33,964 34,899 36,947

The S&P 500 is a stock index that represents the US stock market and is a market
capitalization-based market index that incorporates individual stocks traded in the market
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according to their market price ratio, based on 500 large companies listed in the US stock
market. The KOSPI is an index indicating the quantitative difference between the Korean
KOSPI-listed stock market at the time of comparison and the reference time, which is the
market capitalization as of 4 January 1980. DJIA is a stock market index that monitors the
performance of thirty large, publicly traded companies in the United States. The index’s
value is derived from the weighted average of the stock prices of these thirty companies.
To predict the daily index fluctuation information of each index, we collected time-series
data related to each index. The detailed specifications for each dataset are as follows:

2.1.1. S&P 500

The data were collected from the beginning of 2021 to 31 October 2022 via the Yahoo
Finance API Python library yfinance. The list of variables refers to the ‘List of S&P 500 com-
panies’ Wikipedia page, recorded as of December 2022. The dataset consists of the S&P
500 index and 500 tickers, three of which—Alphabet, Fox Corporation, and News Corp—are
divided into two classes. Thus, daily 1-h interval adjusted-close-price time-series values of
504 variables were collected. As a window size of 10, a total of 10 days of time-series data
were configured to be used to predict daily price fluctuations. In other words, one sample
of the data used to predict the rise and fall of the one-day index is the massive-multivariate
high-frequency data with 35,280 features: 504 (variables) × 7 (intro-day time points) × 10
(window size). For deep learning, the data structure must be identical throughout. In the
original data collected, the stock market closed early on November 26, 2021; therefore, the
time points insufficient for that dimension were equally padded with the closing price
(504 variables × 3 missing time points). In addition, in the case of a missing value, the
previous price is incorporated, and if a missing value still persists thereafter, the price
immediately after is substituted therein.

2.1.2. KOSPI

From 4 January 2021 to 15 November 2022, considering the trading days of the Korea
Stock Exchange, the directions in the closing index on the day relative to the previous
day’s closing index of the KOSPI were collected as target data. To predict the target
data, 13 variables that feature closing prices at 5-min intervals were collected as input
variables corresponding to the target variable period. The input variables were selected
after careful consideration based on previous studies. The input variables consist of the
KOSPI, Kodex 10-Year Korea Treasury Bond (KTB) Futures [41,42], Kodex United States
Dollar Futures [43,44], and the top 10 KOSPI stocks based on market capitalization [45].
The window size is 5, which is configured to use a total of five days of time-series data
to predict daily price fluctuations. In other words, one sample of the data used to predict
the rise and fall of the daily index is multivariate high-frequency with 5070 features:
13 (variables) × 78 (intro-day time points) × 5 (window size). In the case of KOSPI, the
exchange opens 1 h later on the first day of the New Year, and therefore, we increased the
dimensions by 12 through data preprocessing and padded it with the price immediately
after (13 variables × 12 missing time points). The preprocessing for missing values was the
same as that for the S&P 500 dataset.

2.1.3. DJIA

The data were collected from the beginning of 2021 to 31 October 2022 via the Yahoo
Finance API Python library yfinance. The dataset consists of the daily 1-h interval open,
high, low, and close (OHLC) price of the three major US stock market indices, including
the DJIA, S&P 500, and Nasdaq Index and comprises a total of 12 variables. Compared
with the two datasets described earlier, the number of daily features in this dataset was
relatively small; therefore, the window size was set to 20. Hence, a total of 20 days of
time-series data was configured to be used to predict fluctuations in the daily price of the
DJIA. For clarity, one sample of the data used to predict the rise and fall of the one-day
index is the massive-multivariate high-frequency data with 1680 features: 12 (variables)× 7
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(intro-day time points) × 20 (window size). The preprocessing for missing values was
12 variables × 3 missing time points, the same as S&P 500.

2.2. Methods
2.2.1. Data Preprocessing

1. Min–max Normalization

The purpose of this study is to conduct an efficient analysis of the multivariate high-
frequency data and forecast the rise and fall of the corresponding stock index. To achieve
this, the multivariate data pertaining to the movements of the target market index are
subject to min–max scaling on a variable-wise basis, with values scaled between 0 and 1 in
accordance with the training set. The calculation for variable-wise min–max scaling based
on the training set is as follows:

XScaled = [X′1, X′2, . . . , X′i], where X′i =
Xi −MintrainX

MaxtrainX−MintrainX
(1)

2. Additional Preprocessing for Proposed Model

Each vector in XScaledX is sampled by the window size = w, expanding the dimension
by the number of days included. Hence, the sample of the tth window training dataset has
the following data structure.

Xt =
[[

X1t ,1, . . . , X1t ,j
]
, . . . ,

[
Xit ,1, . . . , Xit ,j

]]
, (2)

where i = 1, 2, . . ., mth variable, for j = 1, 2, . . ., wth day, and Xit ,j = [[xi,t], [xi,t+1], . . .,
[xi,t+w−1]].

Figure 2 depicts the data preprocessing procedure for the proposed model. First, the
price information for each timestamp is min–max scaled to values between 0 and 1. (To
facilitate comprehension, in Figure 2, values that are close to 1 are represented as white,
whereas values that are close to 0 are represented as black.) This information is then divided
into window units and arranged in rows by date, resulting in a two-dimensional vector
that shares the same time zone as a column. This process is repeated for each variable,
creating channelized multivariate time-series data.
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Finally, randomly shuffled mini-batches are generated from the data for use in the
proposed model training. Figure 3 illustrates the process of constructing two randomly
shuffled mini-batches using the S&P 500 as an example.
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Overall, the proposed model aims to recognize each preprocessed data sample as an
independent image, with no dependence on the sequential relationship between samples.
Thus, the data pipeline for the model was devised to randomly shuffle the samples, enabling
the model to be trained based solely on continuity within the window-sized sample.

2.2.2. Attention Mechanism

The attention mechanism is based on the concept of focusing only on the input data
related to the value to be predicted rather than referring to the entire input data. Several
types of attention mechanisms exist, including Bahdanau attention [46] and Luong atten-
tion [47]. In this study, scaled dot-product attention (SDA), introduced in the transformer
algorithm, which exhibited excellent performance in text analysis, was used [32]. In addi-
tion to the SDA, the position-wise feed forward networks (PFFN) and layer normalization
(LN) [48] described in the transformer were used. In particular, LN corrects the discrepancy
between the features of the raw data in the process of finding the optimal solution as
learning progresses.

As one sample of the input data at the tth time window with dk is denoted as Xt,
SDA consists of random coefficients vectors with queries as WQ, keys as WK, and values
as WV , where WQ, WK, and WV have the same dimensions as Xi,t. The initial values of
WQ, WK, and WV were set at random and tuned to satisfactory values that considered
contextual information during the model training. With the dot product Xi,t of WQ, WK,
and WV ,vectors, Qi, Ki, and Vi are calculated, respectively. SDA is defined as follows:

SDA(Xi,t ) = f

(
QiKi

T
√

dk

)
Vi, where f (z) =

ez

∑m
l=1 ez . (3)

Eventually, the samples were changed to the values mapped using the SDA function.
After the SDA process, the modified data were input into the PFFN, which is defined
as follows:

PFFN(Xt ) = g(XtW1 +b1)W2 + b2, where g(z) = max(0, z). (4)
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This function is applied to each position separately and identically; using g(z) in
between, which is a ReLU function, it increases the effectiveness of backpropagation [16].
Referring to the study conducted by [32], the dimensions of the input and output were
set to dk, and the dimensions of the inner layer were set to twice those of dk. Finally, the
data passed SDA, and the PFFN was subjected to LN adjustment, which was calculated
as follows:

Zt = LN(Xt ) = (PFFN(SDA(Xt )) + Xt)/2. (5)

The aforementioned attention mechanism assumes that X is a single variable; however,
because it was used in multivariate data, it was applied variably. Figure 4 depicts the
algorithm of the variable-wise SDA of X in the tth window. Consequently, the variable Xt
input to the variable-wise SDA is mapped to Zt, and the manner in which Zt is input to the
model changes according to the backbone network.
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2.2.3. ResNet18

ResNet [40] was the 2015 winner of the ImageNet Large Scale Visual Recognition
Challenge, a prominent image classification contest. This model was evaluated to perform
better than human image recognition, as its image classification error rate was only 3.6%. It
is designed to solve the degradation of the training accuracy problem of deep networks by
using the deep residual learning framework, which causes layers to fit a residual mapping
H(z). This study enables a stacked nonlinear function, denoted as F(z), to fit H(z) − z,
assuming that multiple nonlinear layers can asymptotically approximate a complicated
function and also that H(z) − z can be approximated asymptotically to F(z) [40]. Conse-
quently, the original function F(z) becomes F(z) + z for H(z), and H(z) is implemented by the
residual block consisting of convolutional operations [49] and through identity mapping
by shortcut connections [40]. A residual block with two convolutional layers is expressed
as follows:

X′′t = g(W2 g(W1Xt ) + Xt
)
, where g(z) = max(0, z). (6)

ResNet18 consists of one general convolutional layer, eight residual blocks with two
convolutional layers, and one fully connected dense layer. Because the ResNet model was
conceived for classifying 1000 types of images, the original input shape of ResNet has three
channels for color images, and the output layer is designed to pass the Softmax activation
function. In this study, for modeling, the three channels of ResNet18 were expanded to a
variable number of channels, and the Softmax function was substituted with the sigmoid
function for binary classification. Figure 5 shows the depiction and residual block algorithm,
where sample Xt is input into ResNet.
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2.2.4. RNN

An RNN is a deep learning model that processes inputs and outputs as a sequence
unit of a window size [37]. In the case of vanilla deep NN, which are stacked in general
layers, the performance of sequential data analysis is inferior because historical information
cannot be reflected in the learning process. To overcome this issue, an RNN was designed
with a structure comprising hidden layers and an output layer. This functions through a
memory cell that sends a result through an activation function and a hidden state, which is
the value sent to the next time point. In short, the memory cell at time t uses the hidden
state sent by the memory cell at time t − 1 as the input to calculate the hidden state at time t
for the next layer. Let the hidden state at time t be denoted as vector ht, which is calculated
as follows:

ht = f (WxXt + Whht−1 + b), where f (z) is usually tanh(z) =
ez − e−z

ez + e−z . (7)

Each output layer is another path of the memory cell, and one of its output values at
time t, denoted by yt, is calculated as follows:

ŷt = g
(
Wyht + b

)
, where g(z) = Sigmoid(z) =

1
1 + e−z for binary classification. (8)

Figure 6 shows the RNN used in this study, and a feed forward neural network (FFNN)
for binary classification was constructed in the output layer according to the dimension of
the variables.
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2.2.5. LSTM

In RNN, the longer the period of sequential data, the less sufficient is the previous
information transmitted to the output layer, and it has the limitation of exhibiting the effect
only for relatively short sequences [39]. As an alternative, the LSTM algorithm, which adds
forget, input, and output gates to the memory cells of the hidden layer, was proposed [50].
The memory cell at time t + 1 receives the cell state at time t denoted as Ct, which is
calculated as follows:

Ct = ft ◦ Ct−1 + it ◦ gt, (9)

where ft is the forget gate at time t, which is calculated by

ft =Sigmoid
(
WxfXt + Whfht−1 + bf

)
, (10)

it is the input gate at time t, and gt is another input gate at time t, which is calculated
as follows:

it = Sigmoid(WxiXt + Whiht−1 + bi), (11)

and gt = tanh
(
WxgXt + Whght−1 + bg

)
. (12)

Consequently, the output gate at time t, denoted as ot, enables the calculation of the
hidden state at time t denoted as ht and transfers it to the output layer and memory cell at
time t + 1. Finally, ht is calculated as follows:

ht = ot ◦ tanh(Ct), where ot = Sigmoid(WxoXt + Whoht−1 + bi). (13)

Figure 7 illustrates the LSTM used in this study, and FFNNs for binary classification
were considered in the output layer for the dimension of the variables.
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2.3. Metrics of Performance: F1-Score

To calibrate the imbalances among the training, validation, and test datasets using
metrics, we used the F1-score as the main metric to measure the model performance. Preci-
sion and recall are the two most representative metrics used when the data are imbalanced
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and are the basis of the F1-score. Let TP be the number of true positives, TN the number
of true negatives, FP the number of false positives, and FN the number of false negatives;
accordingly, the precision and recall are calculated, respectively, as follows:

Precision =
TP

TP + FP
, (14)

Recall =
TP

TP + FN
. (15)

Precision is an index evaluated from the perspective of prediction by penalizing
type-I errors, and recall is an index evaluated from the perspective of actual values by
penalizing type-II errors. Precision and recall exhibit a trade-off relationship, and the
F1-score evaluates the performance of the model with the harmonic mean of these two
measures and is calculated as follows:

F1-score =
2× Precision× Recall

Precision + Recall
× 100, (16)

The F1-score was calibrated to be more affected by the smaller value of precision and
recall using the harmonic average.

2.4. Research Design

The process of deriving a classification model using a deep learning approach can
be outlined as follows: 1. data collection and preprocessing, which is the initial step,
involves gathering and preprocessing the data; 2. train/validation/test set partitioning
and normalization; 3. feature engineering, which is the technique applied to enhance
the representation of the data; 4. model generation, which involves the architectures and
the layer design; 5. model training using the train set and determining optimal train
parameters with the validation set; 6. model performance evaluation using the test dataset;
and 7. derivation of the optimal model through model comparison. Our study follows this
general deep learning approach.

For clarity, we demonstrate the depiction of the entire study design. Based on the above
methodologies, an algorithm for predicting the indices of daily fluctuations was designed.

Figure 8 shows the overall configuration and flow of the algorithm in detail. Our
research procedure is divided into two parts: One is the preprocessing part for data input,
and the other is the depiction of the transmission of data input according to the deep
learning model to be used.
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In the case of the datasets, 75% training data were used for model training, and 25%
test data were used for model comparison. The last 25% of the training set was used as the
validation set to determine the best epoch for training the models. Min–max normalization
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was performed based on the training set. Several studies have presented the importance
of data normalization to improve data quality and the performance of machine learning
algorithms [51]. For modeling, the window size was configured as 10 days for S&P 500,
5 days for KOSPI, and 20 days for the DJIA. The datasets for training, validation, and
testing were transformed with a sample structure corresponding to the window size of
each dataset.

Depending on the final type of the deep learning method, that is, RNN, LSTM, and
ResNet18, the preprocessed data are transmitted through two approaches. One approach is
the continuous pipeline for the RNN and LSTM, where samples of each training set are
fed into the model sequentially in the forward direction. The other approach is the data
pipeline for ResNet18, which is a method for proceeding with data learning by configuring
part of the data in a random manner rather than obtaining a weighted average of all the
data. Consequently, the data are fed into the deep learning model in four ways, depending
on whether variable-wise attention is applied through the data pipeline.

The following conditions were applied similar to those of the simulations. The afore-
mentioned deep learning methodologies were implemented using the Colab GPU ses-
sion with Python version 3.8.16, Torch 1.13.0 + cu116, Torchvision 0.14.0 + cu116, Scikit-
learn 1.0.2, and Numpy 1.21.6 and were used for preprocessing and evaluation under
the same Python version. The optimization algorithm for modifying the model parame-
ters through backpropagation was RAdam [52], and its hyperparameters were as follows:
learning rate = 0.001, coefficient Beta1 = 0.900, coefficient Beta2 = 0.999, and denominator
eps = 1 × 10−8.

3. Results

The models were developed based on Resnet18, RNN, and LSTM to compare their
performance. In particular, RNN and LSTM were designed with two layers. In addition,
all the models were compared based on whether attention was applied. Thus, six models
were constructed. Because the target value is 1 or 0, implying the rise or fall of the next-day
index direction, respectively, the models were trained using a binary cross-entropy loss
function. As the deep learning model was trained by iterating epochs, the F1-score of the
validation set was measured for each epoch, and the one with the highest F1-score was
determined as the optimal amount of learning. The F1-score was determined as the main
metric because the label distributions of the training, validation, and test sets were different
for each dataset.

3.1. S&P 500

As Table 2 illustrates, the proposed model, ResNet18 with attention, performed best
among the models in terms of not only the F1-score but also all other metrics, such as the
AUC, and precision of 65.07%, 57.07%, and 51.89%, respectively. The test set F1-score from
ResNet exhibited enhanced performance based on application of the attention mechanism.
In particular, compared with ResNet18 without attention, the proposed model increased
the F1-score by 6.81%, AUC by 5.09%, and precision by 5.70%. In the case of the RNN
and LSTM models, the models without the attention mechanism exhibited a gradient
diminishing problem. They only output positive values, implying that the index is always
expected to increase. Conversely, RNN and LSTM with attention solved the gradient
reduction problem to a certain extent (almost minimally), and both AUC values slightly
increased by 0.35% and 4.46%, respectively. In terms of the running time, the model based
on ResNet18 dramatically reduced the time compared to RNN and LSTM. In the case of
the attention incorporated models, the training speed of the ResNet model was increased
by 71% and 74% compared to RNN and LSTM, respectively.
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Table 2. Results of the S&P 500 dataset by ResNet, RNN, and LSTM with or without the atten-
tion mechanism.

Dataset Input Type Attention F1-Score F1-
Score (val) AUC Precision Learning

Time

ResNet18
RS

mini-batch o 65.07% 65.97% 57.07% 51.89% 0.51 s/iter

RS
mini-batch x 58.26% 68.68% 51.98% 46.25% 0.43 s/iter

RNN
Continuous o 61.65% 67.92% 50.34% 47.67% 1.79 s/iter
Continuous x 64.38% 67.27% 50% 47.47% 1.29 s/iter

LSTM
Continuous o 59.42% 68.23% 54.46% 45.05% 1.97 s/iter
Continuous x 64.38% 66.07% 50% 47.47% 1.40 s/iter

RNN: recurrent neural network; LSTM: long short-term memory; F1-score (val): F1-score of validation set;
RS: randomly shuffled; o: Attention mechanism is adjusted; x: Attention mechanism is not adjusted. The values
in bold text are the model performance of the proposed model that exhibited the best performance.

3.2. KOSPI

Table 3 presents the results of the experiment using the KOSPI dataset. Similar to the
results of S&P 500, ResNet blended with attention exhibited a better performance than the
others. Except for the F1-score of the RNN model without attention, which only predicts
true values unconditionally because the gradient is lost, the proposed model performed
best among the models with not only the F1-score but also in all other metrics, such as
AUC, and with a precision of 68.37%, 61.64%, and 62.5%, respectively. The test set F1-
score from ResNet exhibited enhanced performance upon the application of the attention
mechanism. In particular, compared with ResNet18 without attention, the proposed model
increased the F1-score by 13.99%, AUC by 8.28%, and precision by 11.68%. For the RNN
without attention, applying attention increased AUC by 9.66%. Regarding the running
time, similarly, the ResNet18-based model has reduced time compared to RNN and LSTM.
In particular, in the case of the KOSPI dataset, the proposed model showed the fastest
speed among all models.

Table 3. Results for fluctuations in the KOSPI classification by ResNet, RNN, and LSTM with
the Attention.

Dataset Input Type Attention F1-Score F1-
Score (val) AUC Precision Learning

Time

ResNet18
RS

mini-batch o 68.37% 69.56% 61.64% 62.5% 0.55 s/iter

RS
mini-batch x 54.38% 68.81% 53.36% 50.82% 0.57 s/iter

RNN
Continuous o 56.48% 65.48% 59.66% 47.43% 1.49 s/iter
Continuous x 69.73% 62.81% 50% 53.53% 0.89 s/iter

LSTM
Continuous o 58.12% 58.42% 50.53% 53.12% 1.47 s/iter
Continuous x 56.07% 63.86% 52.21% 55.55% 1.11 s/iter

Indicators and bold text imply the same as in Table 2.

3.3. DJIA

Table 4 presents the results of the model-specific tests of the DJIA dataset. In the case of
the DJIA prediction, the model we presented exhibited the best performance in all aspects
of the performance indicators. The F1-score, AUC, and precision were 64.07%, 59.19%,
and 62.26%, respectively. These are effects realized upon adding attention to ResNet, and
the increments are 1.17%, 6.53%, and 9.56%, respectively. Neither the RNN nor the LSTM
demonstrated any gradient vanishing problem on the DJIA dataset, and when the attention
mechanism was incorporated, they performed 4.06% and 4.97% better on the main metric,
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F1-score. About running time, in the case of the attention-applied models, the ResNet
model reduced the training time by 65% and 64% with respect to RNN and LSTM.

Table 4. Results for classifying DJIA fluctuations according to the attention module between models.

Dataset Input Type Attention F1-Score F1-
Score (val) AUC Precision Learning

Time

ResNet18
RS

mini-batch o 64.07% 61.72% 59.19% 62.26% 0.46 s/iter

RS
mini-batch x 62.90% 64.64% 52.66% 52.70% 0.34 s/iter

RNN
Continuous o 61.68% 65.42% 54.42% 57.89% 1.29 s/iter
Continuous x 57.62% 64.86% 56.47% 50% 0.80 s/iter

LSTM
Continuous o 57.39% 67.34% 55.09% 50.76% 1.30 s/iter
Continuous x 52.42% 65.45% 53.95% 50.94% 0.82 s/iter

Indicators and bold text imply the same as in Table 2.

4. Discussion

We conducted some research on whether the three channels typically utilized in the
CNN algorithm, which are designed to input the three primary RGB colors of image data,
could be effectively employed to analyze multivariate time-series data. In the course
of refining the CNN algorithm, we developed an innovative method that leverages the
ResNet18 model in combination with the attention mechanism to predict the direction of
market index fluctuations.

As illustrated in Figure 9, using three distinct stock index datasets, we constructed a
total of six models based on the three deep learning models and the inclusion or exclusion
of attention. Notably, all three datasets were comprised of multivariate high-frequency
data, with varying feature dimensions based on the number of variables, time points, and
window size. Our experimental results demonstrated that the performance of LSTMs and
RNNs is largely dependent on the data dimension. For instance, in the DJIA dataset model,
which had a relatively small-dimensional feature space, both LSTM and RNN performed
adequately. Moreover, when the attention module was attached, the F1-score improved for
both models. However, in the case of the KOSPI dataset, which had a threefold increase in
variable dimension relative to the DJIA dataset, the RNN without attention encountered
a gradient diminishing problem. The findings of this research are consistent with the
results of previous studies, wherein performance problems arose when dealing with a large
number of features [39,53,54]. Particularly in the S&P 500 dataset, which includes massive
multivariate high-frequency data, where the variable dimension is 21 times larger than that
of the DJIA dataset, both LSTM and RNN without attention illustrate a gradient problem.
By incorporating the attention mechanism, which emphasizes key features, the gradient
loss problem was partially alleviated, and the AUC value slightly increased. Nonetheless,
the performance boost from combining the attention mechanism with LSTMs and RNNs
was not significantly apparent, unlike in the case of the suggested model, which yielded
the best overall performance.

The superiority of the proposed algorithm can be attributed to the structural properties
of the model. A key feature of the suggested model is the synergistic effect between the
attention mechanism and the residual block. One of the components of the attention
mechanism, the LN, is responsible for balancing the effect of feature reinforcement on the
SDA context and the feature structure of the original sample [32,48]. On the other hand,
the residual block, which plays a key role in ResNet, extracts minute features of variables
from convolutional layers and performs the weighted average of data features passed from
the previous block, which is similar to the function of the LN [40]. By combining these two
functions, the model can convey the variable feature enhancement effect of the attention
mechanism according to the context of the output layer, even after passing through highly
complex convolutional operations.
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The data pipeline also played a significant role in enhancing the performance of the
proposed algorithm. Specifically, the data pipeline serves as a data transmitter that trains
deep learning models using randomly shuffled mini-batches. The application of deep neural
networks for predicting stock prices relies heavily on recurrent neural networks, which are
known for their ability to handle time-series data effectively. However, RNN-based models
require sequential input during the training phase. As a result, the latter part of the training
set has a significant impact on the learning process. To address this issue, researchers have
explored the use of additional techniques such as CNNs [26,28], genetic algorithms [22],
and attention mechanisms [35] to improve the distribution of the initial data in time-series
analysis. Nevertheless, the fundamental approach to handling time-series data remains
unchanged. In this study, however, the time-series data is partitioned into samples of fixed
window size, and only the information within each window is assumed to be continuous,
rendering each sample as an independent unit. Therefore, mini-batch training becomes
possible, as the recurrent neural network family’s hidden state, which transfers the learned
information from the previous data point’s distribution, is unnecessary and unaffected by
the inter-sample continuity. This approach effectively reduces the possibility of overfitting
and enables the model to generalize well to unseen data [55]. Consequently, this leads
to a significant reduction in the model’s training time, alleviation of memory resource
requirements, and attainment of stable and high performance. Overall, the combination
of the attention mechanism, residual block, and data pipeline contributed to the excellent
performance of the proposed algorithm for predicting market index fluctuations using
multivariate time-series data.

In the realm of univariate high-frequency time-series data analysis, mathematical
operations such as functional GARCH or functional ARCH are utilized to calculate the
weights of major features. However, the direct application of these methods to multivariate
analysis remains challenging. Feature selection for deep learning using explainable AI,
such as SHAP [56], LIME [57], and LRP [58], has been actively studied; however, it is still
difficult to apply it to multivariate high-frequency time-series data. The future development
of more advanced explainable AI is anticipated to address the black-box issue inherent
in deep learning. Through this advancement, it is expected that services, such as models
contributing to financial decision-makers through machine learning [59], could be also
reliably provided via AI models. Although this study focused on predicting market index
fluctuations, analyzing volatility is equally important in finance. It is anticipated that future
studies will expand on this algorithm to consider volatility or intraday volatility, further
enhancing its academic contributions.
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5. Conclusions

This study is the benchmark of multivariate high-frequency time-series data analysis
based on deep learning. We proposed a model that combines the attention mechanism with
the residual block for multivariate high-frequency time-series data. Attention reinforces the
ability to represent the context of the input data. ResNet18 is composed of convolutional
layers that understand the features of microscopic data through feature maps. To verify the
model performance, we conducted an experiment using three datasets, namely, S&P 500,
KOSPI, and DJIA, and compared the model with RNN and LSTM, confirming its excellent
performance in terms of several indicators, including the F1-score and the model training
speed. In addition to the performance improvement, another key advantage of our model
is that the algorithm requires only minimal continuity of the input sample by the size of
the window, and the continuity of the input variable is not mandatory.

Though our study does not consider profitability test and simulation, intuitively,
returns are dependent on an index’s directional predictive performance if it is high. Accu-
rately predicting the direction of returns can help predict prices and increase returns as a
reference for investors. As we addressed at the end of the Section 4, when conducting future
research that considers direction and volatility, we would considertheoretical simulations
of profitability. Consequently, the findings and concepts presented through this study will
contribute to effective investment decision making by capital market stakeholders.
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Abbreviation

X
one of the total dataset’ independent variables, such as S&P 500 with 504 variables, KOSPI
with 13 variables, and DJIA with 12 variables

Xi ith variable of X, where i = 1st, 2nd, . . ., mth variables
dk scalar value of feature dimension, which is the number of time points in one day
xi,j vector, which is the set of prices of jth day of Xi, where ∀xi ∈ Rdk , j = 1, 2, . . ., n
w size of window by the time interval, which is the size of the day
Wi trainable weight vector of neural networks, where i = 1, 2, . . ., n
bi trainable bias vector of neural networks, where i = 1, 2, . . ., n
z arbitrary vector
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