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#### Abstract

This paper analyses the implementation of a procedure using the software R to calculate the Probability Density Function (PDF) of the product of two uncorrelated Normally Distributed Random Variables. The problem of estimating the distribution of the product of two random variables has been solved for some particular cases, but there is no unique expression for all possible situations. In our study, we chose Rohatgi's theorem as a basis for approximating the product of two uncorrelated Normally Distributed Random Variables. The numerical approximation of the product PDF was calculated using a function that we implemented in R. Several numerical examples show that the approximations obtained in R fit the theoretical values of the product distributions. The results obtained with our R function are very positive when we compare them with the Monte Carlo Simulation of the product of the two variables.
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## 1. Introduction

The product of two normally distributed variables was studied in the early years of the 20th Century [1-3]. Although there is no exact expression for the product, authors produce several expressions for different situations. The results do not follow the parameters of any known distribution, but there exist some results for some specific cases [2-4]. However, these approaches are only for some specific values since we can only apply them to some cases of the product, and we do not yet have a general expression for that product. In 1981, a book with tables for several cases was edited by AMS [5]. The most recent study of this problem [6] establishes the exact formula for the PDF of the product of two correlated standard normal random variables using an order zero-second kind modified Bessel function.

Another previous work tried to use Rohatgi's theorem [7] to obtain an exact distribution of the product of two uncorrelated Normally Distributed Random Variables; the authors developed an expression of the integral using an infinite series expansion and modified Bessel functions of the second kind [8,9]. Although there are several possibilities to determine the PDF of the product of two normally uncorrelated distributed variables, there is not a closed expression of it. We only have partial approximations [2,3] and some algorithms [10] with limited use of general formulas that we have to calculate numerically [6,8]. More recently, [11-13] proposed a study of the product of zero-mean correlated random variables.

The PDF of the product of two normal variables is still an open problem. The most common approach is using the Monte Carlo Simulation. Our approach is based on the
previous work of [9], but the authors propose a general expression for the product of two random variables, with limited application to normal variables. We have continued this work and we have generalized this approach to the whole product of two uncorrelated normal variables, obtaining a good approximation of the PDF using numerical integration.

We used the analysis development in [9] and we have written a function, using the software R (https: / / www.r-project.org/), accesed 31 July 2023, that calculates the PDF of the product of two normally distributed variables using Rohatgi's theorem. To study the precision of our function, we present the graphics of these PDFs and compare these results with a Monte Carlo Simulation of the product of the same variables.

To the best of our knowledge, the calculation of the PDF of the product of two normal variables is only performed via partial approximations for concrete examples or expressions involving integrals that do not have a closed form. This function, designed for the R program, allows one to quickly and easily calculate the estimated value of the PDF of the product of any two uncorrelated normal variables. Although the formula works well in general, it may have some bugs or errors when the value of the product is very close to zero.

## 2. The Product of Two Normal Random Variables

Let $X$ and $Y$ be two continuous random variables with joint PDF $f_{X Y}(x, y)$. When the independence of the two variables is considered, the PDF of $Z$ can be defined as:

$$
\begin{equation*}
f_{Z}(z)=\int_{-\infty}^{\infty} f_{X}(x) f_{Y}\left(\frac{z}{x}\right) \frac{1}{|x|} d x \tag{1}
\end{equation*}
$$

And then, the PDF of $Z$ will be defined on a rectangular product space. In this paper, we consider that $X$ and $Y$ are independent variables.

In [9], a case of Rohatgi's Theorem is considered for determining the PDF of the product of two independent random variables. They describe the product $Z=X Y$, where $X$ is a random variable $f(x)$ on the interval $(a, b)$ with $a, b>0$ and $Y$ is defined as $g(y)$ in an interval $(c, d)$ with $c, d>0$. Then, $Z, X$ and $Y$ are in the first quadrant. Following this, the theorem is defined.

Theorem 1. Let $X$ be a random variable of continuous type with PDF $f(x)$, which is defined and positive on the interval $(a, b)$, where $0<a<b<\infty$. Similarly, let $Y$ be a random variable of the continuous type with PDF $g(y)$, which is defined and positive on the interval $(c, d)$, where $0<c<d<\infty$.

The PDF of $\mathrm{Z}=X Y$ is divided into three sections:

1. $\quad a d<b c h(z)= \begin{cases}\int_{a / c}^{z / c} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a c<z<a d \\ \int_{z / c}^{z / d} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a d<z<b c \\ \int_{z / d}^{b} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & b c<z<b d\end{cases}$
2. $\quad a d=b c h(z)= \begin{cases}\int_{a}^{z / c} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a c<z<a d \\ \int_{z / d}^{b} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a d<z<b d\end{cases}$
3. $\quad a d>b c h(z)=\left\{\begin{array}{cl}\int_{a}^{z / c} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a c<z<a d \\ \int_{a}^{b} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & b c<z<a d \\ \int_{z / d}^{b} g\left(\frac{z}{x}\right) f(x) \frac{1}{x} d x & a d<z<b d\end{array}\right.$

Proof. See [9].
This theorem can be generalised for variables that lie entirely in the other quadrants. (II, III and IV). When the variable contains the value 0 , it is more difficult since some of the rectangular product spac es would lie in two quadrants or not be entirely inside one of them. One solution would be to consider 0 at an endpoint of the interval. This approach results in more efficiency than other approaches. In [14], a formula for calculating the PDF of the product of $n$ uniform independently and identically distributed random variables in
the interval $[0,1]$ is presented, using mostly Laplace and Merlin transformation techniques. This procedure was improved in [15] to consider non-identically distributed variables. More recently, in [16], the authors use Fourier analysis to produce the PDF of a product of $n$ independent and identically distributed uniform random variables in the interval $[a, b]$.

We developed a function for R [17] that is an implementation of the procedure described in [9] for two normally independently distributed variables, $X \sim N\left(\mu_{x}, \sigma_{x}\right)$ and $Y \sim N\left(\mu_{y}, \sigma_{y}\right)$.

We have to adapt the range of the normal distribution to a bounded range to be able to use the function defined in R. Thus, for the normal distribution, we have to consider two limits for the range of the variable. Fortunately, $99 \%$ of the range of the normal distribution is within the interval $(\mu-4 \sigma, \mu+4 \sigma)$. When 0 is in the range of some of the two normally distributed variables, we have to adopt a strategy to avoid the value 0 , because the Expression (1) is not defined when $x=0$. We can limit the value of the normal variable to two values near zero; for example, we can use a limit value $\epsilon \approx 0$. The use of numerical integration requires the definition of an interval and a step between two points and then we have to fix a barrier to use values of $x$ too near to zero because they produce an error and misvalue results.

The limits of integration are $N\left(\mu_{x}, \sigma_{x}\right)$ in the range $\left\{\mu_{x}-4 \sigma_{x}, \mu_{x}+4 \sigma_{x}\right\}$. If this interval is not only positive or negative, we must consider two intervals: $\left\{\mu_{x}-4 \sigma_{x},-\epsilon\right\}$ and $\left\{+\epsilon, \mu_{x}+4 \sigma_{x}\right\}$. If the normal variable is quite concentrated near 0 , we can use a scale effect to avoid these values.

We developed a function that calculates the PDF of $n$ points of the product of two normal uncorrelated variables $X \sim N\left(\mu_{x}, \sigma_{x}\right)$ and $Y \sim N\left(\mu_{y}, \sigma_{y}\right)$, where $a=\mu_{x}-4 \sigma_{x}$, $b=\mu_{x}+4 \sigma_{x}, c=\mu_{y}-4 \sigma_{y}$ and $d=\mu_{y}+4 \sigma_{y}$.

The function, named "product.Normal", has five parameters: the mean and variance of the two normal functions involved in the product ( $m x, s x, m y, s y$ ) and $n$, that is, the step between two consecutive points. The result of the function is a list of numbers that represents several values of the PDF of the product into the range of the variable $Z=X Y$. To calculate the results, we considered six cases (or scenarios) and defined six internal procedures ("product. $\alpha$ normal") where $\alpha$ is the number of the scenario to be applied. (See Listing 1).

The different scenarios were motivated by the range of values of the two normal variables considered: only positive, only negative or mixed values. In the last case, the value zero is in the range of the normal variable .

Listing 1. A Function to calculate the PDF of the product of two normally uncorrelated distributed variables-R code.

```
product.Normal <- function(n,mx,sx,my,sy){
    a<- mx-4*sx; b<-mx+4*sx; c<-my-4*sy; d<-my+4*sy;
    if (a>0 && b>0 && c>0 && d>0){
        product.1 normal(n,a,b,c,d,mx,sx,my,sy)}
    else if (a<0 && b<0 && c<0 && d<0) {
        product. 2 normal(n,a,b,c,d,mx,sx,my,sy)}
    else if (a>0 && b>0 && c<0 && d<0){
        product.3 normal(n,a,b,c,d,mx,sx,my,sy)}
    else if (a>0 && b>0 && c<0 && d>0){
        product.4 normal(n,a ,b,c,d,mx,sx,my,sy)}
    else if (a<0 && b>0 && c<0 && d<0){
        product.5 normal(n,a,b,c,d,mx,sx,my,sy)}
    else {product. 6 normal(n,a,b,c,d,mx,sx,my,sy)}
    }
```

The $R$ code is available in the Supplementary Material.

In this function, we have the following variables: $n$ is the step to consider between two consecutive points (values like 10 or 100 are the most common), $m x$ is the mean of the $X$ variable, $m y$ is the mean of the $Y$ variable and $s x$ and $s y$ are the variance of the two normally distributed variables $X$ and $Y$, respectively.

This function considers the values of the two uncorrelated normal variables in the range $X \in[a, b]$ and $Y \in[c, d]$ and considers the product $Z=X Y$ in the range $[l i, l s]$, where $l i$ and $l s$ are a function of the values of $a, b, c, d$. The function develops a vector with $\frac{l s-l i}{1 / n}$ values of the PDF of the product $Z$.

There are 6 Scenarios:

- Scenario 1—When $a, b, c, d>0$. In this case, the PDF of the product contains only positive values.
- Scenario 2-When $a, b, c, d<0$. In this case, the PDF of the product contains only positive values.
- Scenario 3-When $a, b>0$ and $c, d<0$. In this case, the PDF of the product contains only negative values.
- Scenario 4-When $a<0, b>0, c, d>0$. The $X$ variable has positive and negative values and contains a value of zero. The $Y$ variable is only positively valued. We have to divide the range of $X$ into two sub-ranges, $(a,-0.001)$ and $(+0.001, b)$, to avoid the zero value since, at this point, the integrals are not defined.
- Scenario 5-When $a<0, b>0, c, d<0$. The $X$ variable has positive and negative values and contains a value of zero. The $Y$ variable is only negatively valued. We have to divide the range of $X$ into two sub-ranges $(a,-0.001)$ and $(+0.001, b)$ to avoid the zero value since at this point the integrals are not defined.
- Scenario 6-When $a<0, b>0$ and $c<0, d>0$. Then, we have to consider several subranges for $X$ and $Y$ and estimate the values of the PDF of the product considering the following sub-ranges: $(a,-0.001),(+0.001, b),(c,-0.001)$ and $(+0.001, d)$.
Using the values calculated with our function, we could obtain the mean, variance, skewness and kurtosis of the estimated function of the product of the two normal variables.

Although we do not know the distribution function of the product, we can calculate the statistics of the distribution-mean, variance, skewness and kurtosis-using the momentgenerating function (MGF) of the product. The MGF of $Z=X Y$ is given by

$$
\begin{align*}
M_{U}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(-\frac{\left(x-\mu_{x}\right)^{2}}{2 \sigma_{x}^{2}}-\frac{\left(y-y \mu_{x}\right)^{2}}{2 \sigma_{y}^{2}}\right) \exp (x y t) \mathrm{d} x \mathrm{~d} y \\
& =\frac{1}{\left(1-\sigma_{x}^{2} \sigma_{y}^{2} t^{2}\right)^{1 / 2}} \exp \left(\frac{\left(\sigma_{x}^{2} \mu_{y}^{2}+\sigma_{y}^{2} \mu_{x}^{2}\right) t^{2}+2 t \mu_{x} \mu_{y}}{2\left(1-\sigma_{x}^{2} \sigma_{y}^{2} t^{2}\right)}\right) \tag{2}
\end{align*}
$$

Then, we have

- Mean:

$$
\begin{equation*}
\mu_{x} \mu_{y} \tag{3}
\end{equation*}
$$

- Variance:

$$
\begin{equation*}
\mu_{y}^{2} \sigma_{x}^{2}+\left(\mu_{x}^{2}+\sigma_{x}^{2}\right) \sigma_{y}^{2} \tag{4}
\end{equation*}
$$

- Coefficient of skewness:

$$
\begin{equation*}
\frac{6 \mu_{x} \mu_{y} \sigma_{x}^{2} \sigma_{y}^{2}}{\left(\mu_{y}^{2} \sigma_{x}^{2}+\left(\mu_{x}^{2}+\sigma_{x}^{2}\right) \sigma_{y}^{2}\right)^{3 / 2}} \tag{5}
\end{equation*}
$$

- Excess of kurtosis:

$$
\begin{equation*}
\frac{6 \sigma_{x}^{2} \sigma_{y}^{2}\left(2 \mu_{y}^{2} \sigma_{x}^{2}+\left(2 \mu_{x}^{2}+\sigma_{x}^{2}\right) \sigma_{y}^{2}\right)}{\left(\mu_{y}^{2} \sigma_{x}^{2}+\left(\mu_{x}^{2}+\sigma_{x}^{2}\right) \sigma_{y}^{2}\right)^{2}} \tag{6}
\end{equation*}
$$

## 3. Results

We used the function to estimate the PDF of the product of two uncorrelated normal variables $X$ and $Y$. The range of each variable was computed as a function of $\mu \pm 4 \sigma$. In cases where the variable took the null value, only values of $\pm 0.01$ were considered.

The procedure implemented in R was used to calculate and represent the product density function (red/dark grey). To make a comparison, a Monte Carlo Simulation with $10^{6}$ points of the same two normal variables was used and their density function was plotted on the same graph (green/light grey). As we did not know the shape of the distribution of the product, we could simulate the product using the Monte Carlo Simulation. We considered a large number of products and drew a histogram of the points to obtain an estimation of the shape of the distribution.

A comparative table of the values of the product statistics-mean, variance, skewness and kurtosis-has also been included. Three values were considered: the theoretical values of these statistics, which were calculated using the moment-generating function; the Monte Carlo Simulation, where the values of the statistics were calculated based on the values obtained in the Simulation process; and the values obtained for the density function calculated using Rohatgi's theorem.

### 3.1. Scenarios 1, 2 and 3

For Scenario 1, we considered three examples of two positive normal variables, with rank $(a, b)$ and $(c, d)$ and three different situations with $a, b, c, d>0$, with $a<b$ and $c<d$ :

Example 1 (a): $a d=b c: \quad X \sim N(5,0.5)$ and $Y \sim N(5,0.5)$.
Example 1 (b): $a d<b c: \quad X \sim N(5,0.75)$ and $Y \sim N(1,0.1)$.
Example 1 (c): $a d>b c: \quad X \sim N(5,0.05)$ and $Y \sim N(1,0.1)$.
The graphical result of Example 1 (a) is in Figure 1. We can observe a very good approach for the Simulation of the product (using the Monte Carlo Simulation) and the estimation of the product using the R function defined in the previous section. The two approaches have the same shape and there is a very strong coincidence between them. This graphic and the following graphics in the paper try to show the coincidence of the shapes of the two approximations, but they are not proof of the goodness of the approximation to the real shape of the product.


Figure 1. $(X \sim N(5,0.5)$ and $Y \sim N(5,0.5)$; Simulation (green/light grey); PDF (red/dark grey).

In Table 1, we compare the values of the statistics mean, variance, skewness and kurtosis (excess) for the theoretical values of the product distribution (first line), Monte

Carlo Simulation (second line) and Rohatgi's Theorem approximation (third line). We added the bias and the relative bias of the numerical approach values and the theoretical values of the product distribution calculated using the expression of the mean, variance, skewness and kurtosis defined in the previous section.

Table 1. Scenario1: $a, b, c, d>0$ with $a<b$ and $c<d$.

| Example 1(a) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | 25 | 12.5625 | 0.2105 | 0.0595 |
| MonteCarlo Sim. | 25.0036 | 12.5552 | 0.2118 | 0.0666 |
| bias | +0.0036 | -0.073 | +0.0013 | +0.0071 |
| relative bias | $+0.011 \%$ | $-0.061 \%$ | $+0.612 \%$ | $+11.932 \%$ |
| R function | 25.0000 | 12.5489 | 0.2104 | 0.0521 |
| bias | 0 | -0.0136 | -0.0001 | -0.0074 |
| relative bias | $0 \%$ | $-0.108 \%$ | $-0.047 \%$ | $-12.433 \%$ |
| Example 1(b) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 5 | 0.8181 | 0.2280 | 0.0822 |
| MonteCarlo Sim. | 5.0010 | 0.8174 | 0.2307 | 0.0867 |
| bias | +0.001 | -0.0007 | +0.0027 | +0.0045 |
| relative bias | $+0.022 \%$ | $-0.0851 \%$ | $+1.183 \%$ | $+5.475 \%$ |
| R function | 5.0000 | 0.8172 | 0.2279 | 0.0736 |
| bias | 0 | -0.0009 | -0.0001 | +0.0086 |
| relative bias | $0 \%$ | $-0.113 \%$ | $-0.0434 \%$ | $-10.463 \%$ |
| Example 1(c) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 5 | 0.2525 | 0.0059 | 0.0011 |
| MonteCarlo Sim. | 5.0001 | 0.2530 | 0.0059 | 0.0038 |
| bias | +0.0001 | -0.0005 | 0 | +0.0027 |
| relative bias | $+0.002 \%$ | $+0.198 \%$ | $045.455 \%$ |  |
| R function | 5.0000 | 0.2522 | -0.012 |  |
| bias | 0 | -0.0003 | -0.0131 |  |
| relative bias | $0 \%$ | $-0.118 \%$ | $0 \%$ | $-1190.91 \%$ |
|  |  |  |  |  |

For Scenario 2, we considered three examples of two negative normal variables, with rank $(a, b)$ and $(c, d)$ and $a, b, c, d<0$, with $a<b$ and $c<d$ :

Example 2 (a): $a d=b c: \quad X \sim N(-5,0.05)$ and $Y \sim N(-5,0.05)$.
Example 2 (b): $a d>b c: \quad X \sim N(-5,0.75)$ and $Y \sim N(-1,0.1)$.
Example 2 (c): $a d<b c: \quad X \sim N(-3,0.5)$ and $Y \sim N(-5,1)$.
In Table 2, we compare the values of the statistics mean, variance, skewness and kurtosis (excess) for the theoretical values of the product distribution (first line), Monte Carlo Simulation (second line) and Rohatgi's Theorem approximation (third line). As we saw in Scenario 1, the values of the mean and variance statistics are in full agreement, and only in the case of skewness and kurtosis are there small differences, which, in general, can be considered as non-significant.

In Scenario 3, we considered two normally distributed variables; one of them was positive with $a, b>0$ and the other one was negative with $c, d<0$. For these values, we had $a<b$ and $c<d$. We considered three examples for the following situations: $a c<b d$, $a c>b d$ and $a c=b d:$

Example 3 (a): $a d>b c$ and $a c<b d: \quad X \sim N(5,0.5)$ and $Y \sim N(-2,0.25)$.
Example 3 (b): $a d>b c$ and $a c=b d: \quad X \sim N(5,1)$ and $Y \sim N(-1,0.1)$.
Example 3 (c): $a d>b c$ and $a c>b d: \quad X \sim N(5,1)$ and $Y \sim N(-1,0.05)$.

Table 2. Scenario 2: $a, b, c, d<0$ with $a<b$ and $c<d$.

| Example 2(a) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | 25 | 0.1250 | 0.0212 | 0.0005 |
| MonteCarlo Sim. | 24.9990 | 0.1249 | 0.0203 | -0.0027 |
| bias | -0.001 | -0.0001 | -0.0009 | -0.0032 |
| relative bias | $-0.004 \%$ | $-0.08 \%$ | $-4.245 \%$ | $-640 \%$ |
| R function | 25.0000 | 0.1248 | 0.0212 | -0.0638 |
| bias | 0 | -0.0002 | 0 | -0.0643 |
| relative bias | $0 \%$ | $-0.16 \%$ | $0 \%$ | $-12860 \%$ |
| Example 2(b) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 5 | 0.8181 | 0.2280 | 0.0822 |
| MonteCarlo Sim. | 5.0011 | 0.8190 | 0.2251 | 0.0784 |
| bias | +0.0011 | +0.0009 | -0.0029 | -0.0038 |
| relative bias | $+0.022 \%$ | $+0.110 \%$ | $-1.271 \%$ | $-4.62 \%$ |
| R function | 5.0000 | 0.8181 | 0.2280 | 0.0821 |
| bias | 0 | 0 | 0 | -0.0001 |
| relative bias | $0 \%$ | $0 \%$ | $0 \%$ | $-0.121 \%$ |
| Example 2(c) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 15 | 15.5 | 0.3687 | 0.1919 |
| MonteCarlo Sim. | 15.0033 | 15.5262 | 0.3696 | 0.2011 |
| bias | +0.0033 | +0.0262 | +0.0009 | +0.0092 |
| relative bias | $+0.022 \%$ | $+0.169 \%$ | $+0.244 \%$ | $+4.794 \%$ |
| R function | 14.9998 | 15.4954 | 0.3676 | 0.1857 |
| bias | -0.0002 | -0.0046 | -0.0011 | -0.0062 |
| relative bias | $-0.001 \%$ | $-0.029 \%$ | $-0.298 \%$ | $-3.23 \%$ |

In Table 3, we compare the values of the statistics mean, variance, skewness and kurtosis (excess) for the theoretical values of the product distribution (first line), Monte Carlo Simulation (second line) and Rohatgi's Theorem approximation (third line). The same results as those in Scenarios 1 and 2 are observed.

Table 3. Scenario 3: $a, b>0$ and $c, d<0$ with $a<b$ and $c<d$.

| Example 3(a) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | -10 | 2.5781 | -0.2264 | 0.0725 |
| MonteCarlo Sim. | -9.9993 | 2.5835 | -0.2302 | 0.0791 |
| bias | +0.007 | +0.0054 | -0.0038 | +0.0066 |
| relative bias | $-0.07 \%$ | $-0.209 \%$ | $+1.678 \%$ | $+9.103 \%$ |
| R function | -10.0000 | 2.5753 | -0.2263 | 0.0646 |
| bias | 0 | -0.0028 | +0.0001 | -0.0079 |
| relative bias | $0 \%$ | $-0.108 \%$ | $-0.044 \%$ | $-10.896 \%$ |
| Example 3(b) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | -5 | 1.26 | -0.2121 | 0.0948 |
| MonteCarlo Sim. | -5.0015 | 1.2628 | -0.2165 | 0.0927 |
| bias | -0.0015 | 0.0028 | -0.0044 | -0.0021 |
| relative bias | $+0.03 \%$ | $+0.222 \%$ | $+2.07 \%$ | $-2.215 \%$ |
| R function | -5.0000 | 1.2586 | -0.2120 | 0.0847 |
| bias | 0 | -0.0014 | +0.0001 | -0.0101 |
| relative bias | $0 \%$ | $-0.111 \%$ | $-0.047 \%$ | $-10.654 \%$ |

Table 3. Cont.

| Example 3(c) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | -5 | 1.065 | -0.0682 | 0.0281 |
| MonteCarlo Sim. | -4.9999 | 1.0647 | -0.0696 | 0.0277 |
| bias | 0.001 | -0.0003 | -0.0014 | -0.0004 |
| relative bias | $-0.02 \%$ | $-0.028 \%$ | $2.052 \%$ | $-1.423 \%$ |
| R function | -5.0000 | 1.0638 | -0.0682 | 0.0155 |
| bias | 0 | -0.0012 | 0 | -0.0126 |
| relative bias | $0 \%$ | $-0.112 \%$ | $0 \%$ | $-44.83 \%$ |

### 3.2. Scenario 4 and Scenario 5

In Scenario 4, we had a normally distributed variable with a zero value and range $a, b$ with $a<0<b$ and a positive variable with range $(c, d)$ with $c<d$. We considered Example 4 with $X \sim N(1,0.1)$ and $Y \sim N(0.5,2)$ (see Figure 2). The graphical result shows a strange result for the estimation of the product for the R function when the value of the product $Z$ is very near zero. In this situation, the estimated value tends to $-\infty$ as a consequence of the instability of the very small values of the variables near zero. The same situation is observed for Scenario 5 (see Figure 3).


Figure 2. $X \sim N(1,0.1)$ and $Y \sim N(0.5,2)$; Simulation (green/light grey); PDF (red/ dark grey).


Figure 3. $X \sim N(0.5,0.2)$ and $Y \sim N(-1,0.1)$; Simulation (green/light grey); PDF (Red/ dark grey).

In this example, there were greater differences than in the previous examples (see Table 4), although except in the case of kurtosis, they do not appear to be significant.

Table 4. Scenario 4: $a<0<b$ and $c, d>0$ with $a<b$ and $c<d$.

| Example 4 | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | 0.5 | 4.0425 | 0.0147 | 0.1181 |
| MonteCarlo Sim. | 0.4987 | 4.0427 | 0.0125 | 0.1202 |
| bias | -0.0013 | 0.0002 | -0.0022 | 0.0021 |
| relative bias | $-0.26 \%$ | $-0.004 \%$ | $-14.966 \%$ | $-1.778 \%$ |
| R function | 0.5044 | 4.0596 | 0.0111 | 0.0894 |
| bias | +0.0044 | +0.4671 | -0.0036 | -0.0287 |
| relative bias | $+0.88 \%$ | $+11.554 \%$ | $-24.4898 \%$ | $-24.301 \%$ |

In Scenario 5, we had a normally distributed variable with a zero value and range $(a, b)$ with $a<0<b$ a and a negative variable with range $(c, d)$ and $c<d$. We considered Example 5 with $X \sim N(0.5,0.2)$ and $Y \sim N(-1,0.1)$ (see Figure 3). As in Scenario 4, there were greater differences than in the examples in Scenarios 1, 2 and 3 (see Table 5), although they do not appear to be significant.

Table 5. Scenario 5: $a<0<b$ and $c, d<0$ with $a<b$ and $c<d$.

| Example 5 | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | -0.5 | 4.0425 | -0.0147 | 0.1181 |
| MonteCarlo Sim. | -0.5011 | 4.0507 | -0.0211 | 0.1214 |
| bias | -0.0011 | +0.0082 | -0.0064 | +0.0033 |
| relative bias | $+0.22 \%$ | $+0.202 \%$ | $+43.537 \%$ | $+2.794 \%$ |
| R function | -0.4999 | 4.0605 | -0.0118 | 0.1061 |
| bias | +0.0001 | +0.018 | +0.0029 | -0.012 |
| relative bias | $-0.02 \%$ | $+0.445 \%$ | $-19.727 \%$ | $-10.169 \%$ |

### 3.3. Scenario 6: $a<0<b$ and $c<0<d$ with $a<b$ and $c<d$

When the two normally distributed variables are zero-valued, the application of Rohatgi's theorem is more difficult because it is not defined for zero. In this case, we considered two subintervals for the two normal variables, $(a,-\epsilon)$ and $(\epsilon, b)$, when the original range is $(a, b)$ with $a<0$ and $b>0$. We used $\epsilon=0.01$. We had nine situations:

Example 6 (a): $a c>b d$ and $a d>b c: \quad X \sim N(0.5,2)$ and $Y \sim N(-1,0.5)$.
Example 6 (b): $a c>b d$ and $a d<b c: \quad X \sim N(-1,0.5)$ and $Y \sim N(-0.5,0.5)$.
Example 6 (c): $a c>b d$ and $a d=b c: \quad X \sim N(-1,1)$ and $Y \sim N(-2,2)$.
Example 6 (d): $a c<b d$ and $a d>b c: \quad X \sim N(1,2)$ and $Y \sim N(0,2)$.
Example 6 (e): $a c<b d$ and $a d<b c: \quad X \sim N(1,2)$ and $Y \sim N(0.5,0.5)$.
Example 6 (f): $a c<b d$ and $a d=b c: \quad X \sim N(1,2)$ and $Y \sim N(5,10)$.
Example 6 (g): $a c=b d$ and $a d>b c: \quad X \sim N(2,2)$ and $Y \sim N(-0.5,0.5)$.
Example 6 (h): $a c=b d$ and $a d<b c: \quad X \sim N(-2,2)$ and $Y \sim N(1,1)$.
Example 6 (i): $a c=b d$ and $a d<b c: \quad X \sim N(0,2)$ and $Y \sim N(0,1)$.
In Tables 6 and 7, we compare the values of the statistics. We can observe some significant differences between the theoretical values and the PDF function values. The differences are greater for skewness and kurtosis because of the strange results of the PDF function estimation when the value of the variable is near zero.

Table 6. Scenario 6: $a<0<b$ and $c<0<d$ with $a<b$ and $c<d$. Cases (a)-(f).

| Example 6(a) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | -0.5 | 5.0625 | -0.2633 | 2.1362 |
| MonteCarlo Sim. | -0.4980 | 5.0762 | -0.2696 | 2.1206 |
| bias | +0.002 | +0.0137 | -0.3344 | -0.0156 |
| relative bias | -0.4\% | +0.270\% | +2.392\% | -0.730\% |
| R function | -0.5140 | 5.0646 | -0.3344 | 1.7838 |
| bias | -0.014 | 0.0021 | -0.0711 | -0.3524 |
| relative bias | +2.8\% | +0.0414\% | +27.003\% | -16.496\% |
| Example 6(b) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 0.5 | 0.375 | 0.8164 | 1.8333 |
| MonteCarlo Sim. | 0.5011 | 0.3749 | 0.8152 | 1.8057 |
| bias | +0.0011 | -0.0001 | -0.0012 | -0.0276 |
| relative bias | +0.22\% | -0.026\% | -0.146\% | -1.505\% |
| R function | 0.5022 | 0.3695 | 0.7384 | 1.4312 |
| bias | +0.0022 | -0.0055 | -0.078 | -0.4021 |
| relative bias | +0.44\% | -1.466\% | -9.554\% | -21.933\% |
| Example 6(c) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 2 | 12 | 1.1547 | 3.3333 |
| MonteCarlo Sim. | 1.9995 | 12.0378 | 1.1686 | 3.4367 |
| bias | -0.0005 | +0.0378 | +0.0139 | +0.1034 |
| relative bias | -0.025\% | +0.315\% | +1.203\% | +3.102\% |
| R function | 1.9881 | 10.7059 | 0.9704 | 2.7137 |
| bias | -0.0119 | -1.2941 | -0.1843 | -0.6196 |
| relative bias | -0.595\% | -10.784\% | -15.960\% | -18.588\% |
| Example 6(d) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 0 | 20 | 0 | 5.76 |
| MonteCarlo Sim. | 0.0011 | 19.960 | -0.0075 | 5.8143 |
| bias | +0.0011 | -0.04 | -0.0075 | +0.0543 |
| relative bias | - - \% | -0.2\% | - - \% | +0.942\% |
| R function | 0.3783 | 21.8164 | -0.0706 | 5.2635 |
| bias | +0.3783 | +1.8164 | -0.0706 | -0.4965 |
| relative bias | - - \% | +9.082\% | - - \% | -8.619\% |
| Example 6(e) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 0.5 | 2.25 | 0.8889 | 4.1481 |
| MonteCarlo Sim. | 0.4999 | 2.2386 | 0.8842 | 4.0750 |
| bias | -0.0001 | -0.0114 | -0.0047 | -0.0731 |
| relative bias | -0.02\% | -0.506\% | -0.527\% | -1.762\% |
| R function | 0.5288 | 2.4004 | 0.8184 | 3.6308 |
| bias | 0.0288 | 0.1504 | -0.0705 | -0.5173 |
| relative bias | +5.76\% | +6.684\% | -7.931\% | -12.4708\% |
| Example 6(f) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 5 | 600 | 0.8164 | 5.3333 |
| MonteCarlo Sim. | 5.0181 | 601.7577 | 0.8141 | 5.3873 |
| bias | +0.0181 | +1.7577 | -0.0023 | +0.054 |
| relative bias | +0.362\% | +0.292\% | -0.281\% | +1.012\% |
| R function | 9.9677 | 590.6478 | 0.9831 | 5.3607 |
| bias | +4.9677 | -9.3522 | +0.1667 | +0.0274 |
| relative bias | +99.354\% | -1.558\% | +20.418\% | +0.513\% |

Table 7. Scenario 6 (cont.): $a<0<b$ and $c<0<d$ with $a<b$ and $c<d$. Cases (g)-(i).

| Example 6(g) | Mean | Variance | Skewness | Kurtosis |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical Val. | -1 | 3 | -1.1547 | 3.3333 |
| MonteCarlo Sim. | -0.9970 | 2.9958 | -1.1529 | 3.3334 |
| bias | +0.003 | -0.0042 | +0.0018 | +0.0001 |
| relative bias | $-0.3 \%$ | $-0.14 \%$ | $-0.155 \%$ | $+0.003 \%$ |
| R function | -1.0418 | 3.1180 | -1.0821 | 3.0250 |
| bias | -0.0418 | +0.118 | +0.0726 | -0.308 |
| relative bias | $+4.18 \%$ | $+3.933 \%$ | $6.287 \%$ | $-9.249 \%$ |
| Example 6(h) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | -2 | 12 | -1.1547 | 3.3333 |
| MonteCarlo Sim. | -2.0027 | 12.0018 | -1.1482 | 3.3156 |
| bias | -0.0027 | +0.0018 | -0.0065 | -0.0177 |
| relative bias | $+0.135 \%$ | $+0.015 \%$ | $-0.562 \%$ | $-1.787 \%$ |
| R function | -2.1344 | 10.0343 | -0.9256 | 1.5456 |
| bias | -0.1344 | -1.957 | -2.0803 | -1.7877 |
| relative bias | $+6.72 \%$ | $+16.381 \%$ | $-180.159 \%$ | $-53.6315 \%$ |
| Example 6(i) | Mean | Variance | Skewness | Kurtosis |
| Theoretical Val. | 0 | 4 | 0 | 6 |
| MonteCarlo Sim. | 0.0033 | 3.9818 | 0.0012 | 5.9445 |
| bias | +0.0033 | -0.0182 | +0.0012 | -0.0555 |
| relative bias | $--\%$ | $-0.0923 \%$ | $--\%$ | $-0.8812 \%$ |
| R function | 0.0000 | 3.9077 | 0.0000 | 5.1188 |
| bias | 0 | -0.0923 | 0 | -0.8812 |
| relative bias | $--\%$ | $-2.307 \%$ | $--\%$ | $-14.6867 \%$ |

The examples in which the variables take null values show much worse results than in the cases analysed above. The greatest divergences occur in the value of kurtosis. When the value of the variable approaches zero, it presents density values very different from those obtained through the Simulation processes and the theoretical values.

## 4. Discussion

This work has focused on the estimation of the probability density function (PDF) of the product of two normal functions without correlation. Using Rohatgi's theorem, we can calculate the value of this function using an integral approximation. Unfortunately, the integral does not have an analytical expression, so it is necessary to use numerical integration to approximate the values of the integral at specific intervals. We have developed a function in R to estimate the PDF of the product of these two normal variables and obtain a vector of values.

As an example, we used a graphical representation of the product density function obtained with the values reported by the R function and we compared it with the probability density function of a Monte Carlo Simulation of the product of two variables. When we had two normally distributed variables without a zero value in their range, the two approximations showed a very high degree of agreement.

On the other hand, we also compared the values of the following distribution statistics: mean, variance, skewness and kurtosis. In this case, we used the following three values:
(i) The values of the theoretical distribution of the product. These values were obtained through the moment-generating function.
(ii) The values obtained in the Simulation process.
(iii) The values of the estimation of the distribution through the $R$ function.

In general, the results were very close in all the cases analysed. We only observed some small significant differences in those cases where the normal variables incorporated the null value in their range of variation.

In summary, the new R function presents an alternative solution for estimating the PDF of the product of two uncorrelated normal variables. Its implementation incorporates advanced statistical techniques and leverages the capabilities of the R programming language, making it an invaluable tool for researchers and analysts seeking precise and reliable results in complex statistical analyses.

Future work should focus on analysing the observed differences and try to approximate the estimated value of the density function for those situations where the normally distributed variable reaches zero. On the other hand, a more ambitious goal would be to generalise Rohatgi's theorem to the case of variables with a non-zero correlation. Moreover, another future challenge is to explore similar procedures for calculating the PDFs of some other non-Gaussian distributions.
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## Abbreviations

The following abbreviations are used in this manuscript:
PDF Probability Density Function
MGF Moment-Generating Function
AMS American Mathematical Society
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