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Abstract: Statistical process control (SPC) charts are commonly used to monitor quality characteristics
in manufacturing processes. When monitoring two or more related quality characteristics simultane-
ously, multivariate T2 control charts are often employed. Like univariate control charts, control chart
pattern recognition (CCPR) plays a crucial role in multivariate SPC. The presence of non-random
patterns in T2 control charts indicates that a process is influenced by one or more assignable causes
and that corrective actions should be taken. In this study, we developed a deep learning-based classifi-
cation model for recognizing control chart patterns in multivariate processes. To address the problem
of the insufficient representation of one-dimensional (1D) data, we explore the advantages of using
two-dimensional (2D) image data obtained from a threshold-free recurrence plot. A multi-channel
deep convolutional neural network (MCDCNN) model was developed to incorporate both 1D and
2D representations of control chart data. This model was tested on multivariate processes with
different covariance matrices and compared with other traditional algorithms. Moreover, the effects
of imbalanced datasets and dataset size on classification performance were analyzed. Simulation
studies revealed that the developed MCDCNN model outperforms other techniques in identifying
multivariate non-random patterns. For the most significant one, our proposed MCDCNN method
achieved a 10% improvement over traditional methods. The overall results suggest that the developed
MCDCNN model can be beneficial for intelligent SPC.

Keywords: statistical process control; multivariate control chart pattern; MCDCNN; recurrence plot

MSC: 37M10

1. Introduction

Shewhart control charts are the most widely used tools in statistical process control
(SPC). The primary objective of a control chart is to determine whether a process is per-
forming as expected or if there are any non-random patterns resulting from assignable
causes. Among the various types of control charts, the commonly used univariate control
charts are designed to monitor and control a single process variable or characteristic over
time. They are typically used to monitor and control various aspects of the process, such as
means, standard deviations, fraction nonconforming, and defect rates.

With advancements in data acquisition techniques, it has become common practice
to monitor multiple correlated characteristics simultaneously. A widely adopted tool for
monitoring and controlling multivariate processes is the Hotelling T2 chart, which focuses
on tracking the mean vector of the processes [1].

The Hotelling T2 chart is briefly introduced as follows. Boldface lowercase letters
indicate vectors, and boldface uppercase letters represent matrices in this context. The chart
is based on the assumption that p correlated characteristics are measured simultaneously,
following a multivariate normal distribution with a mean vector µ0 and a covariance
matrix Σ.
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Suppose that the p × 1 random vectors x1, x2, . . . , xt, each of which represents the
quality characteristics to be monitored, are observed over time. These vectors represent
sample mean vectors from a sample of size n. The well-known χ2 control chart is based on
a measure of distance to the target mean vector (µ0) of the process. The statistic used in the
χ2 chart for the kth sample can be expressed as follows:

χ2
k = n(xk − µ0)

′Σ−1(xk − µ0) (1)

The upper limit of the control chart is UCL = χ2
α,p where χ2

α,p is the upper 100α

percentage point of the χ2 distribution with p degrees of freedom. When monitoring the
mean vector µ0 by using the χ2 chart, it is assumed that the covariance matrix remains
constant as Σ. When the in-control mean vector and covariance matrix are unknown, they
are often replaced by the sample estimators x and S, respectively. The test statistic for the
kth sample can be expressed as follows:

T2
k = n

(
xk − x

)′S−1(xk − x
)

(2)

The control procedure mentioned above is commonly referred to as the Hotelling T2

multivariate control chart [1].
When implementing control charts, a process is considered out of control if any plotted

points fall outside the control limits or exhibit a discernible non-random pattern [1]. In
industrial processes, various non-random patterns may emerge, signaling out-of-control
conditions such as trends, sudden shifts, mixtures, cycles, and systematic variations. A
comprehensive description of these non-random patterns can be found in the Western
Electric Handbook [2].

Non-random control chart patterns can provide useful insights regarding areas for
potential process improvements. It is widely recognized that particular non-random
patterns on a control chart are often linked to specific sets of assignable causes [2]. The
early detection and diagnosis of control chart patterns is critical. Researchers generally
agree that recognizing non-random patterns can assist the detection of out-of-control
processes in a timely manner [3–5], which can narrow down the list of potential assignable
causes that must be investigated, ultimately reducing the time and effort required for
diagnostic searches.

Control chart pattern recognition (CCPR) is a significant challenge in SPC. It relies
heavily on the expertise and experience of analysts to detect non-random patterns, which
introduces a greater risk of human error in decision-making. Many supplementary tests
(known as zone tests or run tests) have been proposed to detect whether assignable cause
variation exists and to determine whether a process requires further investigation [2,6].
The main disadvantage of these tests is that, although they can detect abnormalities that
represent out-of-control conditions, they do not reveal which non-random pattern may
have occurred. Consequently, the non-random pattern and assignable cause do not have a
one-to-one correspondence [4]. Several patterns might be associated with a specific test.
Furthermore, performing supplementary tests might increase the risk of false alarms [1].
The aforementioned reasons therefore highlight the need for the development of machine
learning (ML)-based control chart pattern recognition.

Studies on CCPR have primarily focused on univariate charts; limited attention
has been given to multivariate control chart patterns. Similar to univariate charts, mul-
tivariate control charts are designed to identify general shifts instead of non-random
patterns. Therefore, the conventional T2 chart is inadequate for identifying patterns in
multivariate processes.

Mason et al. [7] have noted that multivariate control charts might exhibit non-random
patterns and have proposed several visual methods to identify these patterns on the T2

chart. A trend can be characterized as a continuous movement of T2 values in one direction.
Distinct groupings of T2 values signify a sudden shift. When T2 values cluster above the
zero line, this indicates a mixture pattern. The presence of repeated U shapes occurring
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with short periods represents a cycle. Their research findings emphasize that CCPR is a
crucial task in multivariate process control. Figure 1 presents some examples of patterns
that might occur in a multivariate process.
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Figure 1. Typical patterns shown on T2 control chart.

When applying CCPR, the following two methods can be used: (1) the online real-time
method, which involves continuous classification of data within a window, and (2) the
activation of the pattern classification model when an abnormality is detected in the process
by the judgment mechanism, such as the use of supplementary rules [2,6]. Notable studies
related to the first approach include those conducted by Hwarng and Hubele [3] and
Cheng [4], while representative studies of the second approach are the works of Pham and
Wani [5] and Hassan et al. [8]. Previous studies often assumed that the shift pattern occurs
near the middle of the window [5,8] or at some fixed positions [9], while other patterns
appear from the first point in the window. These assumptions limit the diversity of data in
the training dataset and affect the accuracy of classification in practical applications.

Hachicha and Ghorbel [10] conducted a review of more than 120 papers on CCPR
and stated that past researchers had trained models in a static mode but had applied them
in a dynamic manner. They emphasized the need for future work to address the issue of
pattern misalignment in time, which had not been adequately considered in prior studies.
The problem of misalignment is illustrated in Figure 2, in which the observed pattern is not
temporally aligned with the learned pattern. In this figure, the dotted box represents an
analysis window, and misalignment is evident. This misalignment can result in the pattern
observed in the analysis window being marginally different from the pattern in the training
dataset, thereby leading to incorrect classification.
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In the feature-based approach to CCPR, the pattern locations in the analysis window
are typically assumed to be consistent between the training and testing datasets when
developing discriminative features. This assumption oversimplifies the CCPR task and
might lead to an overestimation of the classification accuracy rate. The same problem can
also arise in models that use raw data as inputs.
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Based on the review results of previous studies, we have observed that there are still
research gaps in current studies. To meet the requirements of practical applications, it is cru-
cial to consider the diversity and dynamic changes of non-random patterns. Classification
models should be capable of extracting diverse features from different types of data.

Additionally, the difficulty of data collection in practical applications needs to be
considered. The sample sizes of various non-random patterns may not be equal during the
data collection phase, which can lead to an imbalanced dataset. Therefore, it is necessary to
evaluate the performance of a classification model under the condition of unequal sample
sizes in each class.

This study proposes the use of a multi-channel deep convolutional neural network
(MCDCNN) architecture [11–13] that combines one-dimensional (1D) raw data and two-
dimensional (2D) texture image data to create feature diversity. The purpose is to reduce
the sensitivity of the classification model to the misalignments of the pattern in time
while improving the accuracy of the classification model. A threshold-free recurrence
plot (RP) [14] was constructed to obtain a 2D representation. Additionally, a new pattern
generator was proposed to generate a highly diverse dataset. This diversity aims to enhance
the classification model’s robustness in dealing with the dynamic nature of non-random
patterns. The effectiveness of the proposed approach was investigated by applying it to
multivariate processes with diverse covariance matrices and varying numbers of quality
characteristics.

The rest of this paper is organized as follows. Section 2 provides information about
related work on ML-based CCPR. Section 3 describes the proposed methods, including the
RP plot, data generation method, and MCDCNN model for multivariate CCPR. Section 4
describes the experimental settings, simulated datasets, performance metrics and presents
the experimental results. Finally, Section 5 summarizes the findings of this study and
provides suggestions for future research.

2. Related Work

This section presents a literature review on topics relevant to the present study, includ-
ing the identification and classification of control chart patterns and the use of 2D texture
image transformation methods for analyzing time series data.

In recent years, numerous studies have investigated the usefulness of ML techniques
for the identification of non-random patterns on a control chart. The primary goal is to
enhance classification accuracy and provide a complementary tool to traditional control
charts [15]. The adoption of ML-based classification models aims to emulate the analysis
methods used by engineers. With the emergence of the industrial internet of things and
artificial intelligence, collecting process data and utilizing intelligent decision-making
models for analysis has become more feasible. Consequently, the demand for intelligent
detection and diagnosis systems has increased over time [16].

Hachicha and Ghorbel [10] conducted an extensive analysis of existing research on the
identification of control chart patterns. The approaches used for classification include rule-
based methods [17,18], decision tree (DT) [5,19], artificial neural network (ANN) [4,20,21],
and support vector machine (SVM) [22,23]. Previous studies have utilized either raw data
as input vectors for the classification models [4,20] or hand-crafted features [5,9,19,24,25].

Previous studies have primarily focused on identifying single patterns. However,
researchers have begun to investigate data that exhibit multiple basic pattern features,
which are referred to as concurrent patterns [21,23,26,27]. The occurrence of concurrent
patterns suggests that the manufacturing process is simultaneously influenced by several
assignable causes. In a recent study, García et al. [28] conducted a comprehensive review of
the research on concurrent patterns.

Although some researchers have employed ML techniques for multivariate process
control, their focus has primarily been on identifying process mean shifts [29–33] or diagnos-
ing sources of variability [34]. Some studies have used ML methods to develop approaches
for detecting changes in multivariate process variance [35]. However, none of the men-
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tioned studies were designed specifically to identify non-random patterns in multivariate
processes. Few studies have explored non-random patterns in multivariate processes.
Cheng and Cheng [36] developed a multivariate non-random pattern classification model
using artificial neural networks (ANN) and support vector regression (SVR). However, their
consideration of covariance matrices was limited to those with equi-correlation. Moreover,
they assumed that all patterns except for the shift pattern begin at the first point within
the window. While this assumption has been commonly used in previous research, it is
impractical and may restrict the model’s generalizability.

Beshah and Muluneh [37] proposed a neural network-based approach to classify
multivariate control chart patterns. They developed a classifier by using univariate data
and assumed that the autocorrelation of multivariate data can be removed using a time
series analysis method. After the autocorrelation was removed, a set of T2 statistics was
generated, and the standardized T2 statistics were employed as the input vector for the
developed classifier. It appears that the authors presumed that their classifier built using
univariate data could be applied to classify the standardized T2 statistics.

CCPR has been addressed with conventional ML techniques, such as SVM, multilayer
perceptron neural networks and decision trees. However, the prevailing approach has
shifted towards deep learning methods, with a particular focus on convolutional neural
networks (CNNs) [15,38–44]. The reason for adopting the CNN approach in CCPR is the
ability of deep learning models to learn discriminative features directly from the data.

Zan et al. [15] investigated six patterns using a window size of 32. This research
examined five different periods for cycles to overcome the restrictive assumptions made in
previous studies. The non-random patterns consistently began at the first point within the
window in both the training and test datasets.

In [38], a window size of 32 was utilized. The shift pattern was assumed to occur
between points 11 and 21 within the window. For other non-random patterns present in
both the training and test datasets, the starting position of patterns was consistently fixed
at the first point of the window.

In [39], Miao and Yang utilized a CNN network but first transformed the one-dimensional
data into statistical characteristics and shape features, which were subsequently employed
as inputs for the CNN. In their research, non-random patterns consistently appeared at the
first position within the window. The positions where these patterns appeared remained
fixed in both the training and test datasets.

In [40], the shift pattern appeared in three different positions within the window,
whereas the other non-random patterns consistently appeared at a fixed position (the first
point) within the window. These positions where non-random patterns emerged remained
unchanged across both the training and test datasets.

Yu et al. [41] proposed the use of a stacked denoising autoencoder (SDAE) method
to develop a classification system for process patterns. This research considered normal
pattern and seven types of abnormal patterns resulting from changes in the process mean
and standard deviation. The window size used in this study was 64, and the occurrence
of abnormal patterns was approximately in the middle of the window. Importantly, these
positions were kept consistent in both the training and test datasets.

Fuqua and Razzaghi [42] proposed a method called the cost-sensitive convolutional
neural network to establish a classification system for non-random patterns in control
charts. This research considered the impact of imbalanced datasets on classification results.
They addressed both binary classification and multi-class classification problems. For
binary classification, they treated normal data and a specific type of non-random data as a
combination to construct a specific model. For multi-class classification, they considered
normal pattern and multiple types of non-random patterns in the dataset. Since this study
dealt with imbalanced data classification, they employed performance metrics such as
accuracy rate, recall, precision, and F-score. Although the results of this study showed that
the performance of the cost-sensitive convolutional neural network method outperformed
that of other deep learning algorithms in building classification models, it should be
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noted that the comparisons were limited to specific combinations of non-random pattern
parameters, and that the performance of their method across all non-random pattern
parameter combinations could not be determined.

Zan et al. [43] employed the bidirectional long short-term memory network (Bi-LSTM)
algorithm to develop a classification system for non-random patterns in control charts.
They utilized a window size of 25, while the dataset consisted of a normal pattern and
eight different non-random patterns. While considering multiple occurrence positions for
certain types of non-random patterns, they maintained consistent position settings across
both the training and test datasets.

Cheng et al. [44] utilized CNN to establish a classification model for non-random
patterns in control charts. What sets this research apart from previous studies is the
consideration of the pattern misalignment issue mentioned by Hachicha and Ghorbel [10].
This study allowed non-random patterns to appear at multiple positions within the window.
Their research results demonstrate that CNN possesses the characteristic of translation
invariance, enabling it to tolerate slight pattern misalignment issues.

The deep learning-based time series classification methods can be divided into 1D [45]
and 2D schemes [46,47]. In the 1D scheme, raw data are used as the inputs and directly fed
into the CNN model. The CNN model learns and extracts relevant features from the raw
data to perform classification tasks. On the other hand, in the 2D scheme, the time series
data are transformed into 2D forms before being fed into the subsequent CNN network.
This transformation process converts the time series into an image-like representation. In
comparison with the 1D scheme, the 2D scheme can potentially yield better classification
accuracy, but at the expense of a more complex transformation process and increased
network complexity.

Wang and Oates [46] proposed two methods for converting 1D time series data into 2D
images, the two methods are the Gramian Angular Field (GAF) and the Markov Transition
Field (MTF). After converting 1D data into 2D images, they employed a CNN to construct
a time series data classifier. They compared the performances of different classification
models on 12 datasets from UCR, and their findings indicate that higher classification
accuracy was achieved when combining GAF and MTF images into a single image as the
input for a CNN than when using GAF or MTF images alone.

Wang and Oates [48] divided GAF into two encoding methods: the Gramian Angular
Summation Field (GASF) and the Gramian Angular Difference Field (GADF), used to
convert time series data into 2D image data. GASF, GADF and MTF images were used as
inputs for the three channels of a CNN. They compared their method to other algorithms
using 20 datasets from UCR. Their research results showed that their proposed method
outperforms most existing methods.

Martínez-Arellano et al. [49] presented a novel approach based on signal imaging
and deep learning for tool wear classification. In their method, the GASF was used to
automatically encode raw signals into images.

The recurrence plot proposed by Eckmann et al. [50] is also a common method for
encoding 1D time series data into 2D images. Hatami et al. [47] proposed converting 1D
time series data into 2D texture images using the RP method, and the application of CNN to
establish a classification system. Their research results show that this method can improve
the classification accuracy of time series data. They found that representing time series
data with texture images can obtain different feature types not available in 1D time series
data. They compared different methods using 20 datasets in UCR. The results show that
the RPCNN method they proposed outperforms GAF-MTF.

Although the RP method is frequently used to analyze time series data, RP represen-
tations are rarely utilized to obtain features in previous studies on CCPR. While the RP
method has been applied to a specific control chart pattern dataset in some studies [47,51],
extensive feasibility studies have not been conducted. Chen and Shi [51] have indicated
that the major disadvantage of RP representations is the loss of directional information for
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non-random patterns, particularly trend and shift patterns. Therefore, it is expected that a
combination of 1D time series and 2D image encoding may be more effective.

Table 1 summarizes the key information of some recent relevant works. These recent
works are not included in the survey study conducted by Hachicha and Ghorbel [10]. In the
rightmost column of Table 1, the “fixed” label indicates that the shift pattern appears in the
middle position of the window, while other non-random patterns appear in the first position
of the window. Unless otherwise stated, the training dataset and the test dataset adopt the
same position setting. The aforementioned configuration has been commonly used in the
majority of previous studies. Analyzing Table 1 reveals that there are some research gaps in
the existing studies when applying the CCPR model in practical applications. From Table 1,
it can be observed that most of the previous studies assumed fixed positions of non-random
patterns within the window, without considering the issue of pattern misalignment.

Table 1. Summary of relevant works.

Study Control
Chart Type

Classification
Algorithms Input WS * PN ** Performance

Metrics
Balanced

Data

Pattern
Occurring
Positions

[15] Univariate CNN 1D 25 6 Accuracy Yes Fixed.
[36] Multivariate ANN/SVM 1D 32 5 Accuracy Yes Fixed.
[37] Multivariate ANN 1D 30 7 Accuracy Yes Fixed.

[38] Univariate/Concurrent CNN 1D 32 16

Accuracy,
Recall,

Precision,
and F-score

Yes

Fixed. Shift
patterns

have
multiple

positions.
[39] Univariate/Concurrent CNN Features 40 14 Accuracy Yes Fixed.

[40] Univariate CNN 1D 32 8 Accuracy Yes

Fixed. Shift
patterns

have three
positions.

[41] Univariate

Stacked
Denoising

Autoencoder
(SDAE)

1D 64 8 Accuracy Yes

The
occurrence

of abnormal
patterns was

approxi-
mately in the

middle of
the window.

[42] Univariate CNN 1D 20–50 2–7

Accuracy,
Recall,

Precision,
and F-score

No Fixed.

[43] Univariate Bi-LSTM 1D 25 9 Accuracy Yes Fixed

[44] Univariate CNN 1D 32 7 Accuracy Yes

All
non-random

patterns
have

multiple
positions.

[47] Univariate CNN 2D 36 6 Accuracy Yes

Fixed. Shift
patterns

have
multiple

positions.

[51] Univariate CNN 2D 36 6 Accuracy Yes

Fixed. Shift
patterns

have
multiple

positions.

* Window size; ** pattern number.

Because CCPR studies assume that only a portion of the observations is analyzed at a
time, the position of non-random patterns appearing in the analysis window (or moving
window) becomes a crucial factor affecting the correct classification. In previous studies,
the position of non-random patterns occurrences was often oversimplified.
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If the position of non-random patterns appearing in the window is fixed at the first
point, it would make the patterns easier to distinguish, but it would also lead to an
optimistic overestimation of classification accuracy. Additionally, in most studies, the
position of non-random patterns in the window is set the same during both the training and
testing phases, which further contributes to an overestimation of classification performance.

To meet the requirements of practical applications, it is necessary to consider a more
diverse range of occurrence positions for non-random patterns in both the training and
test datasets. Additionally, the diversity in the dataset needs to be increased. This also
implies that the classification model should be capable of learning more diverse features
from the data.

3. Methodology

This section outlines the two primary steps of the methodology, namely, the 2D image
encoding using recurrence plot and the classification using MCDCNN. Additionally, to
facilitate comparison, a brief overview of traditional classifiers is also presented.

3.1. Recurrence Plot

The recurrence plot is a technique created to visualize time series data [50]. The first
step in obtaining the recurrence plot is to reconstruct the phase space of the time series.
Given the original time series data as x = (x1, x2, . . . , xN ), and N as the length of the
time series, the phase space after reconstruction can be expressed as:

→
x i = (xi, xi+τ , . . . , xi+(m−1)τ ), i = 1, 2, . . . , N − (m− 1)τ (3)

where m is the embedded dimensions, and τ is the delay time. The subsequent
→
x i is referred

to as the ith state in the phase space, and is also known as trajectory. Each subsequence
corresponds to a point in the phase space trajectory.

Rij = Θ (ε− ‖→x i −
→
x j‖ ) i, j = 1, 2, · · · , M (4)

where M = N − (m− 1)τ, ε is a threshold distance, ‖ is the Euclidean norm. Here Θ(x)
is a Heaviside step function that returns unity for positive argument and has value 0 for
negative argument. In this approach, if two extracted trajectories

→
x i and

→
x j are sufficiently

close to each other, the value of Rij is set to 1; otherwise, it is set to 0. RP Plot is a graphical
representation of the matrix R. The total number of states M, determines the size of the
recurrence plot. Equation (4) generates an M×M image. Depending on whether or not a
threshold was selected, the resulting image could be binary or grayscale. Because of the
predefined distance, Equation (4) is regarded as binary. To extract additional information
from the RP images, the un-threshold technique [14,52] is utilized in this study. The R
matrix can be defined as follows:

Rij = ‖
→
x i −

→
x j‖ i, j = 1, 2, · · · , M (5)

A detailed procedure for creating an unthresholded image from time series data is
presented in Figure 3. We adhere to the procedure outlined in the work of Hatami et al. [47].
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Figure 3. The steps of coding time series data using recurrence plot: (a) a time series x with length
N = 16; (b) the 2D phase space trajectory is constructed from x by the time delay embedding (τ = 1),
states in the phase space are shown with bold dots:

→
x 1: (x1, x2 ),

→
x 2: (x2, x3 ),. . .,

→
x 15: (x15, x16 ).

(c) the recurrence plot R is a 16× 16 square matrix with Rij= dist (
→
x i,

→
x j ), i, j = 1, 2, . . . , 16.

Figure 4 illustrates a time series along with its unthresholded and thresholded recur-
rence plots. Figure 4a presents the raw data, while Figure 4b displays the unthresholded RP.
Figure 4c illustrates the thresholded RP with a black point percentage of 20. In the context
of recurrence plots, the black point percentage denotes the threshold that determines the
intensity of the points plotted in the recurrence matrix. This percentage directly influences
the contrast and clarity of the recurrence plot. A higher black point percentage will yield
darker and more discernible black points, facilitating the identification of recurring patterns.
Conversely, a lower black point percentage will generate lighter black points, potentially
making it more challenging to discern recurrent structures.
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3.2. Multi-Channel Deep Convolutional Neural Network

This section begins with a concise overview of the principles and the main operations
of CNN. Following this, we provide a detailed description of the architecture of the multi-
channel CNN model that we proposed in this study for classifying patterns on multivariate
T2 control charts.

CNNs have been widely used in the field of computer vision [53–55]. However, recent
studies have shown that CNNs can also be applied to time series classification tasks [45,56],
known as one-dimensional convolutional neural networks (1D CNNs).

In CNN architecture, there are three main layers: the convolution layer, the pooling
layer, and one or more fully connected layers. Among these, the convolution layer plays a
crucial role as it performs feature extraction through a combination of linear and nonlinear
operations, involving convolution operations and activation functions.

The convolution layer, activation layer, and pooling layer are commonly grouped
together as the convolution block. In CNN networks, these blocks are utilized to extract
features, while fully connected layers are employed for the classification task. This inte-
grated approach enables the creation of an end-to-end classifier that reduces the need for
traditional feature engineering.

In the convolution block, the 1D convolution layer is utilized to extract feature maps.
Different numbers of 1D convolution filters of the same size are applied in each layer,
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with deeper convolution blocks having more convolutional filters. The distance between
two consecutive filter positions is referred to as the stride, which is commonly set to 1.
To prevent the loss of spatial dimensions, zero padding is typically employed during the
convolution operation. When applying a convolution layer, the hyperparameters that need
to be determined include the filter size and the number of filters.

The output of the convolution operation is then passed through a nonlinear activation
function. Commonly used activation functions include the identity, sigmoid, hyperbolic
tangent, and rectified linear unit (ReLU) functions. The pooling layer performs a nonlinear
form of downsampling. There are different types of pooling, with the most commonly used
type being max pooling, which has a size of 1 × 2 and a stride of 2. The pooling layer helps
reduce the dimensionality of the feature map, resulting in translation invariance for small
offsets and deformations.

The output feature map of the final convolutional or pooling layer is typically flattened,
resulting in a 1D vector that is connected to one or more fully connected layers. The
number of neurons in these layers is commonly determined through experimentation. In
classification tasks, the last layer of the network is composed of a number of neurons equal
to the number of classes, with the softmax function being the preferred choice for activation.
This function normalizes the output values from the last fully connected layer, producing
class probabilities ranging between 0 and 1, with all values summing up to 1. The resulting
probabilities represent the likelihood of each class, and the maximum probability value
corresponds to the predicted class label.

During the training process, the network determines the weights of the filters and
the fully connected layers to decrease the discrepancy between the actual class label of a
sample in the training set and the network’s predicted value. The most critical elements of
training are the loss function and the optimization algorithm.

Gradient descent is a widely used optimization algorithm that is used to iteratively
update the learnable parameters (such as the weights of the filter and the weights of the
fully connected layer) within a network in order to minimize loss. Some of the most
common optimization algorithms include stochastic gradient descent (SGD), root mean
square prop (RMSprop), and adaptive moment estimation (Adam) [57]. For multi-class
classification tasks, categorical cross-entropy loss function is commonly used.

MCDCNN is an extension of the traditional CNN that can process input data with
multiple channels [11–13]. The primary idea behind the MCDDNN model is to combine
the features extracted from various channels. Each channel can focus on a particular aspect
of the input data, enabling the network to learn more diverse and meaningful features. The
channels can be considered as different views of the input, allowing the model to extract
complementary information. For instance, in the context of images, different channels could
represent different color channels (e.g., red, green, and blue) or additional information.
This approach allows the model to utilize more comprehensive information and attain
improved classification accuracy.

The architecture of an MCDCNN is similar to a standard CNN, but the input data have
multiple channels instead of a single channel. Each convolutional layer in an MCDCNN
operates on all input channels independently and computes separate feature maps. These
feature maps are then combined through concatenation before being passed to the fully
connected layer in the network. This study utilizes two channels: the first channel processes
1D raw time series data, while the second channel handles time series images encoded
through the RP transform. The model architecture used in the experiments is depicted in
Figure 5.
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3.3. Traditional Machine Learning Algorithms

In order to conduct a thorough comparison, we have selected three commonly used
machine learning algorithms suitable for analyzing time series data as our baseline mod-
els. These algorithms include support vector machine (SVM), random forest (RF), and
time series forest (TSF). The following subsections offer a concise summary of each of
these algorithms.

3.3.1. Support Vector Machine

SVM is a supervised learning technique that can be applied to both regression and
classification problems [58]. The SVM algorithms used for classification and regression are
commonly referred to as support vector classification (SVC) and support vector regression
(SVR), respectively. This section introduces the underlying principles of SVC. SVC is based
on the margin maximization principle. It performs structural risk minimization, which
improves the complexity of the classifier with the aim of achieving excellent generalization
performance. This technique uses various kernel functions to project nonlinear separable
samples onto a separate higher dimensional space.

The SVC algorithm performs classification by creating an optimal hyperplane that
divides the data into categories in a higher dimensional space. SVC was initially designed
for binary classification. It can be extended to handle multi-class classification tasks
through the use of the one-vs-one or one-vs-rest (OVR) method [59]. OVR is a heuristic
technique that transforms a multi-class dataset into multiple binary classification problems.
In the one-vs-one strategy, each pair of classes is split into a separate binary classification
problem. To achieve optimal classification performance, it is crucial to appropriately select
the parameters of the SVC classifier, such as the kernel width γ and the regularization
constant C.

3.3.2. Random Forest

Breiman [60] proposed the RF algorithm as a machine learning method that can
address classification and regression problems by utilizing ensemble learning, which
combines multiple classifiers to solve complex problems. The RF algorithm generates
multiple decision trees by using bootstrap samples from a training dataset, while also
employing a random feature selection technique. In this technique, a subset of available
features is randomly chosen as the splitting variable in each node of the decision tree. The
RF algorithm aggregates the outputs of all generated trees to produce a final prediction.
Majority voting is used for classification tasks, while averaging is used for regression, to
achieve the final prediction.

To optimize the performance of random forest models, it is crucial to select appropriate
values for several hyperparameters. One important parameter is the number of features
randomly chosen to split each node. Breiman [60] has recommended setting this value to
one-third of the total number of predictors for regression and the square root of the number
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of features for classification. Another significant hyperparameter is the number of trees
in the ensemble. Generally, the number of trees is increased until the model performance
stabilizes. The final key hyperparameter is the maximum depth of the decision trees used
in the ensemble. While a deeper tree may improve accuracy, it can also increase the risk
of overfitting.

3.3.3. Time Series Forest

Deng et al. [61] introduced the TSF algorithm for classifying time series data. Unlike
other algorithms that consider the entire time series, TSF focuses on intervals, or sub-series.
To train an individual tree, the algorithm selects

√
m random intervals, where m is the

length of the time series. The mean, standard deviation, and slope of each interval are
calculated and used as features, resulting in 3

√
m features for each tree. This interval

representation of the time series is used for classification, with the final result being based
on a majority vote of all the trees in the forest. The two important parameters of the
algorithm are the number of trees in the forest and the minimum length of the intervals.

3.4. Generation of Datasets in Multivariate Processes

To build effective classification models, machine learning requires a large amount of
training data. In practice, gathering non-random patterns is expensive. This is because the
production process is mostly in a normal state and non-random data is rare. If non-random
patterns can be represented mathematically, the simulation method is commonly used to
generate the necessary dataset [4,62].

In the remainder of this section, we provide a description of the generation of simulated
data. A p-dimensional multivariate normal process can be simulated by generating pseudo-
random variates from a multivariate normal distribution whose mean vector is µ and
covariance matrix Σ is a p× p matrix. For simplicity, it is assumed without loss of generality
that the in-control process mean vector is µ0 = (0, 0, · · · , 0)′ = 0. It is also assumed that the
in-control covariance matrix Σ0 is known. A normal (or random) pattern will be generated
by a general form expressed as follows:

xt = µ+ nt (6)

where xt is the p quality characteristics observed at time t, µ = µ0 represents a known
process mean of the data series when the process is in control, nt is the random noise at
time t. When a non-pattern occurs, a second component, dt, is introduced to the process
mean of the variable associated with an assignable cause. The quantity dt denotes a
special disturbance at time t. By manipulating the value of dt, a non-pattern can then be
simulated. For example, when the first and third variables have non-random patterns
(which can be of the same type or different types), then the mean vector will be represented
as µ = (dt, 0, dt, 0, . . . , 0)′. In this study, four common non-random patterns on T2 control
charts were considered, namely, trends, sudden shifts, mixtures and cycles [7].

This study utilizes the formulas proposed by Cheng et al. [44] to generate the four
aforementioned types of dt. What sets it apart from previous studies [5,9] is that the
formulas they proposed includes an additional parameter t0, which is used to control the
starting point of non-random patterns within the window.

In this study, the simulation was implemented using NumPy library for Python [63].
The specific function employed was “random.multivariate_normal()”. For simplicity, all
variables were scaled such that each process variable has a mean of zero and a variance
of one. With this approach, the covariance matrix is referred to as the correlation form [1];
that is, the main diagonal elements are all one and the off-diagonal elements represent the
pairwise correlation (ρ) between the process variables. Each off-diagonal element ranges
from −1 and +1, inclusive.

Figure 6 illustrates the data variations that occur on the multivariate T2 control chart
when individual variables exhibit non-random patterns. This example includes three
variables, and the correlation coefficient between each pair of variables is 0.7. Figure 6a
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represents the data with a trend in Variable 1, Figure 6b represents the normal data for
Variable 2, Figure 6c represents the data with a trend in Variable 3, and Figure 6d illustrates
the data variations observed on the T2 control chart.
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4. Discussion
4.1. Experimental Settings

This section presents the comprehensive experiments conducted to confirm the ef-
fectiveness and benefits of MCDCNN. Additionally, we evaluate the performance of our
approach by comparing it with several classification models.

The first two experiments aim to assess the performance of MCDCNN and other
classification models on diverse datasets with varying covariance matrices. The second
experiment also evaluates the capability of various classification models in the presence of
multiple sources of assignable causes in the process. The third experiment is designed to
investigate the impact of dataset size on classification performance. The fourth experiment
examines how imbalanced datasets affect classification performance. Finally, the fifth
experiment uses a covariance matrix estimated from real-world data to illustrate the
effectiveness of the MCDCNN model. Through these experiments, it will be demonstrated
that the innovative approach of combining 1D raw data with 2D image data and using them
as inputs for MCDCNN will help it to learn more diverse dynamic features of non-random
pattern data. It exhibits robustness against misalignment in time of non-random patterns
and offers solutions to the challenges encountered in practical applications.

The remaining part of this section outlines the different experimental setups used in
this study, which include (1) the input vectors utilized for various classification algorithms;
(2) the dataset size and parameters for each pattern type; (3) the performance metrics
used; (4) the settings of the CNN architecture; (5) the method used for determining the
hyperparameters of the various algorithms; and (6) the software libraries employed by the
various algorithms.

In the present application, selecting an appropriate window size is a crucial step. To
achieve efficient calculations, it is desirable to reduce the window size as rapid computation
is essential for process control. However, preliminary studies indicate that a window that
is too small may result in a higher type I error due to insufficient data representation.
Conversely, a large window size may require a longer computation time. After experimen-
tation, a window size of 32 was chosen for this study. As a result, 32 T2 statistics were
computed as components of the input vector for CNN-based models. The 2D RP image
size for MCDCNN was set to 32 × 32.

The total number of samples in the training, validation, and test sets was 3000, 1000,
and 3000, respectively. The validation dataset provides an unbiased evaluation of a model
fit on the training dataset while tuning the model’s hyperparameters. Table 2 shows the
parameters for each pattern considered in this study. The parameters are stated in units of
standard deviation.
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Table 2. Parameters used for simulating control chart patterns.

Pattern Type Parameters

Normal In-control data
Trend gradient θ ∈ {0.10, 0.125, 0.15}
Sudden shift shift magnitude δ ∈ {1.5, 2.0, 3.0}
Mixture offset ∆ ∈ {2.0, 2.5, 3.0}, Pr1 = 0.5; Pr2 = 0.15
Cyclic pattern amplitude κ ∈ {1.5, 2.0, 3.0}; period Ω ∈ {8, 16}

Despite the existence of several other performance measures, all the models were
compared based on their classification accuracy in this study because it has been a widely
used measure in the research of CCPR [10]. Conventional average run lengths (ARLs) are
insufficient in describing the performance characteristics of a CCPR approach. The CCPR
approach is designed to classify multiple patterns simultaneously, rather than addressing
a general out-of-control situation. In order to have a direct comparison with other work,
we select classification accuracy as the performance measure. Classification accuracy is a
simple and useful metric on balanced classification problems, where the distribution of
samples in the training dataset across the classes is equal. When dealing with imbalanced
datasets, accuracy is no longer an adequate measure, since it does not distinguish between
the numbers of correctly classified instances of different classes, leading to incorrect con-
clusions. In imbalanced classification scenarios, the F1 score is a commonly used metric
that combines precision and recall to provide a more comprehensive understanding of a
model’s performance [64].

Precision measures the proportion of correctly predicted positive instances among all
instances that are predicted as positive. It is calculated as:

precision =
TP

TP + FP
(7)

where TP is the number of true positives (correctly predicted positive instances) and FP is
the number of false positives (incorrectly predicted positive instances).

Recall measures the proportion of correctly predicted positive instances among all
positive instances. It is calculated as:

recall =
TP

TP + FN
(8)

where FN is the number of false negatives (positive instances that were not correctly
predicted as positive).

F1 score is the harmonic mean of precision and recall, and provides a single score that
balances both metrics. It is calculated as:

F1 score =
2× precision× recall

precision + recall
(9)

When evaluating multi-class classification models, we can calculate these metrics for
each class separately, and then calculate a macro or micro average of these metrics across
all classes.

The micro-average recall, precision, and F1 score are computed as follows:

micro-average recall =
total number of TP

total number of TP + total number of FN
(10)

micro-average precision =
total number of TP

total number of TP + total number of FP
(11)

micro-average F1 score =
2×micro-average precision×micro-average recall

micro-average precision + micro-average recall
(12)
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The micro-average metrics treat all instances equally and provide a more representative
evaluation of the overall performance of the model. These metrics are particularly useful
when the dataset is imbalanced. On the other hand, the macro-average approach calculates
the metrics for each class separately and then averages them, which can introduce bias
towards classes with more instances. In the current application, the performance evaluation
is based on the micro-average method. This decision is made because we need to treat
every non-random pattern alarm equally.

Except for SVC, the performance of the other models was based on ten runs because
these algorithms were not deterministic. All of the experiments were executed on a machine
with an Intel Core i7-8700 3.20 GHz CPU and 32.0 GB RAM.

The 1D CNN and MCDCNN were implemented in Keras [57] with the TensorFlow
backend. The RF and SVC algorithms were implemented in Python using scikit-learn
v1.1.3 [59]. The TSF algorithm was implemented in sktime—a scikit-learn compatible
Python library for machine learning with time series [65].

It is well known that the hyperparameters of the machine learning algorithms have a
great impact on the experimental results. In this study, we chose hyperparameters after a
series of experiments. For RF model, the number of features used for each decision split
was set to the square root of the number of input features, i.e., the window size 32. We did
not restrict the maximum depth of each tree. The number of trees was evaluated over a
range of values. We increased the tree number until no further improvement was seen.

For SVC, the best combination of C and γ is often selected by a grid search with
exponentially growing sequences of C and γ. In this study we fixed the kernel function as
a radial basis function (RBF).

Choosing the appropriate hyperparameters for CNN networks can be challenging.
In this study, the focus was on determining the size and number of filters, as well as the
number of neurons in the fully connected layer for the network architecture. Regarding
the training process, the batch size was the main parameter determined. The proposed
architecture consists of two to three convolution layers and one fully connected layer. ReLU
activation function was applied to all layers except for the output layer, which used the
SoftMax layer. To mitigate overfitting, the dropout technique was employed, with the
dropout rate set to different values.

The grid search method was employed to determine the size and number of filters
while keeping the training parameters fixed. The filter size was chosen from {3, 5, 7, 9}, and
the number of filters in each layer was selected from {16, 32, 64, 128}.

For the CNN-based models, training was performed by minimizing the categorical
cross-entropy using Adam algorithm. The batch sizes have an impact on the classification
performance. We experimented with different batch sizes to see how they would affect the
classification results. The batch sizes were chosen from {16, 32, 64, 128, 256} based on their
performance on the validation set.

The CNN-based models were trained up to 50 epochs with a learning rate of 10−4. To
avoid overfitting, an early stopping procedure was employed; specifically, the loss value of
the validation set was monitored in each epoch and the training procedure was halted if
training yielded no improvements within the previous three epochs.

In order to address the temporal misalignment issue raised by Hachicha and Ghorbel [10],
this study removed the limitations on the starting point that were present in previous
research. For ease of presentation, let T1 = {1, 2, 3, 4, 5, 6} and T2 = {2, 3, 4, . . . , 9, 10}.
T1 and T2 are used to define the possible values of t0. Through the configuration of the
t0 parameter, we will be able to demonstrate that the innovative approach of combining
1D raw data and 2D image data in MCDCNN can effectively address the problem of
misalignment in time for non-random patterns.

4.2. Results
4.2.1. Experiment 1

Consider a multivariate process with in-control covariance matrix Σ1 expressed as:
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Σ1 =

 1 −0.4 −0.7
−0.4 1 0.8
−0.7 0.8 1

 (13)

This symmetric, positive definite matrix Σ1 is randomly generated using the “make_spd_
matrix” function of the scikit-learn package [59]. The first variable in this matrix is the
source of assignable cause and is negatively correlated with the other variables.

Here are the descriptions of the optimal hyperparameter settings for each model. For
RF, the n_estimator parameter was set to 800. An RBF kernel was employed in the SVC,
and the optimal performance was attained by setting the values of C and γ to 8 and 2−5,
respectively. TSF was configured with 400 trees and a minimum interval length of 8.

The MCDCNN architecture comprises two channels. In channel 1, 1D raw data
are utilized as inputs, while channel 2 employs 2D RP images as inputs. Each channel
within MCDCNN consists of an equal number of convolutional layers and parameters
but possesses independent weights. Initially, the model learns features from each channel
separately. Subsequently, the information from all channels is merged into a comprehensive
feature representation in the final layer. Finally, the learned features are passed through a
fully connected hidden layer for classification purposes. The architectures for 1D CNN and
MCDCNN are presented in Tables 3 and 4, respectively. The batch size for both models
was set to 128.

Table 3. 1D CNN architecture.

Layer Structure

1 Conv1D (32, 5)
2 Maxpooling1D (2)
3 Conv1D (64, 3)
4 Maxpooling1D (2)
5 Dropout (0.3)
6 Conv1D (128, 3)
7 Maxpooling1D (2)
8 Dropout (0.3)
9 Fully connected (64)
10 Dropout (0.3)
11 Softmax (5)

Note: Conv1D (filter number, filter size). Maxpooling1D (pooling size).

Table 4. MCDCNN architecture.

Channel 1 Channel 2

Layer Structure Structure

1 Conv1D (32, 5) Conv2D (32× 32, 5)
2 Maxpooling1D (2) Maxpooling2D (2× 2)
3 Conv1D (64, 3) Dropout (0.1)
4 Maxpooling1D (2) Conv2D (64× 64, 3)
5 Dropout (0.3) Maxpooling2D (2× 2)
6 Conv1D (128, 3) Dropout (0.3)
7 Maxpooling1D (2) Conv2D (128× 128, 3)
8 Dropout (0.3) Maxpooling2D (2× 2)
9 − Dropout (0.3)
10 Fully connected (64)
11 Dropout (0.3)
12 Softmax (5)

Note: Conv1D (filter number, filter size); Conv2D (filter number, filter size). Maxpooling1D (pooling size);
Maxpooling2D (pooling size).

Table 5 presents a comparison of means and standard deviations for various models
with t0 ∈ T1. The average accuracies of RF, TSF, SVC, and 1D CNN are 94.15%, 91.86%,
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95.57%, and 95.83%, respectively. Notably, our proposed MCDCNN model achieves the
highest accuracy among all the models, which is 97.24%

Table 5. Results of experiment 1, t0 ∈ T1 for the training and testing processes.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 94.27 92.13 96.03 97.40
Minimum 94.00 91.50 95.60 96.93
Average 94.15 91.86 95.57 95.83 97.24
StdDev 0.12 0.18 0.14 0.16

To investigate the effect of t0 on the classification performance, we conducted an
experiment with t0 ∈ T1 for the training dataset and t0 ∈ T2 for the test dataset. The
following are the best hyperparameter settings based on the experimental results. The
parameter n_estimator of RF was set to 700. The best performance of SVC was achieved
when it was used with an RBF kernel with the parameters C and γ set to 16.0 and 2−6,
respectively. The number of trees was set to 400 for TSF, and the minimum length of
interval was set to 8. For 1D CNN and MCDCNN, the same architectures as presented in
Tables 4 and 5 were adopted without further tuning. The batch size for both CNN-based
models was set to 128.

The obtained results are shown in Table 6. Again, MCDCNN achieves significantly
better results than other models. Comparing the results of Tables 5 and 6, it can be observed
that, as the change of t0 increases, the classification accuracy drops sharply. However, the
proposed CNN is less affected by the variation of t0. The MCDCNN model, based on 1D
raw data and 2D images, can achieve an average accuracy of 96.67%, reflecting the potential
of CNN using 1D and 2D features.

Table 6. Results of experiment 1, t0 ∈ T1 for the training process and t0 ∈ T2 for the testing process.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 87.30 91.53 94.83 96.94
Minimum 87.03 90.89 94.25 96.47
Average 87.08 91.28 92.11 94.52 96.67
StdDev 0.18 0.18 0.19 0.18

The classification accuracy of the models considered in this experiment shows the
same trend as the previously discussed experiment. It is worth noting that TSF provides
stable results even when t0 varies. This may be attributed to its nature of extracting features
from random intervals. Therefore, the TSF algorithm is less affected by changes in t0.

To further analyze and compare the classification accuracy of different classification
models, a confusion matrix is utilized to display the classification accuracy of various
models for different patterns. The diagonal elements of the confusion matrix represent the
number of cases where the predicted label matches the true label, while the off-diagonal
elements correspond to cases that are misclassified by the classifier.

Figure 7 illustrates the confusion matrices obtained from the test dataset’s classification
outcomes for the SVC, 1D CNN, and MCDCNN algorithms when t0 ∈ T1 was used for
both training and testing phases. In general, the MCDCNN algorithm performs better than
the other two models, except for the cycle. On the other hand, Figure 8 shows the confusion
matrices for t0 ∈ T1 during the training process and t0 ∈ T2 during the testing process. The
results indicate that the MCDCNN algorithm outperforms all other classification models
for all patterns.
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4.2.2. Experiment 2

This experiment considers a covariance matrix estimated from real world data [66],
which has been studied in [67,68]. This example concerns the testing of ballistic mis-
siles, where four (p = 4) related thrust measurements are recorded for each test firing.
The covariance matrix was estimated from 40 measurements, and its representation in a
correlational form (Σ2) is as follows:

Σ2 =


1 0.730 0.719 0.536

0.730 1 0.788 0.673
0.719 0.788 1 0.759
0.536 0.673 0.759 1

 (14)

In this matrix, all variables are positively correlated with other variables. It is assumed
that the first variable in this matrix denotes the source of the assignable cause.

According to the experimental results, the following are the best system settings. The
number of trees in the RF model was set to 400. For TSF, the number of trees was set to 900.
The minimum interval length was set to 8. The parameters C and γ for SVC were set to
8.0 and 2−4, respectively. Both 1D CNN and MCDCNN employed the same architectures
as those listed in Tables 3 and 4, respectively, without undergoing any additional tuning.
Each CNN-based model used a batch size of 512 during the training phase.

Table 7 presents the classification results of various models where t0 ∈ T1 during the
training and testing processes. As shown in Table 7, the MCDCNN model achieves much
better performance than all the other models in terms of testing accuracy. The MCDCNN
model outperforms SVC significantly with an accuracy of 97.26% compared with 95.20%.
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Table 7. Results of experiment 2, the first variable represents the source of the assignable cause,
t0 ∈ T1 for the training and testing processes.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 92.57 92.50 96.40 97.57
Minimum 92.03 91.93 95.87 97.07
Average 92.26 92.14 95.20 96.05 97.26
StdDev 0.16 0.15 0.17 0.16

To better illustrate the advantages of the CNN-based models, we consider the case
where t0 ∈ T1 for the training process and t0 ∈ T2 for the testing process. The following
are the best hyperparameter settings based on the experimental results. For the RF model,
the number of trees was set to 600. For TSF, the number of trees was set to 800, and the
minimum length of the interval was set to 8. For SVC, the parameters C and γ were set to
32.0 and 2−6, respectively. A batch size of 512 was utilized for training each CNN-based
model. The test results of the five competing models are presented in Table 8. As shown in
Table 8, the performance of the classification model deteriorates when t0 varies. When the
values of t0 in the training dataset differ from those in the test dataset, the classification
accuracies of RF and SVC show a sharp decline. The CNN-based models, on the other
hand, are less affected by variations in t0. Again, the MCDCNN model outperforms all the
other models, as demonstrated in Table 8. From Table 8, it can be seen that the MCDCNN
model has achieved the highest accuracy of 96.81%. The average accuracy of the 1D CNN
is 93.39%. These results indicate that the MCDCNN model significantly improves the
classification accuracy of 1D CNN. The SVC model achieves an accuracy rate of 91.47%.
When compared with the SVC model, the 1D CNN model outperforms the SVC model.
The TSF model has an accuracy of 91.59%, which is comparable to the SVC model. It
is also worth noting that TSF produces consistent results even when t0 varies. The RF
model exhibits the lowest classification accuracy among the five models, with an accuracy
of 88.14%.

Table 8. Results of experiment 2, the first variable represents the source of the assignable cause,
t0 ∈ T1 for the training process and t0 ∈ T2 for the testing process.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 88.47 90.31 93.67 97.03
Minimum 87.92 89.96 93.14 96.53
Average 88.14 90.20 91.47 93.39 96.81
StdDev 0.21 0.12 0.20 0.16

It is possible that multiple variables may change simultaneously. Therefore, we further
considered the case where the first and third variables are sources of non-random variation.
According to the experimental results, the following are the best system settings. The
number of trees in the RF model was set to 500. For TSF, the number of trees was set to 900,
and the minimum interval length was set to 8. The parameters C and γ for SVC were
set to 1.0 and 2−5, respectively. Both 1D CNN and MCDCNN utilized the architectures
outlined in Tables 4 and 5, respectively, without undergoing any additional tuning. Each
CNN-based model used a batch size of 256 during the training phase. Table 9 presents the
classification results of various models for t0 ∈ T1 during the training and testing phases.

Table 10 displays the results for the case where t0 ∈ T1 for the training process and
t0 ∈ T2 for the testing process. The optimal hyperparameter settings, as determined by
the experimental results, are as follows. For the RF model, the number of trees was set
to 400. The number of trees was set to 600 for TSF. The minimum length of interval was
set to 8. For SVC, the parameters C and γ were set to 4.0 and 2−4, respectively. The 1D
CNN and MCDCNN employed identical architectures as those listed in Tables 3 and 4,
respectively, without any further tuning. A batch size of 256 was utilized for training each
CNN-based model.
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Table 9. Results of experiment 2, the first and third variables represent the sources of the assignable
cause, t0 ∈ T1 for the training and testing processes.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 97.20 96.37 98.63 99.20
Minimum 96.83 95.93 98.40 98.97
Average 96.96 96.15 97.60 98.49 99.09
StdDev 0.11 0.14 0.08 0.08

Table 10. Results of experiment 2, the first and third variables represent the sources of the assignable
cause, t0 ∈ T1 for the training process and t0 ∈ T2 for the testing process.

Statistics\Algorithm RF TSF SVC 1D CNN MCDCNN

Maximum 95.13 96.17 98.13 99.07
Minimum 94.53 95.80 97.70 98.47
Average 94.77 95.96 96.10 97.93 98.70
StdDev 0.16 0.15 0.14 0.23

Comparing Tables 7 and 8 with Tables 9 and 10 reveals a significant change in the
performance of the classifier when two positively correlated variables are changed simulta-
neously. This is primarily due to the fact that, when such variables change together, the
value of T2 increases compared with a situation in which only one variable is changed.
This results in a more prominent and apparent change in the pattern. Figure 9 presents a
visual representation of the changes in the T2 statistics of shift pattern and cycle under two
different conditions, which effectively illustrates the phenomenon mentioned earlier.
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4.2.3. Experiment 3

The impact of dataset size on CNN classification performance is widely recognized.
This experiment aimed to examine the impact of dataset size on classification perfor-
mance using the covariance matrix Σ2. We trained all the algorithms using six dif-
ferent sizes of training dataset (1500, 3000, 4500, 6000, 7500, and 9000), referred to as
DS0.5, DS1.0, DS1.5, DS2.0, DS2.5, and DS3.0. The subscript denotes the multiple of the origi-
nal dataset size.

The following are the optimal hyperparameter settings for each model. For the RF
model, the number of trees was set to 600. For TSF, the number of trees was set to 0. The
minimum length of interval was set to 8. As for SVC, the parameters C and γ were set
to 1.0 and 2−4, respectively. The architectures presented in Tables 3 and 4 were utilized
for both 1D CNN and MCDCNN, without any additional adjustments. Throughout the
training process of each CNN-based model, a batch size of 256 was employed.

Figure 10a displays the impact of the training dataset size on the classification accuracy
under the condition that t0 ∈ T1 is used for both training and testing phases. The hori-
zontal axis represents the size of the training dataset, and as it increases, all five machine
learning models exhibit improved performance. Figure 10a illustrates that, regardless of the
method employed, the classification accuracy rate does not improve significantly when the
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dataset size goes beyond DS1.5. The MCDCNN method demonstrates the best classification
performance, while TSF performs the worst. Figure 10b depicts the effect of the training
dataset size on the classification accuracy when t0 ∈ T1 is used for the training process and
t0 ∈ T2 is used for the testing process.
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Figure 10. The impact of the training dataset size on the classification accuracy. (a) t0 ∈ T1 is used for
both training and testing processes; (b) t0 ∈ T1 is used for the training process and t0 ∈ T2 is used for
the testing process.

4.2.4. Experiment 4

It is widely recognized that imbalanced datasets have a significant impact on the
classification performance of machine learning algorithms. Imbalanced datasets contain
unequal numbers of instances in each category. In SPC, this may be due to the natural
distribution of non-random patterns. For instance, some patterns may be less common
than others, resulting in an imbalanced dataset. The issue with training a model on an
imbalanced dataset is that the model tends to be biased towards the majority class. While
this study used simulated data, an experiment was designed to explore the influence of
imbalanced datasets in practical applications.

In order to create an imbalanced scenario, the original sample size of the normal
pattern was maintained while one of the non-random patterns was reduced to 20% of its
original size, yielding a sample size of 120 with 40 samples per parameter. The remaining
three non-random patterns were assigned random sizes of 40%, 60%, and 80% of their
original sizes. As a result, the ratio of the number of normal pattern data to the total number
of non-random pattern data in this experiment was 1:2.

For both 1D CNN and MCDCNN, the architectures outlined in Tables 3 and 4 were
employed without any modifications. During the training of each CNN-based model, a
batch size of 256 was used. Table 11 presents the results for different settings, with each
setting repeated 10 times to allow each pattern to be randomly assigned at 40%, 60%,
and 80%. In imbalanced settings, we computed the recall, precision, and F1 score. In this
scenario, we considered the case where t0 ∈ T1 for the training process and t0 ∈ T2 for the
testing process.

Table 11. Results of experiment 4, t0 ∈ T1 for the training process and t0 ∈ T2 for the testing process.

Pattern\Algorithm 1D CNN MCDCNN

Trend 94.21 (0.41) 96.84 (0.36)
Cycle 93.17 (0.51) 95.76 (1.14)
Shift 95.30 (0.52) 96.83 (0.46)

Mixture 93.20 (0.58) 96.12 (0.53)
The numbers in parentheses represent standard deviations.

As shown in Table 11, our proposed method outperforms 1D CNN in handling
imbalanced data. The MCDCNN learns the features in 1D raw data and 2D image data,
it produces more accurate models as reflected by the higher F1 scores shown in Table 11.
Further analysis reveals that, when there is a significant imbalance in the amount of
data among different categories, the performance of the category with less data will be



Mathematics 2023, 11, 3291 22 of 26

heavily affected, except in the case of the mixture pattern, which is less susceptible to
imbalanced data.

4.2.5. Experiment 5

To demonstrate and validate the effectiveness of the proposed MCDCNN method
in learning dynamic characteristics of non-random patterns and its application to online
analysis, we employ real-world data obtained from a detergent manufacturing company,
as described in the work of Niaki and Abbasi [68]. The data were obtained from the
sulfonation process, and three correlated parameters, namely color, free oil percentage, and
acidity percentage, are of high importance. The data obtained from 10 days were used to
estimate the mean vector and covariance matrix. The mean vector of these data is

x′ = [67.5 12.0 97.0] (15)

The covariance matrix is

Σ3 =

 1 0.437 −0.490
0.437 1 −0.692
−0.490 −0.692 1

 (16)

The estimated mean vector and covariance matrix were used to generate non-random
data for illustrative purposes.

This experiment uses a moving window approach to demonstrate and compare the
performance of different models through online analysis. The size of the moving window
is set to 32. At each step, the window advances to include a new observation and discard
an old one. This method ensures a constant number of observations within the window.

Figure 11 presents the results of various models in detecting and classifying trend
patterns. For the purpose of explanation and comparison, we made adjustments to the
data, with the non-random pattern starting from the 33rd observation. As seen in Figure 11,
the MCDCNN correctly identifies the non-random pattern as a trend pattern in the 15th
analysis window (composed of observations from the 15th to the 46th data point). The 1D
CNN model, on the other hand, detects the trend pattern in the 18th window. The SVC, TSF,
and RF models detect the trend pattern in the 21st, 20th, and 21st windows, respectively.
It is evident that the MCDCNN model outperforms the 1D CNN model and traditional
machine learning models. These results align with the findings from previous experiments.
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Figure 12 displays the results of various models in detecting and classifying the shift
pattern. The MCDCNN, 1D CNN, SVC, TSF, and RF models identify the shift pattern in
the 16th, 22nd, 23rd, 23rd, and 25th windows, respectively. Based on these results, it is
evident that the MCDCNN model is still capable of detecting the shift pattern earlier than
the other models.
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The experimental results presented above reveal several important findings. Firstly,
the simulation results indicate that the proposed MCDCNN model performs better than
other methods and achieves the highest accuracy on the test dataset. This suggests that
incorporating both 1D and 2D features of control chart patterns could result in improved
performance, as shown by the comparison between MCDCNN and 1D CNN. Although
the use of 2D texture images may lead to longer computational time, this is unlikely to
be a significant issue in real-world applications, as the data analysis for a window can be
completed within 0.02 s using the aforementioned software and hardware.

Secondly, the results indicate that the CNN-based models and TSF method are less
sensitive to the position of t0 than are other methods. Conversely, the RF and SVC models
exhibit a decline in performance if the values of t0 in the training dataset differ from those
in the test dataset.

5. Conclusions

This study developed a multi-channel CNN-based approach for CCPR in multivariate
processes. We conducted a comparative analysis using various covariance matrices and
demonstrated that the multi-channel CNN approach outperforms other methods.

The novel contribution of this study lies in the integration of 1D raw time series data
and 2D time series imaging data using a multichannel CNN method. To evaluate the
performance of various classifiers, we estimated the average classification accuracy and F1
score. Extensive comparisons revealed that the CNN-based models outperform traditional
ML classifiers. The superiority of the MCDCNN implies that learning both 1D and 2D
features of control chart patterns may lead to better performance.

This study also addressed the dynamic nature of control chart patterns by examining
various pattern starting points within an analysis window. According to the results, both
1D CNN and the proposed MCDCNN are found to be less affected by misalignment issues.
In addition, we considered the issue of imbalanced data, which arises from quantitative
differences between various pattern classes. By evaluating the F1 metric, we found that
the proposed MCDCNN outperforms other classification models on imbalanced datasets.
Overall, the results suggest that the proposed MCDCNN is a promising tool for CCPR in
multivariate processes. The proposed method can advance intelligent SPC methods.

The datasets in this study were generated through simulations, which resulted in
several limitations. Consequently, it is crucial to identify key areas for future research. First,
we assumed that the data of each category in the training set has been labelled correctly.
This assumption is not unrealistic, because in practice, the categories can be judged by
experienced human experts. However, future research might consider developing an ap-
propriate unsupervised learning algorithm that can be used to initially group the collected
data before it is reevaluated by human experts to reduce the burden of labor. Additional
work can also include investigating the impact on classification accuracy when a small
amount of data is misclassified.

Collecting non-random pattern data is extremely costly, and more importantly, the
number of samples for normal patterns is usually much larger than that of non-random
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patterns. This leads to the problem of imbalanced data across different classes. Future
research can explore suitable data augmentation methods for multivariate T2 data, with
the goal of balancing the data across different classes and achieve improved classification
accuracy. Exploring the effectiveness of the proposed method for datasets with a larger
number of variables could be considered as a topic for future research to further demon-
strate its capabilities. Finally, investigating concurrent control chart patterns would also be
an interesting area of study for future research.
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