
Citation: Abdullah, R.; Badralexi, I.;

Halanay, A. Stability Analysis in a

New Model for Desensitization of

Allergic Reactions Induced by

Chemotherapy of Chronic

Lymphocytic Leukemia. Mathematics

2023, 11, 3225. https://doi.org/

10.3390/math11143225

Academic Editor: Mirosław

Lachowicz

Received: 15 June 2023

Revised: 17 July 2023

Accepted: 18 July 2023

Published: 22 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Stability Analysis in a New Model for Desensitization of
Allergic Reactions Induced by Chemotherapy of Chronic
Lymphocytic Leukemia
Rawan Abdullah 1,†, Irina Badralexi 2,*,† and Andrei Halanay 1,*

1 Department of Mathematics-Informatics, Faculty of Applied Sciences, Politehnica University of Bucharest,
060042 Bucures, ti, Romania

2 Department of Mathematical Methods and Models, Faculty of Applied Sciences, Politehnica University
of Bucharest, 060042 Bucures, ti, Romania

* Correspondence: irina.badralexi@gmail.com (I.B.); andrei.halanay@upb.ro (A.H.)
† These authors contributed equally to this work.

Abstract: We introduce a new model that captures the cellular evolution of patients with chronic lym-
phocytic leukemia who are receiving chemotherapy. As chemotherapy can induce allergic reactions
and tumor lysis syndrome, we took into account the process of desensitization and the number of
dead leukemic cells in the body. The mathematical model uses delayed-differential equations. Quali-
tative properties of the solutions are proved, including partial stability with respect to some variables
and to the invariant set of positive initial data. Numerical simulations are also used to complete the
description of the interplay between the immune system’s function, the chemotherapeutic activity
and the allergic reactions caused by the therapy.

Keywords: delayed-differential equations; chronic lymphocytic leukemia; drug-induced allergies;
desensitization
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1. Introduction

Scientists from all across the world have been studying cancer for a long time. Mathe-
matical models which capture the cell dynamics in different types of cancer are essential
in offering a better understanding of the process. This contributes deeply to the develop-
ment of new treatment methods or to the improvement of the existing tactics. Any new
perspective can be a stepping stone in the process of curing the disease or, at the very least,
in improving the patient’s quality of life (see [1,2]).

Chronic lymphocytic leukemia (CLL) is a type of leukemia distinguished by uncon-
trolled proliferation and accumulation of dysfunctional mature B lymphocytes (a group of
white blood cells which are supposed to help fight infection).

Recent research studies have shown great promise in refining the administration
method of treatment for CLL patients. Although drug administration is necessary in most
cases, there some setbacks may appear. The most common problems that can arise are drug
toxicity, tumor lysis syndrome (TLS) and drug-induced allergies. Part of the studies which
capture these problems represent the basis of our model.

The treatments used in CLL increase the risk for tumor lysis syndrome (TLS). TLS is
a condition in which the kidneys are not able to remove the contents of dead cancer cells
fast enough. This can happen if a large number of cancer cells break down within a short
period of time.

According to [3], many patients with CLL reported cases of TLS, some of them fatal.
Furthermore, in [4], venetoclax-based therapy was shown to be related to TLS. Thus,
the need for preventing and monitoring TLS is evident.
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The authors of [5] examined the cytotoxicity of three chemotherapy drugs, chlorambu-
cil (Chl), melphalan (Mel) and cytarabine (Cyt), against surrogate leukemic cells in vitro.
Using the results, they developed a dynamic model that integrates both cancer cell growth
and death rates in proportion to drug concentration.

Besides the toxicity-related problems, some patients also suffer from drug-induced
allergic reactions. In both [6,7], there are documented cases of hypersensitivity to chloram-
bucil (which is often used in CLL treatments).

Allergies are an overly exaggerated response of the immune system after coming in
contact with an allergen. A brief recount of the most important cells and molecules that are
responsible for the appearance and the disappearance of allergic reactions is offered.

Allergic reactions are a result of an abundance of IgE (immunoglobulin E) antibodies.
White blood cells (lymphocytes) play an important part in our body’s immune re-

sponse. Lymphocytes consist of myeloid cells (dendritic cells, macrophages etc.) and
lymphoid cells (mainly T cells and B cells). Antigen presenting cells (APCs) are immune
cells which help activate T cells. The immune system is regulated by cytokines, which are
small proteins. These can boost or restrict the production of immune cells.

Among the different types of T cells, we will be focusing on T helper cells and regula-
tory T cells. All T cells are producers of cytokines which can inhibit the production of other
T cells. For example, type 1 T helper cells (Th1) and type 2 T helper cells (Th2) inhibit each
other, while regulatory T cells (Treg cells) suppress both Th1 and Th2 cells. We know [8]
that Th2 cells stimulate IgE production. An immunological imbalance between Th1 and
Th2 cells towards Th2 cells is often associated with allergies.

Allergen immunotherapy, also known as desensitization, is a process in which the
subject is repeatedly exposed to small doses (often incrementally larger) of the allergen. This
basically makes the immune system less sensitive to the allergen—it becomes acclimated.
Desensitization can be used for drug-induced allergies as well. It is very useful because the
patient can receive the first-line treatment for their disease. At a cellular level, a positive
result of desensitization may represent a balance shift between Th1 and Th2 cells [9].

The mathematical model we propose describes the immune response and evolution
of leukemic cells in case of CLL. The treatment is considered to be chlorambucil. Since,
as already mentioned above, there have been reports of allergic reactions to this drug, we
will consider variations in the desensitization dose of chemotherapy. Our mathematical
model will incorporate the risk of TLS by considering the concentration of dead cancer cells
in the system at any given time. Our new model may help determine the optimal drug
concentration without any allergic reactions or risk of TLS.

In order to capture the flow of the allergen better, we considered two body com-
partments: the central compartment and the peripheral compartment (following [10]).
The drug—the allergen in our case—is injected in the bloodstream, which is part of the
central compartment, and it spreads throughout the compartments.

2. The Mathematical Model

The model contains a set of eleven nonlinear delay-differential equations for which
the state variables are:

1. the concentration of Th1 cells—T1;
2. the concentration of Th2 cells—T2;
3. the concentration of Treg cells—Tr;
4. the concentration of naive T helper cells—N;
5. the concentration of naive APC cells—A1;
6. the concentration of mature APC cells—A2;
7. the flow of the chemotherapeutic drug—D;
8. the concentration of induced cytokines during chemotherapy—C;
9. the concentration of living leukemic cells—L;
10. the concentration of dead leukemic cells—Ld;
11. the concentration of effector T cells—I.
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In the construction of the model, we considered three time delays which are biological
relevant:

• τ1 is the propagation time of allergen from the central compartment to the peripheral
compartment [11]:

τ1 =
arctg( 2π

Kcp
)t0

2π
,

where t0 is the infusion time interval and Kcp is a pharmacokinetic parameter related
to the transition between the central and peripheral compartment;

• τ2 is the cytokines production time (by APCs and T cells);
• τ3 is the duration of a cell cycle for the division of leukemic cells.

In what follows, we will describe each equation of the model.
The first four equations, which were deduced in [9], but with the consideration of

a delay for the action of APCs (as suggested in [10]), describe the CD4+ cells implied in
allergic reactions during desensitization for treatment with chlorambucil.

Ṅ = α− β1N − NA2(t− τ1)

(
T1η

1 + µ2T2

)
− φNA2(t− τ1)T2 − κNA2(t− τ1)Tr (1)

Ṫ1 = −β2T1 +
vNA2(t− τ1)

(1 + µrTr)

(
T1

1 + µ2T2

)
(2)

Ṫ2 = −β3T2 + φ
vNA2(t− τ1)

(1 + µrTr)

 T2

1 + µ1
T1

1 + µ2T2

 (3)

Ṫr = −β4Tr + κ vs. NA2(t− τ1)Tr − ηr
CTr

1 + C
(4)

Equation (1) represents the variation in the concentration of naive T cells, which are pro-
duced at a constant rate α. The second term represents the degradation of naive cells. The last
three terms stands for the differentiation of naive cells into Th1, Th2 and Treg, respectively.

The next three equations are similar in design.
Equation (2) represents the variation in Th1 concentration, which is proportional to

the concentration of naive cells and the concentration of presented allergen.The first term
represents the degradation of Th1 cells. The second term represents the differentiation of
naive cells into Th1, diminished due to suppression by Treg and Th2 cells.

Equation (3) represents the variation in Th2 concentration, which is proportional to the
concentration of naive cells, the concentration of presented allergen and the concentration of
their respective cytokines. The first term represents the degradation of Th2 cells. The second
term represents the differentiation of naive cells into Th2 divided by the suppression of
Treg and Th1 cells.

Equation (4) represents the variation in Treg concentration, which is proportional
to the concentration of naive cells, the concentration of the presented allergen and the
concentration of their respective cytokines. The first term represents the degradation of
Treg cells and the second term represents the differentiation of naive cells into Treg. The last
term stands for the inhibition of Treg by the induced cytokines during chemotherapy with
inhibition rate ηr.

The parameter v determines how many differentiated T cells arise from a single
naive cell. φ and κ account for differences in autocrine action between the three subsets.
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The suppression strength of Th1, Th2 and Treg is controlled by the parameters µ1, µ2, and µr,
in that order.

In the fifth and the sixth equations, we consider an activation process for APCs after
contact with an allergen, with A1 being the concentration of naive APC cells and A2 the
concentration of the mature ones.

Ȧ1 = a− β0DA1 − γ11 A1 (5)

Ȧ2 = β0DA1 − γ12 A2 − µ0 A2Tr (6)

In Equation (5) the first term accounts for the supply rate of naive APCs and the
second term represent the APC activation by the antigen during chemotherapy. The third
term represents the death rate of nature APCs and the last term represent the reversed
activation of mature APCs by regulatory T cells with a rate µ0.

In Equation (6) the first term accounts for the supply rate of mature APCs due to
maturation of the naive ones, the second term represents the death rate of mature APCs
and the last term represents the reversed activation of mature APCs by regulatory T cells
with a rate µ0.

The seventh equation represents the flow of the chemotherapeutic drug, denoted by D.

Ḋ = Λ− γDD− µDLD
a + D

(7)

Equation (7) represents the variation in the dose of chemotherapy, eventually leading
to desensitization. The first term is the supply rate of the drug, the second one refers to the

washout rate of the chemotherapeutic drug, γD =
ln2
t 1

2

, where t 1
2

is the drug elimination

half-life (about 1.5 h for Chl). The last term illustrates the log-kill hypothesis, where µD is
the rate of the clearance of drug due to the interaction with cancer cells (see [5]).

The eighth equation represents the concentration of induced cytokines during
chemotherapy.

Ċ = −γ2C + k1[A2(t− τ2) + N(t− τ2) + T1(t− τ2) + T2(t− τ2) + Tr(t− τ2)] (8)

For Equation (8), we follow [12] and consider the mature APCs and the mature T cells
as the sources of production. The first term accounts for the clearing rate of these cytokines,
the second term represents the production of cytokines by mature APCs, naive T cells, Th1
cells, Th2 cells and T reg cells. The concentration of cytokines is denoted by C for simplicity.

Equations (9) and (10) show the dynamics of living (L) and dead leukemic cells (Ld).

L̇ = −γLL− β(L)L + 2e−γLτ3 β(Lτ3)Lτ3 − c1 IL− µLLD
a + D

(9)

L̇d = γLL− dLd +
µLLD
a + D

(10)

Equation (9) describes the dynamics of living leukemic cells, where we include in the
same equation the stem and mature cells. The first term corresponds to the cell death due
to apoptosis or necrosis with a rate γL. The cells go through division at a rate β(L) and,
as a result, the number doubles after a delay time τ3, corresponding to the cell cycle of
leukemic cells. The total number is corrected by e−γLτ3 , which represents the loss during
the cell cycle.

The function β is (see [13]):

β(x) = βL
θ2

θ2 + x2 .
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The term −c1 IL represents the death of tumor cells due to the action of the immune
system. The last term represent the log-kill hypothesis, where µL is the death rate resulting
from the action of the drug on the cancer cells.

Equation (10) describes the dynamic of dead leukemic cells. The first term is the death
of leukemic cells with a rate coefficient of γT due to apoptosis or necrosis. The negative
term corresponds to the dissolution of dead cells at a rate of d. The last term represents the
log-kill hypothesis, with µL being the death rate resulting from the action of the drug on
the cancer cells.

The eleventh equation represents the concentration of effector T cells of the immune
system.

İ = s−mI +
ρLI

γ + L
− δID

c + D
− c2LI (11)

Equation (11) represents the dynamics of the immune cell population when it is
activated by the leukemic population at a rate ρ, with γ being the half-saturation constant

of the Michaelis–Menten functional response given by
ρTI

γ + T
(see [14]). There is a natural

death rate of immune cells given by m. δ represents the mortality rate of immune cells due
to the chemotherapeutic drug. Since some immune cells are inactivated by tumor cells
(see [14]), the last term was introduced to account for this.

A list of all the parameters, with a short description and relevant values, can be found
in Table A1.

3. Introducing New Notations for State Variables

In order to facilitate the study of the DDE system, we introduce the following notations:

• x1 = concentration of naive T cells(N ).
• x2 = concentration of Th1 cells;
• x3 = concentration of Th2 cells;
• x4 =concentration of Treg cells;
• x5 = concentration of naive APCs;
• x6 = concentration of mature APCs;
• x7 = amount of chlorambucil injected during desensitization;
• x8 = concentration of cytokines induced during chemotherapy;
• x9 = population of living leukemic cells;
• x10 = population of dead leukemic cells;
• x11 = concentration of effector T cells of the immune system.

We also consider the following notation for the delayed variables: x(t− τ) = xτ .
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The system becomes:

ẋ1 = α− β1x1 − x1x6τ1

x2

1 + µ2x3
− φx1x6τ1 x3 − κx1x6τ1 x4

ẋ2 = −β2x2 + v
x1x6τ1 x2

(1 + µrx4)(1 + µ2x3)

ẋ3 = −β3x3 + φv
x1x6τ1 x3(1 + µ2x3)

(1 + µrx4)(1 + µ1x2 + µ2x3)

ẋ4 = −β4x4 + κ vs. x1x6τ1 x4 − ηr
x8x4

1 + x8

ẋ5 = a− β0x7x5 − γ11x5

ẋ6 = β0x7x5 − γ12x6 − µ0x6x4

ẋ7 = Λ− γDx7 −
µDx9x7

a + x7

ẋ8 = −γ2x8 + k1[x6τ2 + x1τ2 + x2τ2 + x3τ2 + x4τ2 ]

ẋ9 = −γLx9 − β(x9)x9 + 2e−γLτ3 β(x9τ3)x9τ3 − c1x9x11 −
µLx9x7

a + x7

ẋ10 = γLx9 − dx10 +
µLx9x7

a + x7

ẋ11 = s−mx11 +
ρx9x11

γ + x9
− δx11x7

c + x7
− c2x9x11

(12)

4. Equilibria and Stability Analysis

The following biologically relevant equilibrium points will be studied:

• E1 = (x∗1 , 0, 0, 0, x∗5 , x∗6 , x∗7 , x∗8 , 0, 0, x∗11),

with x∗1 =
α

β1
, x∗5 =

a
γ11 + β0x∗7

, x∗6 =
β0x∗7 x∗5

γ12
, x∗7 =

Λ
γD

, x∗8 =
k1(x∗1 + x∗6)

γ2
and x∗11 =

s(c + x∗7)
mc + x∗7(m + δ)

;

• E2 = (x∗1 , x∗2 , 0, 0, x∗5 , x∗6 , x∗7 , x∗8 , 0, 0, x∗11),

with x∗2 =
α− β1x∗1

x∗1 x∗6
, x∗5 =

a
γ11 + β0x∗7

, x∗6 =
β0x∗7 x∗5

γ12
, x∗7 =

Λ
γD

, x∗8 =
k1(x∗6 + x∗1 + x∗2)

γ2
and

x∗11 =
s(c + x∗7)

mc + x∗7(m + δ)
.

When we substitute x∗6 and then x∗8 , in the second equation of system (12), we get

x∗1 =
β2γ12γDγ11

vβ0Λa

The linearized system around an equilibrium point is written as:

ẋ = Ax + Bxτ1 + Cxτ2 + Dxτ3 (13)

with f = (ẋ1, · · · , ẋ11), x = (x1, · · · , x11), xτi = (x1τi , · · · , x11τi ) and i = 1, 2, 3

A =
∂ f
∂x

∣∣∣∣
Ei

, B =
∂ f

∂xτ1

∣∣∣∣
Ei

, C =
∂ f

∂xτ2

∣∣∣∣
Ei

, D =
∂ f

∂xτ3

∣∣∣∣
Ei

, i = 1, 2 (14)
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The characteristic equation corresponding to (13) is :

det
(

λI9 − A− Be−λτ1 − Ce−λτ2 − De−λτ3
)
= 0 (15)

To study the stability of an equilibrium point, we use this characteristic equation. It is
known that if all the roots of the characteristic equation have negative real parts, then the
equilibrium point is uniformly asymptotically stable. If there exists at least one root with a
positive real part then the equilibrium point is unstable.

A complete list of the matrix elements can be found in Appendix A.

4.1. Stability Analysis of E1

For E1 the characteristic equation becomes:

d1(λ) = det
(
λI11 − A− Be−λτ1 − Ce−λτ2 − De−λτ3

)
=

= (a11 − λ)(a22 − λ)(a33 − λ)(a44 − λ)(a55 − λ)(a66 − λ)(a77 − λ)·

·(a88 − λ)(a99 + d99e−λτ3 − λ)(a10,10 − λ)(a11,11 − λ) = 0

(16)

E1 is asymptotically stable if all the roots of the characteristic equation have negative
real parts. We first verify if a11, a22, a33, a44, a55, a66, a77, a88, a10,10 and a11,11 are negative
and notice that this happens if:

−β2 + vx∗1 x∗6 < 0

−β3 + φ vs. x∗1 x∗6 < 0

−β4 + κ vs. x∗6 x∗1 −
ηrx∗8

1 + x∗8
< 0.

(17)

Next, we study the roots of the equation

λ− a99 − d99e−λτ3 = 0 (18)

According to [15], necessary and sufficient conditions for Equation (16) to have roots
with negative real part are given in the following theorem.

Theorem 1 ([15]). The equilibrium point E1 is stable if and only if the following conditions are met:

a99τ3 < 1

a99τ3 < −d99τ3 < (θ2 + a2
99τ2

3 )
1
2 ,

where , since a99 6= 0, θ is the unique root of θ = a99τ3 tan(θ).

We performed numerical computations using parameter values taken from relevant
literature (see Table A1) and noticed that a22 = 1.4045 and a33 = 0.0702. Seeing as these
real roots of the characteristic equation are positive, we conclude that the equilibrium point
E1 is not stable.

4.2. Stability Analysis of E2

From the block-diagonal structure of the matrix, the characteristic equation corre-
sponding to E2 is:

d2(λ) = det
(

λI11 − A− Be−λτ1 − Ce−λτ2 − De−λτ3
)
=

= [(λ− a11)(λ− a22)− a12a21](a33 − λ)(a44 − λ)(a55 − λ)(a66 − λ)·

·(a77 − λ)(a88 − λ)(a99 + d99e−λτ3 − λ)(a10,10 − λ)(a11,11 − λ) = 0
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Equilibrium point E2 is asymptotically stable if all the roots of the characteristic
equation have negative real parts. Using the parameter values found in Table A1, we
noticed that solutions of equation

(λ− a11)(λ− a22)− a12a21 = 0

are 0.0150 + 0.0288i and 0.0150− 0.0288i. These roots have positive real parts. Thus, we
conclude that the equilibrium point E2 is not stable.

5. Partial Stability

There are some cases in which, from a biological point of view, we are only interested
in the partial stability of the equilibrium points. Basically, we just need some of the variables
to have a stable behavior. The study of partial stability usually needs the proof of some
properties of the solutions, like boundedness of some components and global existence,
that, in the case of usual stability are deduced from the existence of Lyapunov functions.

Positivity, Boundedness and Global Existence

Define τ = max{τ1, τ2, τ3} and let PC([−τ, 0],R11) denote the space of piecewise
continuous functions defined on [−τ, 0] with values in Rn. The norm in PC([−τ, 0],R11)
will be defined by

||ϕ||τ = sup{||ϕ(t)||2|t ∈ [−τ, 0]},

with || · ||2 the euclidean norm in Rn. For (12) consider the initial data:

x(s) = ϕ(s), s ∈ [−τ, 0]. (19)

Proposition 1. If the initial data ϕ ∈ PC([−τ, 0],R11) satisfies ϕj(s) > 0 ∀ s ∈ [−τ, 0], j =
1, 11 then the solution of the Cauchy problem (12)+(19) will satisfy xj(t) ≥ 0, j = 1, 11 for all t in
the domain of existence.

Proof. Since xj(0) > 0 ∀ j = 1, 11, there exists t0 > 0, so that xj(t) > 0 ∀ t ∈ [0, t0), ∀ j =
1, 11. It follows that x1(t) > 0 ∀ t ∈ [−τ, t1), t1 ≥ t0.

If x1(t1) = 0, one has x′1(t1) = α > 0, so x1 will increase for t > t1 and, consequently,
x1(t) > 0 ∀ t in the domain of existence, let it be [−τ, T).

The same reasoning applies to x5, x7 and x11.
Then if x6(t6) = 0 for some t6 > t0, it follows that x′6(t6) > 0 and x6(t) > 0 ∀ t ∈ [0, T).

If x9(t) > 0, ∀ t ∈ [−τ, t9), t9 ≥ t0 and x9(t9) = 0⇒ x′9(t9) = 2e−γLτ3 β(x9(t9 − τ3)x9(t9 −
τ3) > 0⇒ x9(t) > 0 ∀ T > t ≥ t0.

Once again, if x10(t10) = 0 for some t10 ≥ t0 ⇒ x′10(t10) > 0⇒ x10(t) > 0 ∀ T > t ≥ t0.
In the same vein, we see that if x8(t8) = 0⇒ x′8(t8) > 0⇒ x8(t) > 0 ∀ t ∈ [t0, T),⇒

1 + x8(t) > 0 ∀ t ∈ [0, T).
Then, since

x4(t) = x4(0)e
−
∫ t

0 [β4+kvx1(s)x6(s−τ1)−ηr
x8(s)

1+x8(s)
]ds

one has x4(t) > 0 ∀ t ∈ [0, T).

Remark that we have

1 + µ2x3(t) > 0, 1 + µ1x2(t) + µ2x3(t) > 0 ∀ t ∈ [0, t2) ⊂ [0, τT), t2 ≥ t0.

Then

x3(t) = x3(0)e
∫ t

0 [−β3+
x1(s)x7(s−τ1)[1+µ2x3(s)]

[1+µr x4(s)][1+µ1x2(t)+µ2x3(t)]
]ds

> 0 ∀ t ∈ [0, t2).

Since x3(t2) = 0 is clearly impossible, we conclude that x3(t) > 0 ∀ t ∈ [0, T).
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Similarly,

x2(t) = x2(0)e
−
∫ t

0 [−β2+v x1(s)x6(s−τ1)
[1+µr x4(s)][1+µ2x3(s)]

]ds

we conclude that x2(t) > 0 ∀ t ∈ [0, T).

From now on, the initial data for (12) will be supposed positive.

Proposition 2. Assume that:
C1 < γL, 4βL < γL. (20)

Then, x1, x5, x6, x7, x9 and x10 are bounded on the whole interval of existence.

Proof. From (12), it follows that

ẋ1(t) = α− β1x1(t)− x1(t)p1(t)

with p1(t) ≥ 0 for positive initial data. Then

x1(t) = x1(0)e−β1t−
∫ t

0 p1(s)ds + α

(∫ t

0
eβ1se

∫ s
0 p1(r)drds

)
e−β1te−

∫ t
0 p1(s)ds

and we have the following estimation for the second term

α

(∫ t

0
eβ1se

∫ s
0 p1(r)drds

)
e−β1te−

∫ t
0 p1(s)ds ≤

≤ α

(∫ t

0
eβ1se

∫ t
0 p1(r)drds

)
e−β1te−

∫ t
0 p1(s)ds = α

(1− e−β1t)

β1
≤ α

β1
∀ t ≥ 0

It follows that |x1(t)| ≤ M1 for some positive M1.
For x7(t) we have that

x7(t) = x7(0)e
∫ t

0 [−γD−µD
x9(s)

a+x7(s)
]ds
+

+Λ
∫ t

0
eγD(s−t)e

−
∫ t

s µD
x9(r)

a+x7(r)
dr

ds ≤ x7(0) +
Λ

γD
= M7 ∀ t ≥ 0

(for positive initial data, x9(t) and x7(t) are positive, according to Proposition 1).
For x5, remark that

x5(t) = x5(0)e−γ11t−β0
∫ t

0 x7(s)ds + a
(∫ t

0
eγ11seβ0

∫ s
0 x7(r)drds

)
e−γ11te−β0

∫ t
0 x4(s)ds ≤

≤ x5(0) + a
(∫ t

0
eγ11sds

)
eβ0

∫ t
0 x7(r)dre−γ11te−β0

∫ t
0 x4(s)ds = x5(0) +

a
γ11

(1− e−γ11t) ≤

≤ x5(0) +
a

γ11
= M5.

With similar arguments one obtains that x6 is bounded:

x6(t) = x6(0)e−γ12t−µ0
∫ t

0 x4(s)ds + β0

(∫ t

0
x7(s)x5(s)eγ12seµ0

∫ s
0 x4(r)drds

)
e−γ12te−µ0

∫ t
0 x4(s)ds.
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Then

x6(t) ≤ x6(0) + β0M7M5

(∫ t
0 eγ12sds

)
eµ0

∫ t
0 x4(s)dse−γ12te−µ0

∫ t
0 x4(s)ds ≤

≤ x6(0) +
β0

γ12
M7M5 = M6

Passing to x9 denote for convenience h(t) = γL + β[x9(t)] + c1x11(t) + µL
x7(t)

a+x7(t)
=

γL + h1(t) and C1 = 2βLe−γLτ3 , C′1 = 2e−γLτ3 . For t ∈ [0, τ3] we have

x9(t) = x9(0)e−
∫ t

0 h(s)ds +

(
C′1

∫ t

0
ϕ8(s)β[ϕ8(s)]e

∫ s
0 h(r)drds

)
e−
∫ t

0 h(s)ds ≤

≤ ||ϕ||τe−γLt + C1||ϕ||τ
(∫ t

0
e
∫ s

0 h(r)drds
)

e−
∫ t

0 h(s)ds =

= ||ϕ||τ
[

1 + C1

(∫ t

0
eγLse

∫ s
0 h1(r)drds

)
e−γLte−

∫ t
0 h1(s)ds

]
=≤

≤ ||ϕ||τ
[

1 + C1

(∫ t

0
eγLse

∫ t
0 h1(r)drds

)
e−γLte−

∫ t
0 h1(s)ds

]
≤

≤ ||ϕ||τ
[
1 + C1

γL
(1− e−γl t)

]
≤ ||ϕ||τ

(
1 + C1

γL

)
≤ 2||ϕ||τ

if (20) is used. For t ∈ [τ3, 2τ3], repeating the previous estimations, one has

x9(t) ≤ ||ϕ||τe−γLt +
C1

γL
2||ϕ||τ ≤ ||ϕ||τe−γLτ3

(
1 + 4

βL
γL

)
≤ 2||ϕ||τ

so the argumentation can be extended to the whole axis and the results show that |x9(t)| ≤ M9.
For x10(t) we have:

x10(t) = x10(0)e−dt + e−dt
∫ t

0
eds
[

γLx9(s) + µL
x9(s)x7(s)
a + x7(s)

]
ds.

It follows that

|x10(t)| ≤ |x10(0)|e−dt + e−dt
∫ t

0
eds(γL + µL)M9 ≤

≤ ||ϕ||τ +
1− e−dt

d
M8(γL + µL) = M10 ∀ t ≥ 0

Proposition 3. The solution of system (12) exists on [−τ, ∞).

Proof. The Proposition will follow from a slight generalization of Theorem 1.2. in [16],
remarking that the condition of the theorem needs to hold only for the solutions of (12).
So we must show that, with ϕ = (ϕ1, . . . , ϕ11), a solution of (12) and f = ( f1, . . . , f11), the
right-hand side of (12),

| f j(ϕ)| ≤ h(||ϕ||τ),
∫ ∞

r0

1
h(r)

dr = ∞, ∀ r0 > 0.

We will show that there exist constants K1, K2 so that
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| f j(ϕ)| ≤ K1 + K2||ϕ||τ , j = 1, 11 and the Proposition will result.

| f1(ϕ)| ≤ |α|+ β1|ϕ1(t)|+ M1M6|ϕ2(t)|+ φM1M6|ϕ3(t)|+ κM1M6|ϕ4(t)| ≤

≤ |α|+ (β1 + M1M6 + φM1M6 + κM1M6)||ϕ||τ

| f2(ϕ)| ≤ (β2 + vM1M6)||ϕ||τ

| f3(ϕ)| ≤ (β3 + φ vs. M1M6)||ϕ||τ

| f4(ϕ)| ≤ (β4 + κ vs. M1M6 + ηr)||ϕ||τ

| f5(ϕ)| ≤ a + γ11M5 + M5M7β0,

| f6(ϕ)| ≤ M5M7β0 + γ12M6 + µ0M6||ϕ||τ ,

| f7(ϕ)| ≤ Λ + γL M7 + µD M9| f8(ϕ)| ≤ k1(M1 + M5) + (γ2 + 3k1)||ϕ||τ

| f9(ϕ)| ≤ M9(βL + µL) + c1M9||ϕ||τ ,

| f10(ϕ)| ≤ (γL + muL)M9 + dM10,

| f11(ϕ)| ≤ s + (m + ρ + δ + c2M9)||ϕ||τ

5.1. Partial Stability of E1

In this section, we will find delay-independent partial stability conditions for the
equilibrium point E1. The necessary mathematical framework and relevant results can be
found in [17–19]. Recall that E1 = (x∗1 , 0, 0, 0, x∗5 , x∗6 , x∗7 , x∗8 , 0, 0, x∗11) .

Proposition 4. When, besides (20), the following conditions are fulfilled

k vs. x∗1 x∗6 < β4, β0x∗7 + β0x∗5 < 2γ12, β0x∗5 < γD (21)

E1 is partially stable with respect to variables x4, x5, x6, x7, x9 and with respect to the invariant
manifold of solutions with positive components.

Proof. We perform a translation of the equilibrium E1 to zero by yi = xi − x∗i , for i = 1, 11.
We are interested only in Equations (4)–(7) and (9).

ẏ4 = −β4y4 + κ vs. (y1 + x∗1)(y6τ1 + x∗7)y4 − ηr
(y8 + x∗8)y4

1 + y8 + x∗8

ẏ5 = −(γ11 + β0x∗7)y5 − β0y7y5 − β0y7x∗5

ẏ6 = β0y5(y7 + x∗7) + β0x∗5y7 − γ12y6 − µ0(y6 + x∗6)y4

ẏ7 = −γDy7 −
µDy8(y7 + x∗7)

a + y7 + x∗7

ẏ9 = −γLy9 − β(y9)y9 + 2e−γLτ3 β(y9τ3)y9τ3 − c1y9(y11 + x∗11)−
µLy9(y7 + x∗7)

a + y7 + x∗7

(22)
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By the previous result on some components of the solution being bounded, the right-
hand sides of system (22) are bounded for bounded (y4, y5, y6, y7, y9).

Consider the candidate Lyapunov function

V(y4, y5, y6, y7, y9) = α1
y2

4
2

+ α2
y2

5
2

+ α3
y2

6
2

+ α4
y2

7
2

+ α5
y2

9
2

+ b1

∫ t

t−τ3

y2
9(s)ds

with α1, α2, α3, α4, α5, b1 ∈ (0, ∞) subject to further constraints. Remark that one has

m||(y4, y5, y6, y7, y9)||2 ≤ V(y4, y5, y6, y7, y9) ≤ M||y||2, y = (y1, . . . , y11)

for some M > 0. The derivative along (22) of V is given by

dV
dt

= α1y4ẏ4 + α2y5ẏ5 + α2y6ẏ6 + α4y7ẏ7 + α5y9ẏ9 + b1y2
9(s)

∣∣∣∣t
t−τ3

dV
dt

= −α1β4y2
4 + α1k vs. y1y2

4y6τ1 + α1kvy1y2
4x∗6 + α1kvx∗1 y2

4y6τ1 + α1kvx∗1 y2
4x∗6 − ηr

y2
4(y8 + x∗8)

1 + y8 + x∗8)

−α2β0y2
5y7 − α2(γ11 + β0x∗7)y

2
5 − α2β0y5y7x∗5 + α3β0y6y5y7 + α3β0y6y5x∗7 + α3β0x∗5 y7y6−

−α3γ12y2
6 − α3µ0y4y2

6 − α3µ0y4y6x∗6 − α4γDy2
7 − α4µD

y9y2
7

a + y7 + x∗7
− α4µD

y9y7x∗7
a + y7 + x∗7

−

−α5γLy2
9 − α5β(y9)y2

9 + 2α5e−γLτ3 β(y9τ3 )y9y9τ3 − α5c1y2
9(y11 + x∗11)− α5µL

y2
9(y7 + x∗7)

a + y7 + x∗7
+

+b1y2
9 − b1y2

9τ3

If we use the inequality

xy ≤ x2

2
+

y2

2
,

remark that β(x) ≤ βL ∀ x ≥ 0 and neglect some negative terms we get

dV
dt
≤ y2

4(−α1β4 + α1k vs. x∗1 x∗6) + y2
5

[
−α2(γ11 + β0x∗7) +

α3β0x∗7
2

]
+

+y2
6

(
−α3γ12 +

α3β0x∗7
2

+
α3β0x∗5

2

)
−
(

α3β0x∗5
2

− α4γD

)
y2

7+

+y2
9(−α5γL − α5c1x∗11 + α5βLe−γLτ3 + b1) + y2

9τ3
(α5βLe−γLτ3 − b1)+

+α1k vs. y1y2
4y6τ1 + α1kvy1y2

4x∗6 + α1kvx∗1y2
4y6τ1 + α3β0y6y5y7

If, besides the conditions (21), we choose α2, α3, α5, b1 so that

α3β0x∗1 < 2α2(γ11 + β0x∗7), α3β0x∗5 < α4γD, (23)

−α5γL − α5c1x∗11 + α5βLe−γLτ3 + b1 < 0, α5βLe−γLτ3 − b1 < 0

then the quadratic terms in
dV
dt

give a negative definite quadratic form. Remark that while
the first two conditions in (21) involve the specific parameters of the system, the third one
in (22), as well as (23), can be achieved by appropriately choosing α2, α3, α5b1. Introduce
z = (y4, y5, y6, y7, y9, y9τ3). Using the boundedness of y1, y5, y6, y7, y9 , it follows that:

dV
dt
≤ −ω(||zt||2τ) + G(zt)
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where G(zt) = α1k vs. y1y2
4y6τ1 + α1kvy1y2

4x∗6 + α1kvx∗1y2
4y6τ1 + α3β0y6y5y7, ω is strictly

positively defined and |G(zt)| ≤ M||yt||3τ . Then the derivative of V along the shifted
system (12) is strictly negatively defined for positive initial data with the norm small
enough and uniform asymptotic partial stability is proved (see also [17–22]).

5.2. Partial Stability of E2

In this section, we will derive delay-independent partial stability conditions for the
equilibrium E2 = (x∗1 , x∗2 , 0, 0, x∗5 , x∗6 , x∗7 , x∗8 , 0, 0, x∗11) of system (12).

Proposition 5. Under condition (20) and assuming that

k vs. x∗1 x∗6 < β4, β0x∗7 + β0x∗5 < 2γ12 (24)

E2 is partially stable with respect to variables x1, x4, x5, x6, x7, x9 and with respect to the
invariant manifold of solutions with positive components.

Proof. As before, we start by performing a translation of the equilibrium E2 to zero by
yi = xi − x∗i , for i = 1, . . . , 11. We are interested only in Equations (1), (4)–(7) and (9).

ẏ1 = −β1y1 −
(y1 + x∗1)(y6 + x∗6)y2

1 + µ2y3
−

y1(y6 + x∗6)x∗2
1 + µ2y3

−
x∗1 y6τ1 x∗2
1 + µ2y3

− φ(y1 + x∗1)(y6τ1 + x∗6))y3

−κ(y1 + x∗1)(y6τ1 + x∗6)y4

ẏ4 = −β4y4 + κ vs. (y1 + x∗1)(y6τ1 + x∗6)y4 − ηr
(y8 + x∗8)y4

1 + y8 + x∗8

ẏ5 = −(γ11 + β0x∗7)y5 − β0y7y5 − β0y7x∗5

ẏ6 = β0y5(y7 + x∗7) + β0x∗5 y7 − γ12y6 − µ0(y6 + x∗6)y4

ẏ7 = −γDy7 −
µDy8(y7 + x∗7)

a + y7 + x∗7

ẏ9 = −γLy9 − β(y9)y9 + 2e−γLτ3 β(y9τ3 )y9τ3 − c1y9(y11 + x∗11)−
µLy9(y7 + x∗7)

a + y7 + x∗7

(25)

Consider the candidate Lyapunov function

V(y1, y4, y5, y6, y7, y9) = α1
y2

1
2

+ α2
y2

4
2

+ α3
y2

5
2

+ α4
y2

6
2

+ α5
y2

7
2

+ α6
y2

9
2

+ b1

∫ t

t−τ3

y2
9(s)ds

with α1, α2, α3, α4, α5, α6, b1 ∈ (0, ∞) subject to further constraints. Remark that one has

m||(y1, y4, y5, y6, y7, y9)||2 ≤ V(y1, y4, y5, y6, y7, y9) ≤ M||y||2τ , y = (y1, . . . , y11)
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for some m, M > 0. The derivative along (25) of V is given by

dV
dt

= α1y1ẏ1 + α2y4ẏ4 + α3y5ẏ5 + α4y6ẏ6 + α5y7ẏ7 + α6y9ẏ9 + b1y2
9 − b1y2

9τ3

dV
dt

= −α1β1y2
1 −

α1y1(y1 + x∗1)(y6τ1 + x∗6)y2

1 + µ2y3
−

α1y2
1(y6τ1 + x∗6)x∗2
1 + µ2y3

−
α1y1x∗1 y6τ1 x∗2

1 + µ2y3
− φα1y1(y1 + x∗1)(y6τ1 + x∗6)y3

−α1κy1(y1 + x∗1)(y6τ1 + x∗6)y4 − α2β4y2
4 + α2k vs. y1y2

4y6τ1 + α2kvy1y2
4x∗6 + α2kvx∗1 y2

4y6τ1

+α2kvx∗1 y2
4x∗6 − α2ηr

y2
4(y8 + x∗8)

1 + y8 + x∗8)
− α3y2

5(γ11 + β0x∗7)− α3β0y7y2
5 − α3β0y5y7x∗5+

+α4β0y6y5y7 + α4β0y6y5x∗7 + α4β0x∗5 y7y6 − α4γ12y2
6 − α4µ0y6y4(y6 + x∗6)− α5γDy2

7−

−α5
µDy7y8(y7 + x∗7)

a + y7 + x∗7
− α6γLy2

9 − α6β(y9)y2
9 + 2α6e−γLτ3 β(y9τ3)y9y9τ3 − α6c1y2

9(y11 + x∗11)−

−α6µL
y2

9(y7 + x∗7)
a + y7 + x∗7

+ b1y2
9 − b1y2

9τ3

Similarly as above, neglecting some negative terms and using

xy ≤ x2

2
+

y2

2

one obtains

dV
dt
≤ −α1β1y2

1 + y2
4(−α2β4 + α2k vs. x∗1 x∗6) + y2

5

(
α4β0x∗7

2
− α3γ11 − α3β0x∗7

)
+

+y2
6

(
+

α4β0x∗5
2

+
α4β0x∗7

2
− α4γ12

)(
α4β0x∗5

2
− α5γD

)
y2

7+

+y2
9(−α6γL − α6c1x∗11 + α6βLe−γLτ3 + b1) + y2

9τ3
(α6βLe−γLτ3 − b1)+

+α2k vs. y1y2
4y6τ1 + α2kvy1y2

4x∗6 + α2kvx∗1y2
4y6τ1 + α4β0y6y5y7.

As in the case of E1, besides (24) we impose the conditions

α4β0x∗7 < 2α3(γ11 + β0x∗7), α4β0x∗5 < α5γD, (26)

−α6γL − α6c1x∗11 + α6βLe−γLτ3 + b1 < 0, α6βLe−γLτ3 − b1 < 0

then the quadratic terms in dV
dt give a negative definite quadratic form. Again, the first two

conditions involve the specific parameters of the system, but the third one can be achieved
by appropriately choosing α3, α4. Introduce z = (y1, y4, y5, y6, y7). Using also that y1, y6, y7
and y8 are bounded, it follows that

dV
dt
≤ −ω(||zt||2τ) + G(zt)

where ω is strictly positively defined and |G(zt)| ≤ M||zt||3τ . Then, the derivative of V
along the shifted system 12 is strictly negatively defined for small ||zt||τ and uniform
partial stability is proved (see also [17–22]).
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6. Numerical Simulations
6.1. Numerical Simulations for E1

E1 is an equilibrium point showing a successful chemoimmunotherapy without detec-
tion of allergic reactions, because the Th1 cell population dominates the Th2 cell population,
as shown in Figure 1. When the stability for E1 holds we will have successful therapy, and
this shows that small quantities of allergens do not harm.

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. For a small disturbance in initial conditions near E1, the system exhibits partial stability,
where E1 = (3.3333, 0, 0, 0, 3.4164, 0.0334, 0.7813, 8.4167, 0, 0, 41.3223).

6.2. Numerical Simulations for E2

According to the simulations shown in Figure 2 starting with a desensitization dose
of chemotherapy we will have successful chemoimmunotherapy without the detection of
allergies even if we start with small values of Th1 cells, because the Th1 cell population
will dominate the Th2 cell population.
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 Figure 2. Simulation of a small disturbance in initial conditions near E2. The equilibrium exhibits par-
tial stability. E2 = (3.1172× 10−4, 9.6145× 103, 0, 0, 3.4164, 0.0334, 0.7813, 2.4036× 104 , 0, 0, 41.3223).

7. Conclusions

Our paper presents a new model for cellular evolution in the case of chronic lympho-
cytic leukemia (CLL). We assumed that the treatment is with chlorambucil. As this drug has
been proven to cause allergic reactions, we included the effects of desensitization. We also
included an equation which captures the number of dead leukemic cells present in the body
at any given time. We included this in order to monitor the risk of tumor lysis syndrome
(TLS), which is caused by an abundance of leukemic cells dying in a short period of time.

The mathematical model which illustrates the complex interplay between the im-
mune system, the presence of the leukemic cells and the effects of the treatment, consists
of 11 delayed-differential equations, the dynamics of which are thoroughly described
in the paper.

We have established qualitative properties of the solutions, including partial stability
with respect to certain variables and the invariant set of positive initial data. By proving
these properties, we have gained insights into the behavior of the system and its response
to chemotherapy and allergic reactions.

Furthermore, numerical simulations have been conducted to complement the the-
oretical analysis. The simulations explore the interplay between the immune system’s
function, the involvement of chemotherapy in cancer treatment, and the occurrence of
allergic reactions due to the therapy. Numerical results obtained from the simulations
have been presented.

Based on the provided information, it appears that the theoretical analysis shows that
both equilibrium points E1 and E2 are not stable. The numerical computations align with
this finding, confirming that both E1 and E2 are indeed not stable, contrary to the initial
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expectations. The numerical simulations further validate the theoretical results, reinforcing
the conclusion that neither E1 nor E2 exhibit stability.

Theoretical results on partial stability have been derived under certain conditions.
Specifically, we have shown that E1 is partially stable with respect to variables x4, x5, x6,
x7 and x9, as well as with respect to the invariant manifold of solutions with positive
components. Similarly, E2 is partially stable with respect to variables x1, x4, x5, x6, x7
and x9, and with respect to the invariant manifold of solutions with positive components.

Additionally, the numerical simulations of equilibrium points E1 and E2 reinforce the
theoretical findings on partial stability. The simulations demonstrate that both E1 and E2
exhibit partial stability with respect to the same variables that were studied and stated in
the theoretical analysis. This consistency between the theoretical and numerical results
further supports the validity of the partial stability conclusions for E1 and E2.

Furthermore, the numerical simulations of equilibrium points E1 and E2 provide
valuable biological insights into the behavior of the system. The simulations shed light on
the dynamics of chemoimmunotherapy and the occurrence of allergic reactions in patients
with chronic lymphocytic leukemia (CLL).

The simulation results for E1 reveal a scenario of successful chemoimmunotherapy
without the detection of allergic reactions. This is attributed to the dominance of the Th1
cell population over the Th2 cell population, as observed in the simulation results. Even
when starting with small quantities of allergens, the simulations demonstrate that the
therapy remains effective, indicating that small amounts of allergens do not cause harm.

In the case of E2, the simulations show a different outcome. Starting with a desensiti-
zation dose of chemotherapy, the simulations illustrate successful chemoimmunotherapy
without the detection of allergies. Importantly, even with initially low levels of Th1 cells,
the dominance of the Th1 cell population over the Th2 cell population is achieved, con-
tributing to the positive treatment outcome.

These biological interpretations of the simulation results highlight the intricate inter-
play between the immune system, chemotherapy and allergic reactions. The simulations
provide evidence that appropriate therapeutic strategies, such as desensitization dosing
and the regulation of immune cell populations, can lead to successful treatment outcomes
in CLL patients undergoing chemoimmunotherapy.

Overall, this study provides valuable insights into the dynamics of CLL patients under-
going chemotherapy and the impact of desensitization for chemotherapy-induced allergies.
The combination of theoretical analysis and numerical simulations enhances our understand-
ing of the system, and can potentially guide future clinical decision-making processes.
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Appendix A. Linearization Matrices

The matrices used for the linearization of the system are calculated below. The calcu-
lations are around a general equilibrium point. The values of the state variables must be
replaced by the values corresponding to the equilibrium point under study.

A =
∂ f
∂x

• a11 = −β1 − x6
x2

1 + µ2x3
− φx6x3 − κx6x4
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• a12 = − x1x6

1 + µ2x3

• a13 =
µ2x1x6x2

(1 + µ2x3)2 − φx1x6

• a14 = −κx1x6

• a21 =
vx6x2

(1 + µrx4)(1 + µ2x3)

• a22 = −β2 +
vx1x6

(1 + µrx4)(1 + µ2x3)

• a23 =
−vµ2x6x1x2

(1 + µrx4)(1 + µ2x3)2

• a24 =
−vµrx6x1x2

(1 + µrx4)2(1 + µ2x3)

• a31 =
φ vs. x6x3

(1 + µrx4)(1 + µ1
x2

1+µ2x3
)

• a32 = − φ vs. x1x6x3µ1

(1 + µrx4)(1 + µ2x3)(1 + µ1
x2

1+µ2x3
)2

• a33 = −β3 +
φ vs. x1x6

1 + µrx4

1 + µ2x3 + µ2
2x2

3 + µ1x2 + 2µ1µ2x2x3

(1 + µ1x2 + µ2x3)2

• a34 = − φµrvx1x6x3

(1 + µrx4)2(1 + µ1
x2

1+µ2x3
)

• a41 = κ vs. x6x4

• a44 = −β4 + κ vs. x6x1 −
ηrx8

1 + x8

• a48 = − ηrx4

(1 + x8)2

• a55 = −β0x7 − γ11

• a57 = −β0x5

• a64 = −µ0x6

• a65 = β0x7

• a66 = −γ12 − µ0x4

• a67 = β0x5

• a77 = −γD −
aµDx9

(a + x7)2

• a79 =
−µDx7

a + x7

• a88 = −γ2

• a97 = − aµLx9

(a + x7)2

• a99 = −γL − β′(x9)x9 − β(x9)− c1x11 −
µLx7

a + x7
a9,11 = −c1x9

• a10,7 =
aµLx9

(a + x7)2
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• a10,9 = γL +
µLx7

a + x7

• a10,10 = −d

• a11,7 = − δcx11

(c + x7)2

• a11,9 =
ργx11

(γ + x9)2 − c2x11

• a11,11 = −m− c2x9 +
ρx9

γ + x9
− δx7

c + x7

B =
∂ f

∂xτ1

• b16 = − x1x2

1 + µ2x3
− φx1x3 − κx1x4

• b26 =
vx1x2

(1 + µrx4)(1 + µ2x3)

• b36 =
φ vs. x1x3

(1 + µrx4)(1 + µ1
x2

1+µ2x3
)

• b46 = κ vs. x1x4

C =
∂ f

∂xτ2

• c81 = k1

• c82 = k1

• c83 = k1

• c84 = k1

• c86 = k1

D =
∂ f

∂xτ3

• d99 = 2e−γLτ3(β′(x9)x9 + β(x9))

The elements which are not calculated explicitly are zero.

Appendix B. Parameters

Table A1. List of the system parameters and their values.

The production rate of naive CD4+ cells. [23] α 0.1

The strength of suppression rate of Th1 by Th2 [9] µ2 0.1

The strength of suppression of Th2 by Th1 [9] µ1 0.2

The strength of suppression rate by Treg [9] µr 0.25

The differences in the autocrine action of the three subsets [9] φ 0.05

The differences in the autocrine action of the three subsets [9] κ 0.1

The death rate of immature APCs [23] γ11 0.08

The death rate of mature APCs [23] γ12 0.8

The death rate of naive T cells [23] β1 0.03

The death rate of T1 cells [24] β2 10−3h−1 = 0.0416× 10−3 day−1
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Table A1. Cont.

The death rate of T2 cells [24] β3 10−3h−1 = 0.0416× 10−3 day−1

The death rate of Treg cells [24] β4 10−3h−1 = 0.0416× 10−3 day−1

The proliferation rate of stimulated T cells [9] v 4

Natural decay of induced cytokine during chemotherapy [25] γ4 0.4152

Inhibition rate of Treg cells by the induced cytokines [26] ηr 0.4

First time delay [10] τ1 0.0794

Second time delay [25] τ2 0.25

Third time delay [27] τ3 2.8

The production of induced cytokines by other cells [11] k1 1

The supply rate of naive APCs[23] a 0.3

Rate of APC activation by the antigen [28] β0 0.01

Rate of APC inhibition by regulatory T cells [28] µ0 10−2

Chemical deactivation rate of drug [5] γD 0.462 h−1 = 0.0192 day−1

Supply rate of drug [29] Λ 0.06g/L day−1

Deactivation rate of drug due to killing of tumor cells [5] µD 0.18 h−1 = 0.00748 day−1

Drug dose that produce 50 % maximum effect [5] a 2× 103 mL = 2 in microliter

Tumor cells growth rate [5] r 0.07 h−1 = 0.002912 day−1

Maximal tumor cell population [5] K 4× 106 cell/mL = 0.57 cells/ microliter

Death rate of leukemic cells estimated from [13] γL 2 day−1

Death rate resulting from the action of drug of cancer cells estimated from [5] µL 0.74 day−1

Rate of dissolution of dead tumor cells [5] d 0.017 h−1 = 0.000707 day−1

Initial number of immune cells [14] s 7× 105 cells day−1 = 0.1 cells day−1 in
microliter

Natural death rate of immune cells [14] m 10−3 day−1

Rate of immune cell population activated by the tumor [14] ρ 10−12 day−1

Rate of immune cell population activated by the tumor [14] γ 102 cells = 0.0000142 cells in microliter

The mortality rate of immune cells due to the chemotherapeutic drug [14] δ 104 day−1 =0.00142 cells in microliter

Half-saturation parameter [14] c 5 kg = 7.14 ×10−7 in microliter

Rate of elimination of tumor cells by immune cells [14] c1 5× 10−11 cells day−1

Rate of immune cells which directly eliminate tumor cells [14] c2 10−13 cells day−1

Component of the rate of self-renewal [13] βL 1.77 day−1

Component of the rate of self-renewal [13] θ 0.5× 106 cells = 0.071 cells in microliter
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