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1. Introduction

Data missing is a common phenomenon in the field of applications. When it occurs,
the most common approach is to treat the available sample as a non complete sample with
a random sample size. Furthermore, it is necessary to study the properties of incomplete
samples with random sample sizes. In the field of extreme value theory, refs. [1,2] first
studied the effect of the missing data on extremes of original sequences. Let {Xn, n ≥ 1} be
a sequence of stationary random variables with the marginal distribution function F(x),
and suppose that some of the random variables in the sequence are missing randomly.
Let εk be the indicator of the event that random variable Xk is observed. For the random
sequence {Xn, n ≥ 1}, define its random missing sequence as:

X̃n(ε) = εnXn + (1− εn)xF, n ≥ 1, (1)

where xF = inf{x : F(x) > 0}. Suppose that the indicator sequence ε = {εn, n ≥ 1} is
independent of {Xn, n ≥ 1}, and let Sn = ∑k≤n εk be the numbers of the observed variables
satisfying

Sn

n
P−→ λ, as n→ ∞, (2)

where λ is a random or nonrandom variable.
When λ ∈ [0, 1] is a constant, under a global dependent condition D(un, vn) (see [2])

and a well-known local dependent condition D′(un) (see e.g., [3]), ref. [2] derived the joint
asymptotic distribution of the maximum from a stationary sequence and the maximum
from its random missing sequence and proved, for any x < y ∈ R

lim
n→∞

P
(

Mn(X̃(ε)) ≤ ã−1
n x + b̃n, Mn(X) ≤ ã−1

n y + b̃n

)
= Gλ(x)G1−λ(y), (3)

with ãn > 0 and b̃n ∈ R, where G is one of the three types of extreme value distributions
(see, e.g., [3]) Mn(X̃(ε)) = max{X̃k(ε), k = 1, 2, . . . , n} and Mn(X) = max{Xk, k =
1, 2, . . . , n}.
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The result in (3) has been extended to many other cases; we refer to [4,5] for Gaussian
cases; ref. [6,7] for the almost sure limit theorem; ref. [8,9] for autoregressive process;
ref. [10] for non-stationary random fields; ref. [11] for linear process; and refs. [12,13] for
point process.

When λ ∈ [0, 1] is a random variable, ref. [14] proved a similar result: for any
x < y ∈ R

lim
n→∞

P
(

Mn(X̃(ε)) ≤ ã−1
n x + b̃n, Mn(X) ≤ ã−1

n y + b̃n

)
= E[Gλ(x)G1−λ(y)]. (4)

Ref. [15] extended the results of (4) to weakly and strongly dependent Gaussian
sequences. Let {Xn, n ≥ 1} be a sequence of stationary Gaussian variables with correlation
function rn = E(X1Xn+1). If rn satisfies

lim
n→∞

rn log n = γ ∈ [0, ∞), (5)

for any x < y, ref. [15] proved that

lim
n→∞

P
(

Mn(X̃(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn

)
= E

(∫ +∞

−∞
exp(−λg(x, z, γ)− (1− λ)g(x, z, γ))dΦ(z)

)
, (6)

where Φ(x) denotes the distribution function of a standard (mean 0 and variance 1) normal
random variable, g(x, z, γ) = e−x−γ+

√
2γz, and the normalizing constants an and bn are

defined as

an = (2 log n)1/2, bn = (2 log n)1/2 − log log n + log 4π

2(2 log n)1/2 . (7)

If rn satisfies:

(A1) rn is convex with rn = o(1);
(A2) (rn log n)−1 is monotone with (rn log n)−1 = o(1),

for any x, y ∈ R, ref. [15] proved that

limn→∞ P(Mn(X̃(ε)) ≤ (rn)1/2x + (1− rn)1/2bn, Mn(X) ≤ (rn)1/2y + (1− rn)1/2bn)
= Φ(min{x, y}). (8)

For more related studies of this situation, we refer to [16–19].
In application, in addition to treating the available samples as incomplete samples

with a random sample size, we often use another set of samples to replace the randomly
missing samples, to obtain a relatively complete sample. However, this raises the question
of to what extent can the random missing samples replace the original samples. To answer
this question, we must study the relationship between the original samples and samples
subject to random replacement. In the field of extreme value theory, we need to study the
asymptotic relationship between the maximum of the original samples and their maximum
when the samples are subject to random replacement.

For the random sequence {Xn, n ≥ 1}, define the sequence subject to random replace-
ment as

Xn(ε) = εnXn + (1− εn)X̂n, (9)

where the sequence {X̂n, n ≥ 1} is an independent copy of {Xn, n ≥ 1}. When the
sequence {Xn, n ≥ 1} is strongly mixed, ref. [20] proved that the maximum sequences and
the maximum when the sequence is subject to random replacement are asymptotically
dependent.Under the dependent conditions D(un, vn) and D′(un), ref. [21] studied the
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asymptotic distribution of the maximum from a stationary sequence and its maximum
subject to random replacement and proved, for x, y ∈ R,

lim
n→∞

P(Mn(X(ε)) ≤ ã−1
n x + b̃n, Mn(X) ≤ ã−1

n y + b̃n)

= G(min{x, y})EG1−λ(max{x, y}),

where Mn(X(ε)) = max{Xk(ε), 1 ≤ k ≤ n}.
It is worth noting that, in the study of [21], the random replacement sequence was

an independent copy of the original sequence, so they had the same dependent structure.
However, in practical applications, we may not know the dependent structure of the
original sequence, so it is necessary to explore the impact of the dependent structure of the
original sequence itself and the dependent structure of the random replacement sequence
itself on their maxima.

The main purpose of this article is to explore the influence of the self-dependent
structure of an original sequence and the random replacement sequence on the joint
asymptotic distribution between their maxima under a Gaussian scenario. The advantages
of choosing a Gaussian sequence scenario are as follows: The dependent structure of
Gaussian sequences can be characterized by their correlation coefficient functions; in the
field of extreme value theory, the dependence of Gaussian sequences can be characterized
by the speed at which their correlation coefficient function converges to 0; the relevant
conclusions in the case of Gaussian sequences can be easily generalized, such as in the case
of chi square sequences, Gaussian ordered sequences, and so on.

The rest of this paper is organized as follows: The main results of the paper are given
in Section 2, and their proofs are collected in Section 3. Some conclusions are presented in
Section 4.

2. Main Results

In the following part of this paper, let {Xn, n ≥ 1} and {X̂n, n ≥ 1} be station-
ary standard Gaussian sequences, with correlation functions rn and r̂n, respectively. Let
ε = {εn, n ≥ 1} be a sequence of indicators and Sn = ∑k≤n εk. Suppose that (2) holds for
some random variable λ ∈ [0, 1] a.s. In addition, suppose that {Xn, n ≥ 1}, {X̂n, n ≥ 1},
{εn, n ≥ 1} are independent of each other, and suppose that U and V are independent
standard Gaussian random variables, which are independent of λ. Let an and bn be defined
as in (7).

Theorem 1. Suppose that rn and r̂n satisfy limn→∞ rn log n = γ1 ∈ [0, ∞) and limn→∞ r̂n log n =
γ2 ∈ [0, ∞), respectively. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

= E[exp(−(1− λ)g(x, V, γ2)) exp(−λg(min{x, y}, U, γ1)− (1− λ)g(y, U, γ1))].

Corollary 1. (i). Suppose that rn and r̂n satisfy limn→∞ rn log n = 0 and limn→∞ r̂n log n = 0,
respectively. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

= exp
(
−e−min{x,y}

)
E exp

(
−(1− λ)e−max{x,y}

)
,

(ii). Suppose that rn and r̂n satisfy limn→∞ rn log n = 0 and limn→∞ r̂n log n = γ ∈ (0, ∞),
respectively. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n x + bn)

= E
[
exp(−(1− λ)g(x, U, γ)) exp

(
−λe−min{x,y} − (1− λ)e−y

)]
.
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(iii). Suppose that rn and r̂n satisfy limn→∞ rn log n = γ ∈ (0, ∞) and limn→∞ r̂n log n = 0,
respectively. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n x + bn)

= E
[
exp

(
−(1− λ)e−x) exp(−λg(min{x, y}, U, γ)− (1− λ)g(y, U, γ))

]
.

Remark 1. The first assertion of Corollary 1 indicates that, when both the original sequence and
the random replacement sequence are weakly dependent, the result is consistent with that of [21].
The second and third assertions of Corollary 1 indicate that, when the dependent strength between
the original sequence and the random replacement sequence are different, the joint asymptotic
distribution of the maximum of the original sequence and the maximum of the sequence subject to
random replacement is highly dependent on the strength of dependence.

Corollary 2. Under the conditions of Theorem 1, for any x ∈ R, we have

lim
n→∞

P(Mn(X) ≤ a−1
n x + bn) = E exp(−g(x, U, γ1)).

and

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn)

= E[exp(−(1− λ)g(x, V, γ2)) exp(−λg(x, U, γ1))]

Theorem 2. Suppose both rn and r̂n satisfy the conditions A1 and A2. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ (rn)
1/2x + (1− rn)

1/2bn, Mn(X) ≤ (rn)
1/2y + (1− rn)

1/2bn)

= Φ(x)Φ(min{x, y}).

Corollary 3. Under the conditions of Theorem 2, for any x ∈ R, we have

lim
n→∞

P(Mn(X) ≤ a−1
n x + bn) = Φ(x).

and

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn) = Φ2(x).

Remark 2. Corollaries 2 and 3 indicate that, when both the original sequence and the random
replacing sequence are weakly dependent, the limit distribution of the maximum of the original
sequence and the limit distribution of the maximum of the sequence subject to random replacing
are consistent. At this point, the sequence subject to random replacement can be used to replace the
original sequence. When both the original sequence and the sequence subject to random replacement
are strongly dependent, the limit distribution of the maximum of the original sequence and the
sequence subject to random replacement is inconsistent. In this case, the sequence subject to random
replacement cannot be directly used to replace the original sequence.

Theorem 3. (i). Suppose that rn and r̂n satisfy limn→∞ rn log n = γ ∈ (0, ∞) and the conditions
A1 and A2, respectively. For any x, y ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

= E[exp(−λg(min{x, y}, U, γ)− (1− λ)g(y, U, γ))].
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(ii). Suppose that rn and r̂n satisfy the conditions A1 and A2 and limn→∞ r̂n log n = γ ∈ (0, ∞),
respectively. For any x ∈ R, we have

lim
n→∞

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

= E[exp(−(1− λ)g(x, U, γ))].

Remark 3. Note that, for Gaussian random sequences with correlation functions satisfying the
conditions A1 and A2, their maxima have a non-degenerate limit under the normalizing level
(rn)1/2x + (1− rn)1/2bn and have a degenerate limit 1 under the normalizing level a−1

n x + bn; for
Gaussian random sequences with correlation functions satisfying the condition limn→∞ rn log n =
γ ∈ (0, ∞), their maxima have a non-degenerate limit under the normalizing level a−1

n x + bn and
have a degenerate limit 0 under the normalizing level (rn)1/2x + (1− rn)1/2bn. Thus, in order to
obtain the non-degenerate limit, we choose the normalizing level a−1

n x + bn in Theorem 3.

3. Proofs

Let α = {αn, n ≥ 1} be a sequence of 0 and 1 (α ∈ {0, 1}N). For the arbitrary random
or nonrandom sequence β = {βn, n ≥ 1} of 0 and 1 and subset I ⊂ N, put

M(X(β), I) = max{Xi(β), i ∈ I}, M(X, I) = max{Xi, i ∈ I}.

For any I ⊂ N, put I1(β) = {i : i ∈ I, βi = 1} and I0(β) = {i : i ∈ I, βi = 0}. Set
Nn = {1, 2, . . . , n}. For simplicity, in the following part, denote un(x) = a−1

n x + bn and
ρ
(s)
n = γs

log n , s = 1, 2.

Lemma 1. Let {X∗n, n ≥ 1} be a standard Gaussian sequence with mutually independent ele-
ments, which is independent of {εn, n ≥ 1}. Let {X̂n

∗
, n ≥ 1} be the independent copy. Define

X∗n(ε) = εnX∗n + (1− εn)X̂n
∗
. Under the conditions of Theorem 1, we have n→ ∞,∣∣∣∣P(Mn(X(α)) ≤ un(x), Mn(X) ≤ un(y))

−
∫ +∞

−∞
P(M(X̂∗,N0

n(α)) ≤ vn(x, z, γ2))dΦ(z)

×
∫ +∞

−∞
P(M(X∗,N1

n(α)) ≤ vn(x, z, γ1), Mn(X∗) ≤ vn(y, z, γ1))dΦ(z)
∣∣∣∣→ 0,

where vn(x, z, γs) = (1− ρ
(s)
n )−1/2(un(x)− (ρ

(s)
n )1/2z), s = 1, 2.

Proof. Note that N1
n(α) = {i : i ∈ Nn, αi = 1} and N0

n(α) = {i : i ∈ Nn, αi = 0}. Let
ηn = (1− ρ

(1)
n )1/2X∗n + (ρ

(1)
n )1/2U, η̂n = (1− ρ

(2)
n )1/2X̂n

∗
+ (ρ

(2)
n )1/2V, where U, V are

independent standard Gaussian random variables and are independent of {X∗n, n ≥ 1} and
{X̂n

∗
, n ≥ 1}. Let ηn(ε) = εnηn + (1− εn)η̂n. It is easy to see that both ηn, η̂n and ηn(α) are

standard Gaussian sequences. Using the normal comparison lemma (see, e.g., [3]),
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∣∣∣∣P(Mn(X(α)) ≤ un(x), Mn(X) ≤ un(y))− P(Mn(η(α)) ≤ un(x), Mn(η) ≤ un(y))
∣∣∣∣

=

∣∣∣∣P(M(X̂,N0
n(α)) ≤ un(x), M(X,N1

n(α)) ≤ un(x), Mn(X) ≤ un(y))

−P(M(η̂,N0
n(α)) ≤ un(x), M(η,N1

n(α)) ≤ un(x), Mn(η) ≤ un(y))
∣∣∣∣

≤
∣∣∣∣P(M(X̂,N0

n(α)) ≤ un(x))− P(M(η̂,N0
n(α)) ≤ un(x))

∣∣∣∣
+

∣∣∣∣P(M(X,N1
n(α)) ≤ un(x), Mn(X) ≤ un(y))− P(M(η,N1

n(α)) ≤ un(x), Mn(η) ≤ un(y))
∣∣∣∣

≤ Cn
n

∑
k=1
|r̂k − ρ

(2)
n | exp

(
− u2

n(x)

1 + w(2)
k

)
+ Cn

n

∑
k=1
|rk − ρ

(1)
n | exp

(
−u2

n(min{x, y})
1 + w(1)

k

)
,

where w(1)
k = max{|rk|, ρ

(1)
n }, w(2)

k = max{|r̂k|, ρ
(2)
n } and C is a constant. Using Lemma 6.4.1

of [3], we know that the above sums tend to 0, as n→ ∞. With the definition of η(α), we
have

P(Mn(η(α)) ≤ un(x), Mn(η) ≤ un(y))

= P(M(η̂,N0
n(α)) ≤ un(x), M(η,N1

n(α)) ≤ un(x), Mn(η) ≤ un(y))

= P(M(η̂,N0
n(α)) ≤ un(x))P(M(η,N1

n(α)) ≤ un(x), Mn(η) ≤ un(y))

=
∫ +∞

−∞
P((1− ρ

(2)
n )1/2M(X̂∗,N0

n(α)) + (ρ
(2)
n )1/2V ≤ un(x)|V = z)dΦ(z)

×
∫ +∞

−∞
P((1− ρ

(1)
n )1/2M(X∗,N1

n(α)) + (ρ
(1)
n )1/2U ≤ un(x),

(1− ρ
(1)
n )1/2Mn(X∗) + (ρ

(1)
n )1/2U ≤ un(y)|U = z)dΦ(z)

=
∫ +∞

−∞
P(M(X̂∗,N0

n(α)) ≤ vn(x, z, γ2))dΦ(z)

×
∫ +∞

−∞
P(M(X∗,N1

n(α)) ≤ vn(x, z, γ1), Mn(X∗) ≤ vn(y, z, γ1))dΦ(z).

The proof of Lemma 1 is complete.

For some fixed k, define Ks = {j ∈ N : (s − 1)t + 1 ≤ j ≤ st}, 1 ≤ s ≤ k, where
t = b n

k c, and bxc denotes the integral part of x.

Lemma 2. Under the conditions of Theorem 1, for any x, y ∈ R,

∣∣∣∣P(M(X̂∗,N0
n(α)) ≤ vn(x, z1, γ2))P(M(X∗,N1

n(α)) ≤ vn(x, z2, γ1), M(X∗,Nn) ≤ vn(y, z2, γ1))

−
k

∏
s=1

P(M(X̂∗, K0
s (α)) ≤ vn(x, z1, γ2))P(M(X∗, K1

s (α)) ≤ vn(x, z2, γ1), M(X∗, Ks) ≤ vn(y, z2, γ1))

∣∣∣∣
≤ 2tΦ(vn(x, z1, γ2)) + 4tΦ(vn(min{x, y}, z2, γ1)),

where Φ(x) = 1−Φ(x).

Proof. This proof is the same as that of Lemma 3.2 of [21], so we omit the details.
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Lemma 3. Under the conditions of Theorem 1, for any 0 ≤ r ≤ 2k − 1,

1− r
2k tΦ(vn(min{x, y}, z, γ1))− (1− r

2k )tΦ(vn(y, z, γ1))

+

(
∑j∈Ks αj

t
− r

2k

)
t(Φ(vn(y, z, γ1))−Φ(vn(min{x, y}, z, γ1)))

≤ P(M(X∗, K1
s (α)) ≤ vn(x, z, γ1), M(X∗, Ks) ≤ vn(y, z, γ1))

≤ 1− r
2k tΦ(vn(min{x, y}, z, γ1))− (1− r

2k )tΦ(vn(y, z, γ1))

+

(
∑j∈Ks αj

t
− r

2k

)
t(Φ(vn(y, z, γ1))−Φ(vn(min{x, y}, z, γ1)))

+3t2Φ2
(vn(min{x, y}, z, γ1))

and

1− (1− r
2k )tΦ(vn(x, z, γ2)) +

(
∑j∈Ks αj

t
− r

2k

)
tΦ(vn(x, z, γ2))

≤ P(M(X̂∗, K0
s (α)) ≤ vn(x, z, γ2))

≤ 1− (1− r
2k )tΦ(vn(x, z, γ2)) +

(
∑j∈Ks αj

t
− r

2k

)
tΦ(vn(x, z, γ2)) + t2Φ2

(vn(x, z, γ2)).

Proof. Recall that K1
s (α) = {i : i ∈ Ks, αi = 1} and K0

s (α) = {i : i ∈ Ks, αi = 0}. Noting
that {X∗n, n ≥ 1} is a Gaussian random sequence with mutually independent elements,
we have

P(M(X∗, K1
s (α)) ≤ vn(x, z, γ1), M(X∗, Ks) ≤ vn(y, z, γ1))

= P(M(X∗, K1
s (α)) ≤ vn(min{x, y}, z, γ1), M(X∗, K0

s (α)) ≤ vn(y, z, γ1))

≤ 1− P(M(X∗, K1
s (α)) > vn(min{x, y}, z, γ1))− P(M(X∗, K0

s (α)) > vn(y, z, γ1))

+P(M(X∗, K1
s (α)) > vn(min{x, y}, z, γ1), M(X∗, K0

s (α)) > vn(y, z, γ1))

≤ 1− ](K1
s (α))Φ(vn(min{x, y}, z, γ1))− ](K0

s (α))Φ(vn(y, z, γ1))

+3t2Φ2
(vn(min{x, y}, z, γ1))

= 1− r
2k tΦ(vn(min{x, y}, z, γ1))− (1− r

2k )tΦ(vn(y, z, γ1))

+

(
∑j∈Ks αj

t
− r

2k

)
t(Φ(vn(y, z, γ1))−Φ(vn(min{x, y}, z, γ1)))

+3t2Φ2
(vn(min{x, y}, z, γ1)),

where ](A) denotes the cardinality of the set A. Similarly,

P(M(X∗, K1
s (α)) ≤ vn(x, z2, γ1), M(X∗, Ks) ≤ vn(y, z2, γ1))

≥ 1− r
2k tΦ(vn(min{x, y}, z, γ1))− (1− r

2k )tΦ(vn(y, z, γ1))

+

(
∑j∈Ks αj

t
− r

2k

)
t(Φ(vn(y, z, γ1))−Φ(vn(min{x, y}, z, γ1))),

which completes the proof of the first result. The proof of the second result is similar, so we
omit it.

Now, for the random variable λ ∈ (0, 1] a.s., define

Br,l =

w : λ(w) ∈


[
0, 1

2l

]
, r = 0(

r
2l , r+1

2l

]
, 0 < r < 2l − 1


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and
B̃α,n = {w : ε j(w) = αj, 1 ≤ j ≤ n}.

Put
Br,l,α,n = Br,l ∩ B̃α,n.

Proof of Theorem 1. Note that

P(Mn(X(ε)) ≤ un(x), Mn(X) ≤ un(y))

=
2k−1

∑
r=0

∑
α∈{0,1}n

E
(

P(Mn(X(α)) ≤ un(x), Mn(X) ≤ un(y))I[Br,k,α,n ]

)
.

We will split the proof into six steps. The first step, using Lemma 1, we have n→ ∞

Σ(1)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E
(∣∣∣∣P(Mn(X(α)) ≤ un(x), Mn(X) ≤ un(y))

−E
(

P(M(X̂∗,N0
n(α)) ≤ vn(x, U, γ2))|U

)
×E
(

P(M(X∗,N1
n(α)) ≤ vn(x, U, γ1), M(X∗,Nn) ≤ vn(y, U, γ1))|U

)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

In the second step, we will prove n→ ∞ and k→ ∞

Σ(2)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E
(∣∣∣∣E(P(M(X̂∗,N0

n(α)) ≤ vn(x, U, γ2))|U
)

×E
(

P(M(X∗,N1
n(α)) ≤ vn(x, U, γ1), M(X∗,Nn) ≤ vn(y, U, γ1))|U

)
−E
( k

∏
s=1

P(M(X̂∗, K0
s (α)) ≤ vn(x, U, γ2))|U

)

×E
( k

∏
s=1

P(M(X∗, K1
s (α)) ≤ vn(x, U, γ1), M(X∗, Ks) ≤ vn(y, U, γ1))|U

)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

Using Lemma 2, we have

Σ(2)
n ≤ 2tEΦ(vn(x, U, γ2)) + 4tEΦ(vn(min{x, y}, U, γ1))

≤ 2
k

nEΦ(vn(x, U, γ2)) +
4
k

nEΦ(vn(min{x, y}, U, γ1)).

It follows from the proof of Theorem 6.5.1 of [3] that

vn(x, z, γ) = un(x + γ−
√

2γz) + o(a−1
n ).

Then, as n→ ∞

E(nΦ(vn(x, U, γ))) = Eg(x, U, γ)(1 + o(1)). (10)

Thus, as n→ ∞ and k→ ∞, Σ(2)
n tends to 0.

In the third step, we prove that n→ ∞ and k→ ∞
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Σ(3)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E

(∣∣∣∣E( k

∏
s=1

P(M(X̂∗, K0
s (α)) ≤ vn(x, U, γ2))|U

)

×E
( k

∏
s=1

P(M(X∗, K1
s (α)) ≤ vn(x, U, γ1), M(X∗, Ks) ≤ vn(y, U, γ1))|U

)

−E
((

1−
(1− r

2k )nΦ(vn(x, U, γ2))

k

)k

|U
)

×E
((

1−
r

2k Φ(vn(min{x, y}, U, γ1)) + (1− r
2k )nΦ(vn(y, U, γ1))

k

)k

|U
)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

By the following basic inequality∣∣∣∣∣ k

∏
s=1

as −
k

∏
s=1

bs

∣∣∣∣∣ ≤ k

∑
s=1
|as − bs|, as, bs ∈ (0, 1], (11)

we obtain
Σ(3)

n ≤ Σ(31)
n + Σ(32)

n ,

where, using Lemma 3, we have

Σ(31)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E

(
E

(
k

∑
s=1

∣∣∣∣P(M(X̂∗, K0
s (α)) ≤ vn(x, U, γ2))

−
(

1−
(1− r

2k )Φ(vn(x, U, γ2))

k

)∣∣∣∣|U
)

I[Br,k,α,n)

)

≤
2k−1

∑
r=0

E

(
E

(
k

∑
s=1

∣∣∣∣(∑j∈Ks ε j

t
− r

2k

)
tΦ(vn(x, U, γ2)) + t2Φ2

(vn(x, U, γ2))

∣∣∣∣|U
)

I[Br,k ]

)
.

and

Σ(32)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E

(
E

(
k

∑
s=1

∣∣∣∣P(M(X∗, K1
s (α)) ≤ vn(x, U, γ1), M(X∗, Ks) ≤ vn(y, U, γ1))

−
(

1−
r

2k Φ(vn(min{x, y}, U, γ1)) + (1− r
2k )Φ(vn(y, U, γ1))

k

)∣∣∣∣|U
)

I[Br,k,α,n ]

)

≤
2k−1

∑
r=0

E

(
E

(
k

∑
s=1

∣∣∣∣(∑j∈Ks ε j

t
− r

2k

)
t(Φ(vn(y, U, γ1))−Φ(vn(min{x, y}, U, γ1)))

+ 3t2Φ2
(vn(min{x, y}, U, γ1))

∣∣∣∣|U)I[Br,k ]

)
.

Taking into account (2), we have t→ ∞,

Sst

st
p−→ λ,

S(s−1)t

(s− 1)t
p−→ λ;

furthermore, using dominated convergence theorem, we have as t→ ∞

E
∣∣∣∣Sst

st
− λ

∣∣∣∣→ 0, E
∣∣∣∣ S(s−1)t

(s− 1)t
− λ

∣∣∣∣→ 0.
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Hence , we obtain t→ ∞

2k−1

∑
r=0

E
∣∣∣∣∑j∈Ks ε j

t
− r

2k

∣∣∣∣I[Br,k ]
≤ E

∣∣∣∣∑j∈Ks ε j

t
− λ

∣∣∣∣+ 2k−1

∑
r=0

E
∣∣∣∣λ− r

2k

∣∣∣∣I[Br,k ]

≤ E
∣∣∣∣Sst − S(s−1)t

t
− λ

∣∣∣∣+ 1
2k

= E
∣∣∣∣s(Sst

st
− λ

)
+ (s− 1)

( S(s−1)t

(s− 1)t
− λ

)∣∣∣∣+ 1
2k

≤ sE
∣∣∣∣Sst

st
− λ

∣∣∣∣+ (s− 1)E
∣∣∣∣ S(s−1)t

(s− 1)t
− λ

∣∣∣∣+ 1
2k

= o(1) +
1
2k . (12)

Combining (10) with (12) and letting t→ ∞, we have

lim
n→∞

Σ(3)
n ≤ Eg(x, U, γ2)

2k +
(Eg(x, U, γ2))

2

k

+
E(g(y, U, γ1)− g(min{x, y}, U, γ1))

2k +
3(Eg(min{x, y}, U, γ1))

2

k
.

Thus, letting k→ ∞, Σ(3)
n tends to 0.

In the fourth step, we prove n→ ∞ and k→ ∞

Σ(4)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E

∣∣∣∣E
(1−

(1− r
2k )nΦ(vn(x, U, γ2))

k

)k

|U


×E

(1−
r

2k Φ(vn(min{x, y}, U, γ1)) + (1− r
2k )nΦ(vn(y, U, γ1))

k

)k

|U


−E

((
1− (1− λ)nΦ(vn(x, U, γ2))

k

)k

|U
)

×E

((
1− λnΦ(vn(min{x, y}, U, γ1)) + (1− λ)nΦ(vn(y, U, γ1))

k

)k

|U
)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

Using (11) and (12) again, we obtain

Σ(4)
n ≤ Eg(x, U, γ2)

2k +
E(g(y, U, γ1)− g(min{x, y}, U, γ1))

2k .

Thus, letting k→ ∞, we have Σ(4)
n tends to 0.
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In the fifth step, using (10) again, it is easy to show that n→ ∞ and k→ ∞

Σ(5)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E

(∣∣∣∣E
((

1− (1− λ)nΦ(vn(x, U, γ2))

k

)k

|U
)

×E

((
1− λnΦ(vn(min{x, y}, U, γ1)) + (1− λ)nΦ(vn(y, U, γ1))

k

)k

|U
)

−E

((
1− (1− λ)g(x, U, γ2)

k

)k
|U
)

×E

((
1− λg(min{x, y}, U, γ1) + (1− λ)g(y, U, γ1)

k

)k
|U
)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

In the last step, letting k→ ∞, we have

Σ(6)
n :=

2k−1

∑
r=0

∑
α∈{0,1}n

E
(∣∣∣∣E

((
1− (1− λ)g(x, U, γ2)

k

)k
|U
)

×E
((

1− λg(min{x, y}, U, γ1) + (1− λ)g(y, U, γ1)

k

)k
|U
)

−E
(

exp(−(1− λ)g(x, U, γ2))|U
)

×E
(

exp(−λg(min{x, y}, U, γ1) + (1− λ)g(y, U, γ1))|U
)∣∣∣∣I[Br,k,α,n ]

)
→ 0.

The proof of Theorem is complete.

Proof of Theorem 2. First, note that

P(Mn(X(ε)) ≤ (rn)
1/2x + (1− rn)

1/2bn, Mn(X) ≤ (rn)
1/2y + (1− rn)

1/2bn)

= ∑
α∈{0,1}n

P(n, α)P(B̃α,n), (13)

where

P(n, α) := P(Mn(X(α)) ≤ (rn)
1/2x + (1− rn)

1/2bn, Mn(X) ≤ (rn)
1/2y + (1− rn)

1/2bn)

= P(M(X̂,N0
n(α)) ≤ (rn)

1/2x + (1− rn)
1/2bn)

×P(M(X,N1
n(α)) ≤ (rn)

1/2x + (1− rn)
1/2bn, Mn(X) ≤ (rn)

1/2y + (1− rn)
1/2bn). (14)

It follows from (3.5) of [15] that

lim
n→∞

P(M(X,N1
n(α)) ≤ (rn)

1/2x + (1− rn)
1/2bn) = Φ(x). (15)

Since {Xn, n ≥ 1} and {X̂n, n ≥ 1} have the same distribution function, using a similar
proof, we have

lim
n→∞

P(M(X̂,N0
n(α)) ≤ (rn)

1/2x + (1− rn)
1/2bn) = Φ(x). (16)

Hence, combining (8) and (16), we have

lim
n→∞

P(n, α) = Φ(x)Φ(min{x, y}).

Now, we can finish the proof of Theorem 2 by plugging the last equality into (13) and
dominated convergence theorem.
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Proof of Theorem 3. We only give the proof of case (i), since the proof of case (ii) is similar.
First, note that

P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

=
2k−1

∑
r=0

∑
α∈{0,1}n

P̃(n, α)P(Br,k,α,n), (17)

where

P̃(n, α) := P(Mn(X(α)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

= P(M(X̂,N0
n(α)) ≤ a−1

n x + bn)P(M(X,N1
n(α)) ≤ a−1

n x + bn, Mn(X) ≤ a−1
n y + bn). (18)

Obviously,

P(M(X̂,N0
n(α)) ≤ a−1

n x + bn)

= P
(

r̂−1/2
n (M(X̂,N0

n(α))− (1− r̂n)
1/2bn) ≤ r̂−1/2

n (a−1
n x + bn − (1− r̂n)

1/2bn)
)

.

Since the correlation function r̂n of {X̂n, n ≥ 1} satisfies the conditions A1 and A2, we
have n→ ∞

r̂−1/2
n (a−1

n x + bn − (1− r̂n)
1/2bn) = r̂−1/2

n (a−1
n x +

1
2

r̂nbn + o(r̂nbn))

=
1
2
(2r̂n log n)1/2 + o((2r̂n log n)1/2)

→ ∞.

Furthermore, using (16), as n→ ∞

P(M(X̂,N0
n(α)) ≤ a−1

n x + bn)→ 1.

Hence, for any ε > 0 and sufficiently large n

1− ε ≤ P(M(X̂,N0
n(α)) ≤ a−1

n x + bn) ≤ 1 + ε. (19)

Thus, for a sufficiently large n

2k−1

∑
r=0

∑
α∈{0,1}n

(1− ε)P(M(X,N1
n(α)) ≤ a−1

n x + bn, Mn(X) ≤ a−1
n y + bn)

≤ P(Mn(X(ε)) ≤ a−1
n x + bn, Mn(X) ≤ a−1

n y + bn)

≤
2k−1

∑
r=0

∑
α∈{0,1}n

(1 + ε)P(M(X,N1
n(α)) ≤ a−1

n x + bn, Mn(X) ≤ a−1
n y + bn). (20)

Now, using the dominated convergence theorem, in order to finishing the proof, we
only need to show n→ ∞ and k→ ∞

2k−1

∑
r=0

∑
α∈{0,1}n

P(M(X,N1
n(α)) ≤ a−1

n x + bn, Mn(X) ≤ a−1
n y + bn)

→ E
(∫ +∞

−∞
exp(−λg(min{x, y}, z, γ)− (1− λ)g(y, z, γ))dΦ(z)

)
. (21)

Noting that the correlation function rn of {Xn, n ≥ 1} satisfies limn→∞ rn log n = γ ∈
(0, ∞), repeating the proof of Theorem 1, we can prove that (21) holds.
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4. Conclusions

The joint asymptotic distribution of the maximum of stationary Gaussian sequence
and the maximum of the sequence subject to random replacing is highly dependent on the
dependent structure of the original sequence and the replacing sequence.
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