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Abstract: This paper presents an unconditionally stable integration method, which introduces a
linearly implicit algorithm featuring an explicit displacement expression. The technique that is being
considered integrates one Newton iteration into the mean acceleration method. The stability of the
proposed algorithm in solving equations of motion containing nonlinear restoring force and nonlinear
damping force is analyzed using the root locus method. The objective of this investigation was to
assess the accuracy and consistency of the proposed approach in contrast to the Chang method and
the CR method. This is achieved by analyzing the dynamic response of three distinct structures: a
three-layer shear structure model outfitted with viscous dampers, a three-layer shear structure model
featuring metal dampers, and an eight-story planar frame structure. Empirical evidence indicates
that the algorithm in question exhibits a notable degree of precision and robustness when applied to
nonlinear dynamic problem-solving.

Keywords: structural nonlinear dynamic problems; linearly implicit algorithm; Newton iteration
method; Newmark-β method; nonlinear dynamic problem-solving
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1. Introduction

With the continuous development of viscous damping materials, viscoelastic materials,
and metallic materials, more and more new types of dampers with greater energy dissipa-
tion capacity and deformation capacity have emerged [1–3]. The complexity of structural
nonlinearities is heightened by the incorporation of diverse types of dampers [4,5]. The
research significance of numerical integration methods has been reaffirmed in order to
address the task of solving discrete motion equations. Time integration algorithms, often
known as TIAs, are very popular in the field of structural dynamics owing to the simplicity
with which they can be programmed [6,7].

TIAs have been developed for decades and have a considerable number of research
results. The present study discusses various methods that are commonly used in the
field. These methods include the Newmark family of integration algorithms [8], Wilson-θ
method [9], Park method [10], HHT-αmethod [11], WBZ-αmethod [12], CH-αmethod [13,14],
composite implicit time integration method [15], OS method [16], the IHOA family of meth-
ods [17], the MIHOA family of algorithms [18], B-sample method [19], implicit integration
method for dislocation dynamics [20], and three-parameter GS4-2 algorithm [21,22]. The
categorization of TIAs is commonly recognized as comprising two distinct types, namely
explicit and implicit, as evidenced by various scholarly sources [23,24]. Explicit algorithms
are defined as assuming that the solution to the problem is already known, and the calcula-
tion of new response values within each step only requires the use of the quantities already
obtained in the previous steps. Thus, the algorithms can be performed directly step by step,
making the calculation process straightforward and simple, and less time-consuming [15].
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The algorithm that is explicitly used is typically subject to conditional stability, as noted by
various authors [25–27]. Specifically, the numerical solution is stable only if the proportion
between the integration step and the intrinsic period of the structure, ∆t/Tn, is below a
certain threshold [28]. In contrast to explicit algorithms, in implicit algorithms, the expres-
sion that gives the new value for the current step contains one or more values related to the
current step, so the predicted value of the desired quantity must be assumed and then the
predicted value is improved by continuous iterations [18,29].

As per the preceding literature, explicit and implicit integration algorithms both have
their benefits and drawbacks, so methods that can combine the computational efficiency of
explicit integration algorithms and the higher numerical stability of implicit integration
algorithms need to be developed. Linearly implicit integration techniques have been
devised to integrate a pre-determined number of iterations into the implicit algorithm’s
expression. This results in an explicit format for the algorithm’s expression [30–32]. The
novel approach enhances computational efficiency without compromising the original
implicit methods’ stability.

Recently, linearly implicit TIAs have been proposed by many researchers. The Chang
method with second-order accuracy based on the average acceleration method by introduc-
ing two control parameters was derived by Taiwanese scholar S. Y. Chang in 2002 [32,33].
The algorithm in question is deemed unconditionally stable when applied to linear prob-
lems. It has been observed that a notable computational discrepancy arises when endeavor-
ing to solve motion equations that integrate nonlinear restoring forces for structures that
undergo substantial alterations in their condition, whereby stiffness is significantly modi-
fied [34,35]. Chen and Ricles introduced a linear implicit numerical integration algorithm,
known as the CR method, which achieves second-order accuracy through the application
of discrete control theory [36]. This approach is distinct from the Chang method. When
calculating the equations of motion for structures with significant variations in stiffness
over time, the CR technique also suffers from significant computational mistakes due to
the presence of nonlinear restoring force [34,37–39]. The Rosenbrock technique is a linear
implicit integration method that may be generated by embedding a single Newton iteration
in an implicit Runge–Kutta algorithm [40]. This approach keeps both the original as well as
the result of the embedded iteration. The Rosenbrock technique is a first-order numerical
method that requires the reduction of equation order when applied to structural dynamic
issues. It will increase the amount of work that needs to be done on the computer.

The aim of the present work is to introduce a novel methodology for addressing
nonlinear structural problems by integrating the Newton iteration technique employed in
the Rosenbrock method into the mean acceleration method. This results in the development
of a linearly implicit method. The algorithm under consideration is subjected to analysis
through the utilization of the root trajectory technique. Subsequently, the precision of the
aforementioned method is scrutinized through the implementation of three numerical
simulations. The simulations conducted in this study involve three distinct structural
models, namely a three-layer shear structure model equipped with viscous dampers, a
three-layer shear structure model featuring metal dampers, and an eight-layer planar frame
structure. A comparative analysis was conducted to evaluate the precision of the suggested
algorithm in relation to the Chang and CR techniques. The findings indicate that the
algorithm put forth demonstrates significant precision and enhanced consistency when
applied to nonlinear dynamic issues.

2. Introduction of Several Integration Algorithms
2.1. Newmark-β Method

The Newmark-β algorithm has been extensively employed for solving second-order
motion equations [6,41]. The motion equation for a multi-degree-of-freedom (MDoF)
mechanism with nonlinear restoring and damping forces can be formulated as follows:

Ma + h(v) + f(d) = g(t), (1)
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where M represents the mass matrix, h(v) indicates the nonlinear force vector associated
with velocity v, f(d) is the nonlinear force associated with displacement d, and g(t) denotes
the external force vector.

The Newmark-β method initially postulates the fluctuation of acceleration within
a timeframe of arbitrary duration. Subsequently, the initial state quantity of motion at
the onset of the time step is utilized as the initial value. The expressions for velocity and
displacement at the conclusion of the time step are then obtained in the following forms:

vn+1 = vn + ∆t((1− γ)αn + γan+1), 0 ≤ γ ≤ 1, (2)

dn+1 = dn + ∆tvn +
1
2

∆t2((1− 2β)an + 2βan+1), 0 ≤ β ≤ 1
2

, (3)

when γ = 1/2 and β = 1/4, the consistent acceleration approach (second-order precision,
unconditional stability, and implicit format) is maintained.

2.2. Chang Method

The author, S. Y. Chang, put forward a TIA that is implicitly formulated and pos-
sesses unconditional stability. This algorithm is an extension of the mean acceleration
method [32]. The Chang method incorporates two parameters, denoted as β1 and β2,
into the displacement expression, respectively, which can be mathematically expressed
as follows:

vn+1 = vn + α1an∆t, (4)

dn+1 = dn + vn∆t + α2an∆t2, (5)

in the formula,

β1 = [1 +
1
2

M−1C∆t +
1
4

M−1K0∆t2]
−1

[1 +
1
2

M−1C∆t], (6)

β2 =
1
2
[1 +

1
2

M−1C∆t +
1
4

M−1K0∆t2]
−1

, (7)

where K0 denotes the initial stiffness matrices of the structure being analyzed.

2.3. CR Method

Chen and Ricles introduced a method that is unconditionally stable and relies on
discrete control theory, as proposed in their work [36]. The CR method incorporates
two parameters, α1 and α2, into the expressions for velocity and displacement. These
expressions are formulated as follows:

vn+1 = vn + α1an∆t, (8)

vn+1 = vn + α1an∆t, (9)

in the formula,

α1 = α2 = 4M
(

4M + 2C∆t + K0∆t2
)−1

. (10)

2.4. Rosenbrock Integration Method and Implicit Algorithm with an Embedded Newton Iteration
of Velocity

A single Newton iteration is included in the implicit Runge–Kutta technique in Rosen-
brock’s approach, making it a standard linearly implicit numerical integration procedure.
This technique avoids iterative computations while maintaining the same level of con-
sistency as the classic Runge–Kutta method [40,42]. Writing the motion equation in a
lower-order Hamiltonian form is the first step in using the Rosenbrock approach:

.
y = F(y, t) =

{
v

M(−1)(g(t)− h(v)− f(d))

}
, (11)
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where y =

{
u
v

}
defines the state vector. The solution of Equation (11) is the mean of the

s-stage. The Rosenbrock method is given by

yn+1 = yn + ∑s
i=1 biki, (12)

ki = [1− γJ∆t]−1
(

F
(

tn + αi∆t, yn + ∑i−1
j=1 αijkj

)
+ J∑i−1

j=1 γijkj

)
∆t, (13)

where αi = ∑i−1
j=1 αij, γij and bi denote the algorithm parameters, and J presents the Jacobian

matrix, its definition being as follows:

J =
∂F
∂y

. (14)

The Rosenbrock method requires updating J at the outset of each step.
The present discussion aims to elucidate the approach of incorporating the Newton

iteration technique in a comprehensive manner. To this end, the first-order Rosenbrock
method has been employed as an exemplar.

k1 = [1− γJ∆t]−1F(yn, tn)∆t, yn+1 = yn + b1k1. (15)

The derivation of Equation (15) utilizing the Newton iteration principle is presented below.
To begin, the first-order Runge–Kutta algorithm has the following expression:

yn+1 = yn + (1− γ)F(yn, tn)∆t + γF(yn+1, tn+1)∆t. (16)

The above formula can be transformed:

yn + (1− γ)F(yn, tn)∆t + γF(yn+1, tn+1)∆t− yn+1 = 0. (17)

Assume the left side of Equation (17) to be p(x), and replace yn+1 with x in the formula:

p(x) = yn + [(1− γ)F(yn, tn) + γF(x, tn+1)]∆t− x = 0. (18)

Determine the derivative of to x:

p′(x) = γ∆tF′(x, tn+1)− 1. (19)

Suppose the initial value x(0) to be yn. Incorporating Equations (18) and (19) into a
single Newton iteration equation yields:

p′(x) = γ∆tF′(x, tn+1)− 1, (20)

where J = ∂F/∂x|x=yn
stands for the Jacobian matrix at time tn.

Typically, in the iterative process, it is assumed that the initial value of yn is yn+1.
The integration step utilized in the integration procedure necessitates a sufficiently brief
duration, such that the disparity between yn and yn+1 is minimal, and their gradients can
be estimated as being equivalent. Thus, it is typically the case that a single iteration is
sufficient to meet specific accuracy criteria.

Driven by the strategy of the Rosenbrock method, one Newton iteration is introduced
into the average acceleration method.

The incorporation of a Newton iteration into the average acceleration method was
motivated by the Rosenbrock method strategy, as reported by reference [43].

The formula for calculating the average acceleration technique in a multiple MDOF
system is:

dn+1 = dn + ∆tvn +
1
4

∆t2an +
1
4

∆t2an+1, (21)

vn+1 = vn +
1
2

∆tan +
1
2

∆tan+1. (22)
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Equations (21) and (22) can be used to depict the acceleration term an+1 and the dis-
placement term dn+1 expressed as a function of the velocity term vn+1 as the fundamental
state vector:

an+1 = 2
vn+1 − vn

∆t
− an, (23)

dn+1 = ∆t
vn+1 + vn

2
+ dn. (24)

Equations (23) and (24) are substituted into Equation (21),

M
(

2
vn+1 − vn

∆t
− an

)
+ h(vn+1) + f

(
∆t

vn+1 + vn

2
+ dn

)
= gn+1. (25)

The expressions of dn+1, vn+1, and an+1 can be obtained:

dn+1 = dn+1 +
∆t
2

∆vn, (26)

vn+1 = vn + ∆vn, (27)

an+1 = −an +
2

∆t
∆vn. (28)

Equations (26)–(28) are the explicit recursive format of the new algorithm. The deter-
mination of the velocity increment ∆vn is of utmost importance. Upon solving for it, the
values of dn+1, vn+1, and an+1 can be obtained [43].

3. Derivation of a Novel Linearly Implicit Algorithm

The incorporation of a Newton iteration into the mean acceleration technique is
informed by the Rosenbrock method’s approach, which provides a basis for the method’s
execution. It is possible to create a novel linearly implicit technique by implementing the
embedded Newton iteration and utilizing the displacement term as the iteration parameter.

When dealing with an MDoF system, if the restoring and damping forces exhibit
nonlinearity, the motion equations that govern the system at a given time tn+1 could be
mathematically represented as follows:

Man+1 + h(vn+1) + f(dn+1) = gn+1, (29)

where dn+1, vn+1, and an+1 stand for the displacement, velocity, and acceleration response
vectors at tn+1, respectively, and gn+1 stands for the external force vector at time tn+1.

Equations (21) and (22) can be expressed in terms of the variable dn+1 to denote the
velocity term vn+1 and the acceleration term an+1:

vn+1 = 2
dn+1 − dn

∆t
− vn, (30)

an+1 = 4
dn+1 − dn

∆t2 − 4
∆t

vn − an. (31)

Equations (30) and (31) are substituted into Equation (21), resulting in

M
(

4
dn+1 − dn

∆t2 − 4
∆t

vn − an

)
+ h(2

dn+1 − dn

∆t
− vn) + f(dn+1) = gn+1. (32)

The above formula can be transformed as follows:

M
(

4
dn+1 − dn

∆t2 − 4
∆t

vn − an

)
+ h(2

dn+1 − dn

∆t
− vn) + f(dn+1)− gn+1 = 0. (33)

Suppose the unknown displacement dn+1 is x, and the left side of Equation (33) could
be expressed as a function of x:

p(x) = M
(

4
x− dn

∆t2 − 4
∆t

vn − an

)
+ h(2

x− dn

∆t
− vn) + f(x)− gn+1. (34)
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To perform one Newton iteration, assume the beginning value of x as dn, and the
corresponding value of p(x) at x = dn can be computed as:

p(dn) = M
(
−an −

4
∆t

vn

)
+ h(−vn) + f(dn)− gn+1. (35)

In such a case, when x = dn, the first-order partial derivative of p(x) with respect to x
may be calculated as follows:

∂p(x)
∂x

∣∣∣∣
x=dn

=
4

∆t2 M +
2

∆t
∂h(v)

∂v

∣∣∣∣
v=−vn

x +
∂f(x)

∂x

∣∣∣∣
x=dn

. (36)

Using one Newton iteration, dn+1, the solution of p(x) = 0 is as follows:

dn+1 = dn −
(

∂p(x)
∂x

∣∣∣∣
x=dn

)−1

p(dn). (37)

By substituting Equations (35) and (36) into Equation (37), the increment of displace-
ment, represented by ∆dn, can be mathematically formulated as

∆dn = −
(

4
∆t2 M +

2
∆t

∂h(v)
∂v

∣∣∣∣
v=−vn

+
∂f(x)

∂x

∣∣∣∣
x=dn

)−1(
M
(
−an −

4
∆t

vn

)
+ h(−vn) + f(dn)− gn+1

)
. (38)

By inserting Equation (38) into Equations (21) and (22), one can derive the formulas
for vn+1 and an+1 as:

vn+1 = −vn +
2

∆t
∆dn, (39)

an+1 =
4

∆t2 ∆dn −
4

∆t
vn − an, (40)

dn+1 = ∆dn + dn. (41)

The explicit recursive format of the new algorithm is represented by Equations (39)–(41).
The resolution of the displacement increment ∆vn is of utmost importance. Upon resolving
∆dn, the subsequent values of dn+1, vn+1, and an+1 can be derived.

4. Stability Analysis of the Proposed Method

Previous research has shown that algorithm stability is crucial for tackling nonlinear
systems. There are two stability analysis methods for numerical integration algorithms. The
first method involves analyzing the value of the eigenvalue of the algorithm amplification
matrix [44]. The second method involves searching for a transfer function that corresponds
to the algorithm using discrete control theory and scrutinizing the poles derived from
that function [16]. Chen and Ricle conducted a stability analysis of an algorithm utilizing
discrete control theory [45]. The transfer function of the method was derived by applying
the z-transform, and the consistency of the discrete transfer function that was produced
consequently was evaluated by looking at the position of the poles on the z-plane. The
positioning of the poles is a crucial factor in determining the stability of a system. One
cannot consider a system to be stable until all of its poles are contained inside the unit
circle. On the other hand, the system is regarded as unstable if a pole is found to be situated
outside of the unit circle. According to reference [45], in this part, an investigation into
the stability of the innovative algorithm is carried out using the theory as a foundation.
The investigation focuses on systems that include nonlinear restoring forces and nonlinear
damping forces. This study is carried out by making use of the root locus approach, which
was previously reported in the body of scholarly work by Chen and Ricles.
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4.1. Stability Analysis for Solving Systems with Nonlinear Restoring Force

Assuming the presence of a single-degree-of-freedom (SDoF) system characterized
by a nonlinear restoring force and a linear damping force, it is possible to reformulate
Equation (38) as follows:(

4
∆t2 m +

2
∆t

c + k1

)
∆dn = gn+1 + man − f (dn) +

(
c +

4
∆t

m
)

vn, (42)

where

k1 =
∂ f (d)

∂d

∣∣∣∣
d=dn

. (43)

In accordance with Equation (42), the equation for the preceding time step is:(
4

∆t2 m +
2

∆t
c + k0

)
∆dn−1 = gn + man−1 +

(
c +

4
∆t

m
)

vn−1 − f (dn−1), (44)

where

k0 =
∂ f (d)

∂d

∣∣∣∣
d=dn−1

. (45)

The relationship of the previous step can be expressed using Equations (39) and (40):

vn = −vn−1 +
2

∆t
∆dn−1, (46)

an =
4

∆t2 ∆dn−1 −
4

∆t
vn−1 − an−1. (47)

Upon the substitution of Equations (39) and (40) into Equation (44), the following
outcome is obtained:

an =
4

∆t2 ∆dn−1 −
4

∆t
vn−1 − an−1. (48)

Comparing Equations (42) and (48) and considering Equation (36) yields(
4

∆t2 m +
2

∆t
c + k1

)
∆dn − k0∆dn−1 = ∆gn + 2man + 2cvn +

4m
∆t

vn − ( f (dn)− f (dn−1)). (49)

When ∆t is small, it is possible to approximate the increment of restoring force as [46]:

( f (dn)− f (dn−1)) = kt(dn − dn−1), (50)

where, dn − dn−1 can be computed by

dn − dn−1 = ∆dn−1. (51)

Substituting Equation (51) into Equation (50) yields

( f (dn)− f (dn−1)) = kt∆dn−1. (52)

Substituting Equation (52) into Equation (49) yields(
4

∆t2 m +
2

∆t
c + k1

)
∆dn − k0∆dn−1 = ∆gn + 2man + 2cvn +

4m
∆t

vn − kt∆dn−1. (53)

Using the z-transformation to modify Equations (39)–(41), together with the delay
theorem, we get the following result:

vn(z) =
2

∆t
1

(z + 1)
∆dn(z), (54)

an(z) =
4

∆t2
1

z + 1
∆dn(z)−

4
∆t

1
z + 1

vn(z), (55)

∆dn−1(z) =
1
z

∆dn(z). (56)
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The equation represented as (52) is subjected to transformation by z-transformation.
The resulting equation is then substituted with Equations (54)–(56) into the equation
represented as (53).(

4
∆t2 m + 2

∆t c + k1 − k0
z

)
∆dn(z)

= ∆gn(z) +
(

16m
∆t2

1
(z+1) −

16m
∆t2

1
(z+1)2 +

4
∆t

c
(z+1) − kt

1
z

)
∆dn(z)

. (57)

When Equation (57) is taken into consideration, the closed-loop block diagram of
the proposed method can be seen in Figure 1. This diagram is applicable to systems that
include a nonlinear restoring force.
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The transfer functions for both the forward and feedback systems depicted in the block
diagram in Figure 1 are presented as follows:

G′ =
(

4
∆t2 m +

2
∆t

c + k1 −
k0

z

)−1
, (58)

H = −
(

16m
∆t2

1
(z + 1)

− 16m
∆t2

1

(z + 1)2 +
4

∆t
c

(z + 1)
− kt

1
z

)
. (59)

The transfer function of the full closed-loop system is as follows:

Gcl =
G′

1 + G′H
=

(z + 1)2z
R(z)z3 + S(z)z2 + U(z)z + (kt − k0)

. (60)

where

R(z) =
4m
∆t2 +

c
2∆t

+ k1, S(z) = − 8m
∆t2 −

3c
∆t

+ 2k1 − k0 + kt, U(z) =
4m
∆t2 −

7
2∆t

c + k1 − 2k0 + 2kt.

It is possible to obtain the characteristic equation of the transfer function as follows:

R(z)z3 + S(z)z2 + U(z)z + (kt − k0) = 0, (61)

Equation (61) can be expressed in the root locus form:

1 + kt
(z + 1)2

R(z)z3 +
(
− 8m

∆t2 − 3c
∆t + 2k1 − k0

)
z2 +

(
4m
∆t2 − 7

2∆t c + k1 − 2k0

)
z− k0

= 0, (62)

The root locus is plotted in MATLAB using Equation (62). In this section, the arithmetic
example in reference [46], the SDoF system with structural parameters of m = 1 kg,
k0 = 5π2 N/m, k1 = 4π2 N/m, c = 0, and ∆t = 0.5 s is researched. The root locus with a
variable parameter of kt can be expressed as:

1 + kt
z2 + 2z + 1

(16 + 4π2)z3 − (32− 3π2)z2 + (16− 6π2)z− 5π2 = 0, (63)

Figure 2 displays the obtained root locus diagram.
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The unit circle is depicted by the black line, as illustrated in Figure 2. The stability
of this algorithm is observed in the unit circle. The algorithm exhibits instability beyond
the unit circle. Every point within the kt domain is situated within the boundaries of the
unit circle. Empirical evidence suggests that this approach exhibits unconditional stability
when applied to nonlinear structures.

4.2. Stability Analysis for Solving Systems with Nonlinear Restoring Force

Assuming an SDoF system with a linear restoring force and a nonlinear damping force,
it is possible to reformulate Equation (39) as follows:(

4
∆t2 m +

2
∆t

c1 + k
)

∆dn = gn+1 + m
4

∆t
vn + man − h(−vn)− kdn, (64)

where

c1 =
∂h(v)

∂v

∣∣∣∣
v=−vn

. (65)

The preceding integral step solution is given by Equation (65):(
4

∆t2 m +
2

∆t
c0 + k

)
∆dn−1 = gn + m

4
∆t

vn−1 + man−1 − h(−vn−1)− kdn−1, (66)

where

c0 =
∂h(v)

∂v

∣∣∣∣
v=vn−1

. (67)

Taking Equations (39) through (41) into consideration, the preceding integration step
has a corresponding relationship:

c0 =
∂h(v)

∂v

∣∣∣∣
v=vn−1

2
∆t

c0∆dn−1 + k∆dn−1 = gn − h(−vn−1)− kdn−1 −man. (68)

When Equations (64) and (68) are compared, together with Equation (36), the result
is that: (

4
∆t2 m + 2

∆t c1 + k
)

∆dn −
( 2

∆t c0 + k
)
∆dn−1

= ∆gn + 2man + 2ctvn − 2
∆t ct∆dn−1 − kdn + kdn−1 +

4mvn
∆t

, (69)

where

ct =
h(−vn)− h(−vn−1)

(−vn)− (−vn−1)
. (70)
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By applying the z-transform to Equation (69) and subsequently incorporating
Equations (54)–(56) into the transformed equation, we can obtain the desired result:(

4
∆t2 m + 2

∆t c1 + k− 2
∆tz c0 − k

z

)
∆dn(z)

= ∆gn(z) +
(

8m
∆t2(z+1) +

4ct
∆t(z+1) −

2
∆tz ct − k 1

z

)
∆dn(z)

. (71)

When Equation (71) is taken into consideration, the closed-loop block diagram of
the proposed method is as shown in Figure 2, and it applies to systems with nonlinear
restoring force.

The forward transfer functions and feedback transfer functions shown in the block
diagram in Figure 1 may each have an equation that can be represented as:

G′ =
(

4
∆t2 m +

2
∆t

c1 + k− 2
∆tz

c0 −
k
z

)−1
, (72)

H = −
(

8m
∆t2(z + 1)

+
4ct

∆t(z + 1)
− 2

∆tz
ct − k

1
z

)
. (73)

The transfer mechanism for the complete closed-loop system has been provided with:

Gcl = G′
1+G′H

= (z+1)z(
4m
∆t2

+
2c1
∆t +k

)
z2+

(
− 4m

∆t2
+

2c1
∆t +k− 2c0

∆t −
2ct
∆t

)
z+
(

2ct
∆t −

2c0
∆t

) . (74)

The derivation of the characteristic equation for the transfer function can be achieved
by means of a specific mathematical procedure:(

4m
∆t2 +

2c1

∆t
+ k
)

z2 +

(
− 4m

∆t2 +
2c1

∆t
+ k− 2c0

∆t
− 2ct

∆t

)
z +

(
2ct

∆t
− 2c0

∆t

)
= 0. (75)

The equation denoted as Equation (75) is presented in the format of the root locus.

1 + ct

2
∆t (1− z)(

4m
∆t2 +

2c1
∆t + k

)
z2 +

(
− 4m

∆t2 +
2c1
∆t + k− 2c0

∆t

)
z− 2c0

∆t

= 0. (76)

The root locus expression is derived through the substitution of the structural variables,
specifically the values of m = 1 kg, k = 4π2 N/m, c0 = 3.5 N · s/m, c1 = 2.5 N · s/m, and
∆t = 0.5 s. Figure 3 displays the root locus diagram.

1 + ct
4− 4z

(26 + 4π2)z2 + (4π2 − 20)z− 14
= 0. (77)
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The fact that all of the points of ct in Figure 3 are contained inside the unit circle
demonstrates that the suggested approach is unquestionably stable in nonlinear systems of
this kind.

4.3. Calculation Process of the Proposed Method

The integration process of the proposed method, as shown in Figure 4, is as follows:
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Step 1. Determine the starting vectors, which are denoted by dn, vn, and an. The
nonlinear damping model should have dn included where appropriate. Perform the
calculations necessary to determine the damping force and equivalent stiffness matrix.

Step 2. Figure out the displacement predictor vn+1. In the nonlinear restoring force
model, substitute vn+1 for the previous value. Determine the restoring force, and then
compute the comparable damping matrix.

Step 3. Create the nonlinear vectors h(vn+1) and f(dn+1), as well as the C1 and
K1 matrices that are comparable to them. Determine the increase in velocity by using
Equation (33).

Step 4. Using Equations (33) and (34), determine the values of the terminal vectors
dn+1, vn+1, and an+1.

Step 5. Proceed with the integration of the subsequent time step.

5. Analysis of the Applicability and Reliability of the Proposed Method

The preceding section elucidates a comprehensive process of deriving the technique
and establishes its stability in numerical computations through theoretical analysis. In this
part, we will evaluate the effectiveness of the suggested technique in terms of its computing
performance when applied to the solution of nonlinear issues.

5.1. Accuracy Analysis of the Proposed Method

The temporal resolution is a crucial parameter that impacts both the precision and ef-
fectiveness of the computational integration methodology [43]. For the purpose of accuracy
analysis, a Bouc–Wen model from a previously published work [47] has been chosen. The
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non-linear restoring force model mentioned above is subjected to sinusoidal excitation, and
the discrepancies in the outcomes obtained with varying step sizes are evaluated.

In this part, the shear structural model that is chosen is a three-layer model, and
Figure 5 displays the pattern of this model. The parameters of the model are as follows:
the mass of the 1st story is 2.3 × 104 kg, the mass of the 2nd story is 1.6 × 104 kg, and the
mass of the 3rd story is 1.4 × 104 kg; the stiffness of the 1st story is 1.5 × 107 N/m, the
stiffness of the 2nd and 3rd story is 2 × 107 N/m. Within the framework of the model,
a Rayleigh damping that has a structure-based damping ratio of 5% is considered. Soft
steel dampers may be found on each level of the building. The findings were derived
from the published work [48] and were obtained by value fitting of quasi-static test and
shaking table experiment information with governed displacement. The Bouc–Wen model
of variables was used to pick these values, which were as follows: k0 = 3.70 kN/mm,
n = 1, γ = −1000, and β = 652.7. The length of the sinusoidal wave is five seconds, the
maximum acceleration is 0.2 g, the period of the wave is two cycles per second, and both the
starting displacement and initial velocity are zero. Matlab is used to perform the analysis
on the simulations once they have been run. The first proposed technique for calculating
the average acceleration a time interval of ∆t = 0.00001 s is used as the benchmark solution.
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When calculating the top displacement of the model, we employed the approach
that was presented, as well as Chang’s method and the CR method. The findings are
summarized in Table 1, where it can be shown that there is a high level of concordance
between the findings for the time increments of 0.001 s, 0.0001 s, and 0.01 s. Table 1 displays,
at a time step of 0.05 s, the errors that result from using various numerical integration
techniques for different time steps.

Table 1. Errors under different time steps.

Time Steps New Algorithm CR Method Chang Method

∆t = 0.01 −7.43 × 10−8 −9.46 × 10−7 −9.51 × 10−7

∆t = 0.001 −7.50 × 10−10 −1.09 × 10−8 −1.10 × 10−8

∆t = 0.0001 −7.51 × 10−12 −1.28 × 10−10 −1.28 × 10−10

According to Table 1, it can be observed that the proposed method exhibits a compara-
tively lower calculation error in comparison to the Chang and CR methods. This suggests
that, under the given conditions, the proposed method is more precise. Furthermore, the
suggested approach exhibits second-order accuracy and remains consistent with the initial
mean acceleration computation technique.
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5.2. Numerical Simulation of a Nonlinear Restoring Force Structure

The validation model employed in this particular subsection is equivalent in quality to
the one utilized in the preceding subsection. The definition of four distinct scenarios is as
follows: the value of γ in Scenario I is−1000, the value of γ in Scenario II is−200, the value
of γ in Scenario III is 200, and the value of γ in Scenario IV is 1000; the value of β in each
scenario is 652.7. Each scenario is characterized by a unique value of k0 = 3.70 kN/mm,
n = 1, and varying values of γ and β. The El-Centro wave, which has a peak acceleration of
0.2 g, is employed as the external excitation.

The time step that is used in the calculation of the reference solution in the recom-
mended technique, the Chang method, and the CR method is set to ∆t = 0.001 s, while
the time step that is used in the calculation of the reference solution in the original mean
acceleration method is ∆t = 0.0001 s. The seismic response curves of the top displacement
are shown in Figure 6. These seismic response curves were calculated using the recom-
mended methodology, the Chang method, the CR method, and the corresponding reference
solution, in that order. Table 2 displays the relative errors that were found between the
reference solution and the maximum displacement phase.
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Figure 6. Time history curve of top displacement under different integration algorithms with four
scenarios: (a) time history curve of top displacement under Scenario I (β = 652.7, γ = −1000), (b) time
history curve of top displacement under Scenario II (β = 652.7, γ =−200), (c) time history curve of top
displacement under Scenario III (β = 652.7, γ = 200), and (d) time history curve of top displacement
under Scenario IV (β = 652.7, γ = 1000).

Table 2. The relative error of the displacement maximum relative to the reference solution.

γ New Algorithm CR Method Chang Method

−1000 0.20% destabilization destabilization
−200 0.20% 0.01% 0.05%
200 0.13% 0.09% 0.12%

1000 0.10% 0.08% 0.03%
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As shown in Figure 6, the results of the nonlinear example of calculation are given.
It is noted that the errors between the displacement curves of the proposed method and
the reference solution are relatively small. As can be shown in Figure 6a, in contrast to the
Chang and CR approaches, the suggested method’s core stays constant throughout the
length of the seismic wave. Table 2 shows that the suggested technique has high stability
and favorable accuracy in such non-linear systems, as demonstrated by the relative errors.

5.3. Numerical Simulation of a Nonlinear Restoring Force Structure

As shown in Figure 7, the current part makes use of a structural model consisting of
three layers with nonlinear viscous dampers placed on each level. The exact parameters
of the structural model are as follows: the mass of the 1st story is 8 × 105 kg, the mass
of the 2nd and 3rd stories is 10 × 105 kg; the stiffness of the 1st, 2nd, and 3rd story is
3 × 106 N/m. Both the features of the seismic wave and the damping of the structure have
been preserved in the same manner in which they were found before. In order to accurately
characterize the viscous damper present on each level, the Kelvin–Voigt model is used. The
corresponding calculation formula for this model is

F(t) = kdd + sign(v(t))c|v(t)|α. (78)

where the stiffness coefficient is given as kd = 0, the value of the damping coefficient is given
as c = 46, 000 N · s/m, and various degrees of nonlinearity are taken into consideration
(α = 0.1, α = 0.3, α = 0.5, and α = 0.7, correspondingly for the nonlinear degrees).
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The time step that is supposed to be used for the suggested method, Chang method,
and CR method is ∆t = 0.001 s, but the time step that is used for the reference solution
in the traditional average acceleration methodology is ∆t = 0.0001 s. The time step is the
same in all three methods: the recommended approach, the Chang method, and the CR
method. Figure 8 depicts the time history curves of the top story displacement, which
were estimated using the suggested technique, the Chang method, the CR method, and
the original average acceleration method. These methods were used to determine the
displacement. Table 3 illustrates the relative errors that are associated with the maximum
displacement phase and the reference solution.

Figure 8 indicates that the proposed method remains stable, and the displacement
curve is in good agreement with the reference solution.

When the relative errors shown in Figure 8a through Figure 8d and Table 3 are
compared, it is possible to see that the solutions produced via the proposed technique
have higher closeness to the solution used as a reference in comparison to the solutions
obtained using the Chang approach. The proposed technique and the CR method both
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have favorable accuracy. This can be seen when the two sets of data are compared to one
another. This trend is particularly pronounced in cases of heightened nonlinearity. When
applied to structures that have a large amount of damping nonlinearity, the approach that
has been provided demonstrates a satisfactory level of application and dependability. As a
result of this, the method can be recommended.
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Figure 8. Time history curve of top displacement under different integration algorithms with different
degrees of nonlinearity: (a) time history curve of top displacement under Scenario I (α = 0.1), (b) time
history curve of top displacement under Scenario II (α = 0.3), (c) time history curve of top displacement
under Scenario III (α = 0.5), and (d) time history curve of top displacement under Scenario IV (α = 0.7).

Table 3. The relative error of the displacement maximum relative to the reference solution.

A New Algorithm CR Method Chang Method

0.1 0.03% 0.01% 2.19%
0.3 0.06% 0.04% 2.22%
0.5 0.08% 0.07% 2.25%
0.7 0.07% 0.09% 2.27%

5.4. Numerical Simulation of an MDoF Frame Structure

In order to conduct a thorough evaluation of the efficacy of the suggested approach in
addressing seismic response in MDoF structures, a structural model with multiple degrees
of freedom was developed based on the framework presented in a prior publication [49].
The structure in question is a concrete frame building consisting of eight stories and three
spans. While Figure 9 is a depiction of the model’s schematic design. The specifics of the
beams and columns that make up the structure are as follows: the columns are 600 × 600,
the edge beams are 600 × 350, and the intermediate beams are 500 × 350. The structure
under discussion comprises a total of 96 degrees of freedom, with each node showing
two translational degrees of freedom in the x and y axes as well as one rotating degree of
freedom. This gives each node a total of 96 degrees of freedom. On each level, a damper
made of soft steel has been placed. In this investigation, the Bouc–Wen model is used in
order to illustrate the relationship that exists between the dampers’ displacement and the
force that they exert. The seismic wave that is being considered in this context is the same
as the one that was considered above.
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Figure 9. Structural model size and node number of a flat frame structure [43].

The simulation was conducted while considering four distinct scenarios that exhibit
varying degrees of hysteresis performance in terms of restoring force, as illustrated in
Section 5.1. The temporal resolution for the Chang method, CR method, and the proposed
method is ∆t = 0.001 s, while the corresponding solution is obtained using the original
normal acceleration method with a finer temporal resolution of ∆t = 0.0001 s. Figure 10
illustrates the suggested technique, together with the Chang method, the CR method, and
the reference solution’s respective findings on the x-directional displacement response
curves of node 32. The relative inaccuracy that pertains to the minimal displacement value
in comparison to the solution used as a reference is shown in Table 4.
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Figure 10. Displacement time history curves of a frame structure under three working conditions:
(a) time history curve of top displacement under Scenario I (β = 652.7, γ = −1000), (b) time history
curve of top displacement under Scenario II (β = 652.7, γ = −200), (c) time history curve of top
displacement under Scenario III (β = 652.7, γ = 200), and (d) time history curve of top displacement
under Scenario IV (β = 652.7, γ = 1000).
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Table 4. The relative error of the displacement maximum relative to the reference solution.

γ New Algorithm CR Method Chang Method

−1000 0.74% 2.52% 2.48%
−200 0.15% 0.92% 0.93%
200 0.07% 0.51% 0.52%

1000 3.22% destabilization destabilization

According to the relative errors shown in Figure 10 and Table 4, the reference solution
and the displacement curves correspond to one another quite well, and the differences are
contained within a somewhat narrow margin. In addition, the recommended approach
is secure in each and every one of the many scenarios, while the conventional Chang
method and the CR method both display volatile instability, as shown in Figure 10c. This
demonstrates that the novel approach is applicable to nonlinear MDoF frame structures in
a useful way.

6. Conclusions

This paper presents a novel approach that introduces a linearly implicit algorithm
featuring an explicit displacement expression, which draws inspiration from the Rosenbrock
method’s strategy. The technique that is being considered integrates one Newton iteration
into the mean acceleration method. The displacement term is used in lieu of the iteration
variable in order to carry out the built-in Newton iteration that is a part of the method.
In this paper, the root locus is used to perform an analysis of the stability of a technique
that has been suggested for the modeling of systems that include both nonlinear restoring
force and nonlinear damping force. The following is a concise summary of the findings
and conclusions:

(1) The proposed method utilizes a double explicit format and may be used for the
solution of nonlinear problems involving restoring force as well as nonlinear issues
involving damping force.

(2) The approach that has been suggested is unconditionally stable in nonlinear damping
force problems in addition to nonlinear restoring force problems.

(3) Compared with the Chang and CR approaches, the accuracy of the nonlinear restor-
ing force structure obtained by the suggested method is rather high, leading to its
advantages in application and dependability in nonlinear systems.

The unconditionally stable linear implicit integration algorithm proposed in this paper
can be effectively applied to the structural dynamic equations with nonlinearity, which is
beneficial to solving nonlinear dynamic problems in engineering practice.

In the future, along the lines of the tactics outlined in this paper, additional implicit
methods might be used to produce linearly implicit methods that are more accurate. This
would apply to nonlinear situations.
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