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Abstract: A neural network is a very useful tool in artificial intelligence (AI) that can also be referred
to as an ANN. An artificial neural network (ANN) is a deep learning model that has a broad range
of applications in real life. The combination and interrelationship of neurons and nodes with each
other facilitate the transmission of information. An ANN has a feed-forward neural network. The
neurons are arranged in layers, and each layer performs a particular calculation on the incoming data.
Up until the output layer, which generates the network’s ultimate output, is reached, each layer’s
output is transmitted as an input to the subsequent layer. A feed-forward neural network (FFNN) is
a method for finding the output of expert information. In this research, we expand upon the concept
of fuzzy neural network systems and introduce feed-forward double-hierarchy linguistic neural
network systems (FFDHLNNS) using Yager-Dombi aggregation operators. We also discuss the
desirable properties of Yager-Dombi aggregation operators. Moreover, we describe double-hierarchy
linguistic term sets (DHLTSs) and discuss the score function of DHLTSs and the distance between
any two double-hierarchy linguistic term elements (DHLTEs). Here, we discuss different approaches
to choosing a novel water purification technique on a commercial scale, as well as some variables
influencing these approaches. We apply a feed-forward double-hierarchy linguistic neural network
(FFDHLNN) to select the best method for water purification. Moreover, we use the extended version
of the Technique for Order Preference by Similarity to Ideal Solution (extended TOPSIS) method and
the grey relational analysis (GRA) method for the verification of our suggested approach. Remarkably,
both approaches yield almost the same results as those obtained using our proposed method. The
proposed models were compared with other existing models of decision support systems, and
the comparison demonstrated that the proposed models are feasible and valid decision support
systems. The proposed technique is more reliable and accurate for the selection of large-scale water
purification methods.

Keywords: double-hierarchy linguistic term set; Dombi t-norms; artificial neural network; decision-making

MSC: 94D05; 90C70

1. Introduction
1.1. A Brief Review of the Development of Neural Networks and Their Types

Classical statistical methods have been widely used in various industries for decades,
particularly in fields such as quality control, experimental design, and process optimization.
However, in recent years, neural networks (NNs) [1] have emerged as powerful tools for
solving complex problems in various fields, including finance, engineering [2], medicine [3],
and computer science [4]. NNs have gained popularity due to their ability to handle large
and complex data sets, learn patterns and relationships in the data, and make accurate pre-
dictions or classifications. In comparison to classical statistical methods [5], NNs have the
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advantage of being able to model nonlinear relationships and capture complex interactions
between variables. In the field of pattern recognition, NNs have been shown to outperform
classical statistical methods, particularly when dealing with complex and high-dimensional
data. In prediction and classification tasks, NNs have also been successful, achieving high
accuracy rates in fields such as image [6,7] and speech recognition [8], natural language
processing [9,10], and sentiment analysis [11,12]. Overall, while classical statistical methods
remain useful in many applications, NNs have become a popular and powerful tool for
solving complex problems in various fields. Regression [13] and NNs are often seen as
competing model-building methods, as they can both be used for modeling and predicting
outcomes based on input variables. However, while regression is a linear method that
requires the assumption of linearity between the input and output variables, NNs are
capable of modeling nonlinear relationships and do not require such assumptions. The
structure and operation of the brain served as the first inspiration for neural networks,
which are created to resemble the behavior of organic neurons. As a result, they share some
performance characteristics with human neural biology. Layers of linked nodes or neurons
that are arranged into input, hidden, and output layers are used in NNs to replicate the
behavior of the human brain. The input layer receives data and sends them to the hidden
layers for processing, while the output layer produces the final result. In order to increase
the model’s accuracy, the hidden layers are in charge of observing patterns and correlations
in the data and modifying the weights of the connections between neurons. One of the key
features of neural networks is their ability to learn from data and store that knowledge in
the form of learned parameters. This allows them to make predictions [14,15] and classifica-
tions [16,17] based on previously seen examples and to generalize that knowledge to new,
unseen examples. Neural networks are also capable of identifying patterns [18] in data,
even in the presence of noise [19] or other sources of variability. This makes them useful
for a variety of applications, including natural language processing, image and speech
recognition, and predictive modeling [20,21]. In addition, neural networks are capable of
taking past experiences into consideration and using that information to make inferences
and judgments about new situations. This is known as “contextual learning,” and it allows
neural networks to adapt to changing conditions and make more accurate predictions
over time. Overall, NNs are a powerful tool for processing and analyzing complex data,
and their performance characteristics make them well-suited to a wide range of tasks in
fields such as machine learning [22], artificial intelligence [23,24], and cognitive science [25].
There are different kinds of NNs, each with its own unique architecture and characteristics.
Among the most common types, we can find feed-forward neural networks [26], recurrent
neural networks (RNNs) [27], convolutional neural networks (CNNs) [28], auto-encoder
neural networks [29], generative adversarial networks [30], etc. In this paper, we discuss
feed-forward neural networks in detail.

1.2. A Brief Review of Feed-Forward Neural Networks and Their Uses

The connections between the nodes in feed-forward neural networks (FFNNs) do not
cycle, and data only move from the input layer to the output layer in one direction. This
makes FFNNSs a relatively simple type of neural network compared to others such as RNNs
and CNNs. Numerous applications have made use of FFNNs, such as natural language
processing [10,11], image [7,8] and speech recognition [9], and financial forecasting [31].
They have been among the most successful learning algorithms and have been the basis
for many other types of neural networks. However, FENNs are a method for determining
experts’ output, similar to techniques such as the Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) method [32] and the grey relational analysis (GRA)
method [33], among others. FFNNs are machine learning models that learn to make
predictions or classifications based on input data. They do not rely on explicit expert
knowledge or rules but rather on patterns and relationships in the data themselves. TOPSIS
and GRA, on the other hand, are decision-making methods used in multi-criteria decision
analysis (MCDA) [34]. These methods involve comparing alternatives based on multiple
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criteria and weighing their importance to reach a decision. They do not involve machine
learning or neural networks.

1.3. A Brief Review of Activation Function and Its Importance

Both the output layer and hidden layers of a FENN can use activation functions [35].
Activation functions are essential in neural networks because they introduce nonlinearity,
which allows the network to simulate complicated interactions between input and output
variables. The rectified linear unit (ReLU) [36] and the family of sigmoid functions (includ-
ing the logistic sigmoid function [37], hyperbolic tangent [38], and arctangent function [38])
are popular activation functions used in FFNNs. ReLU is widely used in the hidden layers
because of its simplicity and effectiveness in training deep networks. It outputs zero for
negative input and increases linearly for positive input. On the other hand, the logistic
sigmoid function is commonly used in the output layer to transform the output of the
network into a probability between 0 and 1. The logistic sigmoid function has a smooth and
differentiable curve, which makes it easy to compute the gradient during back-propagation.
The logistic sigmoid function’s output is constantly between 0 and 1, making it appropriate
for binary classification tasks. However, it is susceptible to the vanishing gradient problem,
particularly in deep neural networks [39], which can result in delayed training and poor
performance. Overall, choosing the appropriate activation function for a neural network
depends on the specific problem at hand and the structure of the network.

The main objectives of this research are:

1.  There are numerous aggregation operators, such as Einstein, Yager, and Dombi. In
this research, we combine the Yager [40—42] and Dombi [43] aggregation operators to
make a new aggregation operator called the Yager-Dombi aggregation operator and
explain its desirable properties;

2. We expand the concept of a feed-forward neural network to incorporate a feed-
forward double-hierarchy linguistic neural network using Yager-Dombi operators;

3. We develop a fuzzy neural network for the selection of water purification methods
using a double-hierarchy linguistic neural network and use it for the selection of water
purification methods;

4.  We extend the Yager-Dombi operations to aggregate a double hierarchy for
fuzzy information.

1.4. Motivation behind the Study

According to the study analysis above, there has been no extensive usage of double-
hierarchy linguistic term sets (DHLTSs) in the field of FFNNs or of the Yager—-Dombi
aggregation operator.

The primary objectives of this study are as follows:

1. To extend the concept of fuzzy neural networks to incorporate double-hierarchy
linguistic neural networks;

2. To combine existing aggregation operators to create a new aggregation operator;

3. To develop a fuzzy neural network for the selection of water purification methods;

4. To extend the Yager-Dombi operations to aggregate double-hierarchy fuzzy information.

1.5. Contribution of the Study

In this paper, we combine two t-norms (Yager and Dombi t-norms) and apply them to
linguistic neural networks, develop a new model of linguistic neural networks, and solve
the selection problem of the water purification procedure. The contribution of this paper
can be summarized as follows:

1.  We develop new t-norms and their operations by using the Yager and Dombi t-norms
and discuss their relationships;

2. The developed t-norms are further expanded to aggregation operators to develop a
new set of double-hierarchy linguistic terms;
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3. The proposed aggregation is necessary for artificial neural networks. Therefore, we
integrate the proposed aggregation operators into the hidden layers of a linguistic
neural network;

4. We develop a new approach to linguistic neural networks and linguistic decision
models using linguistic neural networks;

5. The proposed linguistic decision model, based on a linguistic neural network, is
applied to water-purification procedure-selection problems;

6.  The proposed models are verified and compared with other models in Sections 7 and 8
for validation.

The remaining sections of the paper are structured as follows: In Section 2, we discuss
some fundamental definitions. In Section 3, we define the Yager-Dombi t-norm and t-
conorm and discuss the DHLTYDWA, DHLTYDOWA, and DHLTYDHWA operators and
their desirable properties. We also discuss the score function and the distance between
any two DHLTSs. In Section 4, we discuss activation functions and feed-forward neural
networks. In Section 5, we discuss the output of the feed-forward neural network using
the Yager-Dombi operator. Section 6 illustrates the selection of the best method for water
purification. In Section 7, we use the extended TOPSIS [44] and GRA [45] methods for
verification. In Section 8, we compare the extended TOPSIS and GRA methods with
our proposed method and rank the output using different Yager-Dombi aggregation
operators. In Section 9, the authors conclude their study and elaborate on its value and
development direction.

2. Fundamental Concept

This section discusses fuzzy sets, intuitionistic fuzzy sets, a hierarchy linguistic term
set, and a double-hierarchy linguistic term set.
If Y is a non-empty set, then an object having the form (L.ZADEH [46])

Z={{yUz(y))|y € Y} )

is called a fuzzy set, and Uz (y) € [0,1] denotes the degree of membership of Y in Z. An
object having the form

Z={{y Uz(y), Vz(y))ly € Y} @)

is called an intuitionistic fuzzy set, with Uz(y) € [0, 1] denoting the degree of membership
and Vz(y) € [0, 1] representing the degree of non-membership of Y in Z. Additionally, the
following condition is also satisfied:

Uz(y) + Vz(y) € [0,1],

Fuzzy sets are a mathematical framework for representing and manipulating un-
certainty and imprecision in information. In contrast to traditional sets, which define
membership in a binary, all-or-nothing way, fuzzy sets allow for partial membership, mean-
ing that an element can belong to a set to a certain degree. The usefulness of fuzzy sets lies
in their ability to model and reason about real-world problems that involve uncertainty;,
ambiguity, and vagueness. For example, in many domains such as decision-making, control
systems, and artificial intelligence, it is often difficult or impossible to make precise distinc-
tions between different categories or values. Fuzzy sets provide a flexible and intuitive way
to represent and reason about such situations. They allow for a more nuanced and realistic
representation of uncertainty and imprecision, which can lead to better decision-making
and more robust system design. Several terms that define the variable in a natural language
manner, such as “low”, “medium”, and “high”, compose a fuzzy linguistic term set. The
degree to which a variable belongs to a given term is described by a fuzzy set that is
assigned to each term. Let S be a non-empty set. Then, the linguistic term set is defined as:

S = {sln e [-,8]) )



Mathematics 2023, 11, 2972

50f 20

Suppose S = {s, |a € [-B,B]} is a FHLT (first-hierarchy linguistic term set) and
O={op “P € [k, k] } is a SHLTS (second-hierarchy linguistic term set), then the double-
hierarchy linguistic term set (DHLTS) is defined as:

= {Su(Op)|x € [-B,B],» € [k K]} )

Gou et al. suggested two transformed functions between the DHLTs subscript and
its numerical scale in order to deal with DHLTSs [47] more effectively. So = Sy <Ocp> is an
unbroken DHLTS. The transformed functions f and f~! between the numerical value and
the subscript [«, P] of the DHLT S,({O¢p ) are given below:

f[=8,8] x [-k, k] = [0,1],

B
_ P +gv];; )k 5)
F1:00,1] — [-8,8] x [k, K],
Y = Sppy (O ) ©)
f By —v)\ Ok 2By —v)-2By—¥))

where [2B8Y — Y| represents the integer part of the value 2BY¥ — ¥.

3. Yager-Dombi Operators for DHLTSs

This section gives the basic concepts of Yager-Dombi t-norm, Yager-Dombi t-conorm,
Yager—Dombi operators, and Yager—-Dombi aggregation operators for DHLTSs.

If G and H are any two numbers, then the Yager—-Dombi t-norm and Yager-Dombi
t-conorm are given as follows:

T(G,H) = ! -

I
1-{1-min(1,(1-G) } | ¥ 1 {1-min(1,(1-1) 7} 1 F |
2+ {{{ min(1,(1-G)") } +{ min(1,(1-h)")

T"(G,H) =1~ ! T ®)

k k k
min(1,(G!'+H!) i min(1,(G!'+H?) i
1+ {{1—min(1,(ct+Ht))} + {1—mm(1,(cf+Ht))} } /

where k,t > 1and G, H € [0,1].
To define operation rules based on Yager-Dombi t-norms for this, let S; = F (S al <O‘P1 >)

and S, = F(S,,(Op,)) be any two DHLTSs. Letk, t > 1, and B > 0 be any real numbers.
Then, we establish the Yager-Dombi operators for DHLTSs, which are given below:

L 5@5=1- k
B
1—m1n<1F( < ‘P1>>> 1 m“‘<1F( < ?2>) )

1 {1 min(L(1-F (5,1 (0p1))) }} { ~{1-min(1,(1-F a2<o?z>)}}
> {{ min(1,(1- F(5M<om>))f) " mm(l,(l—nsaz(on»)t)

I $®S =
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Iv. (Sl)B =
=]
If Sy = F(S,1(Op1)) and S = Ospy)) are any two DLTEs, then the distance
between S = F(Sy1(Op7)) and Sz “2<O? )) is defined as:

d(51,5,) = |P(SM<OP1>) ~F(5,2(0p,))| ©)

where d(S1,5,) € [0,1].

Suppose S; = {F(S,i(Op;))|i =1,2,3...n} is a group of DHLTSs, then the double-
hierarchy linguistic term Yager-Dombi weighted averaging (DHLTYDWA) operator is a
mapping Q" — Q such that:

DHLTYDWA(S1, 52,83, 54, -.8;) = D, , WiSi

W; = (W1, Wo, W3, Wy ... Wi)l is the weight vector of S; = {F(S,i(Op;))|i =1,2,3...n}
that fulfills the condition that } /' ; W; = 1.

In the following theorem, we prove that the aggregated values obtained from different
DHLTSs by using the proposed aggregation operators are again DHLTSs. This means that
the aggregation operators are valid. Additionally, we provide validation for the proposed
aggregation operators using Yager-Dombi t-norms.

Theorem 1. Suppose S; = {F(S,(O%;))|i =1,2,3...n} is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTY DWA operator is also a DHLTS, that is:

1

DHLTYDWA(S1,52, 83,4, .-..8;) = €D, | WiSi =1 ; (10)

) min< Sai O'Pl t)
14+ (X Wi){ 1_mm<1 F(Sm<O'Pt>>t)

W; = (Wy, Wy, W3, Wy ... )l is the weight vector of S; = {F(Si(Op;))]i =1,2,3...n}
that fulfills the condition that Zl Wi =1

Proof. To prove this theorem, we employ the mathematical induction approach.

For n = 1, we have:

DHLTYDWA(S;) = W;S; = 1 —

min( Sa1 O?l f) }
1+ (Wl){ 1,mm(1 P(Sa1<OP1>)t>

As a result, the statement holds true for n = 1.
Assume that the above result holds true for n = h.
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DHLTYDWA(S1, 52,55, .5)) = €D, Wisi =1 -

1

el |

Next, we are going to show that the result is true forn = h + 1:

i

DHLTYDWA(S1,S2,53,54, - - - .Sps1) = @] WiS;

1 @1_ 1

b

1
k

I N e
(15 0,) on((5ulop,))

=1— 1

" (Zh“wi){ mi“(l’F(Saf<OPf>)t2 }’f
o))

The result is valid for n = h + 1. Moreover, the DHLTYDWA operator can easily hold
its idempotence, boundedness, and monotonicity properties.

Suppose S; = {F(S4i(Op;))|i =1,2,3...n} is a group of DHLTSs, then the double-
hierarchy linguistic term Yager—-Dombi order weighted averaging (DHLTYDOWA) operator
is a mapping Q" — Q such that:

14 (T W)

DHLTYDOWA(S1,52,S5...51) = €D,_, WiSx(i)

Wi = (W1, Wp, W3, Wy ... Wi)l is the weight vector of S; = {F(S5,;(O%;))|i =1,2,3...n}
that fulfills the condition that } ;' ; W; = 1; (R(1), R(2), R(3) ... R(n)) are the permutations
of (i =1,2,3...n) for which Sg(;_1) > Sg(; foralli =1,2,3...n.

In the following theorem, we prove that the aggregated values obtained from different
DHLTSs by using the proposed ordered weighted aggregation operators are again DHLTSs.
This means that the aggregation operators are valid. Additionally, we provide validation
for the proposed ordered weighted aggregation operators using Yager—-Dombi t-norms. [J

Theorem 2. Suppose S; = {F(S,(O%;))|i =1,2,3...n} is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTYDOWA operator is also a DHLTS, that is:

1

DHLTYDOWA(S1,Sy,...S;) = @, WiSg(sy =1 - . (11)

P min(l,F(SM-<orPi>)t) }’F
14+ ¢ (X Wl){1_min<1,p(sai<o?i>>f>

Proof. The proof of this result is similar to the proof of Theorem 1. Moreover, the DHLTY-
DWA operator can easily hold its idempotence, boundedness, and monotonicity prop-
erties. Suppose S;" = {F(S,(Op;))]i =1,2,3... n} is a collection of DHLTSs, then the
double-hierarchy linguistic term Yager-Dombi hybrid weighted averaging (DHLTYDHWA)
operator is a mapping Q" — Q such that:
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DHLTYDHWA (sl", S, Sah sl .sih) =@, ws

W; = (W1, Wy, W3, Wy ... Wi)l is the weight vector of S;° = {F(S,;(Op;))|i =1,2,3...n}
that fulfills the condition that ! ; W; = 1. O

In the following theorem, we prove that the aggregated values obtained from different
DHLTSs by using the proposed hybrid weighted aggregation operators are again DHLTSs.
This means that the aggregation operators are valid. Additionally, we provide validation
for the proposed ordered weighted aggregation operators using Yager-Dombi t-norms.

Theorem 3. Suppose S;" = {F(S,;(Op;))|i=1,2,3... n}is a group of DHLTSs, then the
aggregated value of DHLTSs using the DHLTYDHWA operator is also a DHLTS, that is:

1
DHLTYDHWA($1",8,",....s/*) = @ wis" =1~ )

min (1,F(Sm<ofl>i>>t> ak
1—min (1,F (Sai<O‘Pi>>t>

1T+ 4 (i Wh)

Proof. The proof of this result is similar to the proof of Theorem 1. Moreover, the DHLTY-
DWA operator can easily hold its idempotent, bounded, and monotonicity properties.
O

4. Activation Functions and Neural Network Systems

An activation function [48] is a function that gives the output of a node. Additionally,
it is known as the “transfer function.” It is used to determine if the output of a neural
network is a yes or no response. Depending on the function, it can transfer the output
values to a range between 0 and 1 or between —1 and 1, among others. An activation
function can be either linear or nonlinear. The terms monotonic function and derivative
are essential for understanding nonlinear functions. The range or curves of the nonlinear
activation functions are the major factors used to categorize them. The sigmoid or logistic
activation function that we use is defined as follows:

(13)

wherex =1£2£3£4...¢.

The sigmoid activation function, which successfully accomplishes its duty and has
a range of 0 to 1, is commonly employed in decision-making because it is effective at
performing what it is supposed to perform. Since it has the lowest range and generates
the most precise predictions, we therefore employ this activation function anytime we
need to determine an outcome. The function could take many different shapes. As a
consequence, we are able to determine the slope of the sigmoid curve between any two
positions. Although the derivative of the function is not monotonic, the function itself
is. The logistic sigmoid function has the effect of making it possible for a neural network
to encounter an impasse during training. Neural networks were first developed in the
1950s as a means of addressing this issue. Programming everyday computers to function
similarly to a network of brain cells is the process used to create ANNSs. Artificial neural
networks employ a complex mathematical algorithm to make sense of the data they are fed.
A typical artificial neural network is made up of hundreds to millions of units, commonly
referred to as artificial neurons, arranged in an order of layers. The input layer receives
a variety of outside data types. The network’s goal is to process or comprehend these
data. After leaving the input layer, the data go through one or more hidden units. The
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Input layer

hidden unit is in charge of transforming the incoming data into a format that the output
unit can use. Most neural networks have complete interconnections between layers. These
connections, similarly to the human brain, are weighted; the higher the number, the greater
the impact one unit has on another. Every unit in the network gains knowledge as the
data pass through it. The output units, which are placed on the other side of the network,
provide the network with the data that have been received and processed. ANNs come in
different types, but in this paper, we only discuss FFNNSs in detail.

A feed-forward neural network (FFNN) is one in which there is no cycling of the
connections between the nodes. The opposite of a FFNN is a feed-backward neural net-
work (FBNN), which cycles through certain routes. The feed-forward model is the most
fundamental type of neural network since incoming data are only ever processed in one
way. In a feed-backward neural network, some of the input data come back to the input
layer from hidden layers. However, regardless of the number of hidden nodes the data
may pass through, they never flow backward and always move ahead. The input layer,
hidden layer, and output layer are only a few of the layers that make up this collection of
fundamental processing units. Each unit in the layer below it is linked to every other unit
in the layer above it. Because they are not all made equally, each of these connections may
have a different weight or strength. A feed-forward neural network is a function such that:

p= f(Z}Ll Wj“ij) (14)

where the activation function is denoted by f; 4;; is the input signal; W; is the criteria
weight; and B is the single output. The output of feed-forward neural network is shown
in Figure 1.

O
|
O

Hidden layer

Figure 1. Output of a feed-forward neural network.

Figure 2 shows that the Artificial neural networks and fuzzy logic are both used in
neuro-fuzzy systems, a sort of hybrid intelligent system that is effective at processing
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1

nf=;2

7'2,;1 V2cosT —1\ %

complicated data. The following figure depicts a fuzzy neuron, a processing element of a
hybrid neural net:

a;w,

O

A W>

Figure 2. Simple neuro-fuzzy system.

where a1, a; are the input signals and w;, w; are the corresponding weights of the
input signals, respectively. A is the AND fuzzy neuron.

5. The Output of Neural Networks Using Yager-Dombi Operators

In this section, we put forward a new extension to the fuzzy neural system to develop
a fuzzy neural system that is based on DHLTSs. For this, let P; = {p1, p2, p3, p4 - - - px } be
the arrangement of attributes that will be evaluated, and let Q; = {41,42,93,94 - . . 42 } be the
discrete set of z alternatives that must be selected. Suppose W; = (Wq, Wp, W3, Wy..... Wk)l
is the attribute weight vector, where W]{ j=1,2,3,4...k} are all real numbers such that
W; > 0 and Z?Zl W; = 1. Let there be n number of experts, DM,{r=1,2,3,4...n}, to
express their views on the z alternatives in reference to the k criterion in the context of
DHLTSs. The data given by the nth expert in the form matrix appear as follows:

ann 412 o A1k

ap1 4z - Ak
gr = . .

az1 A4z2 -0 gk

To determine the output of the feed-forward fuzzy neural system, we go through
different phases. In phase 1, we determine the criteria weight vector of each matrix provided
by the experts corresponding to each input information or signal. In phase 2, we find the
hidden layer using Equations (18) and (19). In phase 3, the activation function is used to
calculate the output of the input data.

To determine the feed-forward fuzzy neural system’s output in a DHLTS environment,
we suggest the following algorithm:

Phase 1: The following are the steps in Phase 1:

Step 1: Recognize the expert data or information presented in the form of a matrix
¢, = {Aif}zxk’ where j = (1,2,3,4...k) and i = (1,2,3,4...z) represent the jth criterion
value in relation to the ith alternative, respectively;

Step 2: Determine the criteria weight vector of each matrix provided by the experts
corresponding to each input information or signal using the entropy measure method,
which consists of the following steps:

1.  To evaluate the entropy of the information provided by the experts in the form of
matrices, we use the following equation:

1

F(Sai<O‘Pi>) — (F(Sai(Opi)))" 1

i (15)

J 4 v2-1
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where j = (1,2,3,...,k)and i = (1,2,3,...,z) denote the jth alternative and ith criterium,
respectively, and F(S,;(Op;)) denotes the DHLTS, (F(S,;(Op;)))‘ is the complement of
the given DHLTEs, and is determined as:

(F(S0i(Oi))) = F(S-2i(O-1)) (16)
2. We obtain the final criteria weight vector as follows:

W=
] vk
Z]':1 n;j
Phase 2: The steps in Phase 2 are listed below:
Step 1: Find the scalar product of the weight vector and input signal using the
Yager—Dombi aggregation operator as follows:

M=} (W), (18)

where W; = (W1, W, W3,...Wy) and r = (1,2,3,4...n) denote the weight vector and the
experts, respectively. aj = (aqy,az,a3,.. .,a]-) denotes the input signals;

Step 2: Take the minimum weight and multiply it with M using the Yager-Dombi
averaging operator.

(17)

W]' = min{gl (w]'), g2 (ZU/'), 23 (w]'), 9 (w]) (19)

Phase 3: The steps taken in Phase 3 are as follows:
Step 1: Apply the logistic activation function to the outcome of Step 2 in Phase 2 to
obtain the final output . The logistic activation function is described as follows:

ex

:e"—l—l

f(x)=Y
Step 2: Rank the possible outcomes for each § in descending order.

Output of Feed-Forward Double-Hierarchy Linguistic Term Neural Networks

An artificial neural network of this sort, known as a feed-forward double-hierarchy
linguistic term neural network (FFDHLTNN), only allows information to travel in one
direction: from the input layer using one or more hidden layers to the output layer. It
is called feed-forward because data move forward through the network without looping
back on themselves. In a typical FFDHLTNN architecture, each layer consists of a set of
neurons or nodes that perform a simple mathematical operation on the inputs and output
the result to the next layer. The network’s ultimate output is produced by the output layer
once the input layer has received the input data. As demonstrated in Figure 3, the hidden
layers execute intricate modifications on the input data to provide characteristics that are
beneficial for the output layer.
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Figure 3. Output of a feed-forward double-hierarchy linguistic neural network.

Step 1: The decision-making matrix given by the decision-makers in the LTS environ-
ment must be identified, and all evaluations must be based on the LTS that the DM has
provided:

S_4 = extremely low, S_3 = very low,S_p = low, S_1 = slightly low,
So = medium
0 >) S1 =slightly high, Sy, = high, Sy = very high, Sz = extremely high
P O_4 = far from, O_4 = scarcely, O_4 = only a little, O_4 = a little
O_4 = just right
01 = much, Oy = very much, O3 = exremely much, Oy = entierly

Sy = (sa

/\

Step 2: Find the criteria weight for each matrix provided by the experts in the environ-
ment of the DHLTESs using the entropy measure method;

Step 3: Find the scalar product of input information or signals and their corresponding
weights, and add the scalar product of the input signals using Equations (18) and (19);

Step 4: Apply the logistic activation function to the outcome of Step 2 in Phase 2 to
obtain the final output f3;

Step 5: Rank the possible outcomes for each f in descending order.
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6. Numerical Example

Water is a clear, flavorless, and odorless liquid that is necessary for all life on Earth. It
is a chemical substance with the chemical formula H,O, consisting of two hydrogen atoms
and one oxygen atom. The three states of matter that water may exist in are solid (ice), liquid
(water), and gas (water vapors). It is the only substance on Earth that can naturally exist in
all three states at normal temperatures and pressures. Water plays a crucial role in many
aspects of our lives, including hydration, agriculture, industry, transportation, and recreation.
However, due to the growth of industries, access to clean and safe drinking water has become
a serious concern for many people throughout the world. Water pollution causes various
diseases, some of which lead to death. As a result, supplying clean water to domestic areas
is the most crucial responsibility of governments. In this section, we will look at different
commercial-scale water purification systems and the factors that influence them.

The following techniques are used to purify water on a commercial scale:

(1) gqq: Chlorination: Chlorination is a process that uses chlorine to disinfect water.
Chlorine is added to water, which kills the harmful bacteria and viruses present in it.
This method is effective in killing most of the disease-causing pathogens;

(2)  g,: Reverse Osmosis: In the reverse osmosis (RO) process, a semi-permeable mem-
brane is utilized to filter out dissolved particles, contaminants, and minerals from
water. It is a highly effective method of water purification and is commonly used in
households and industries;

(3) g5: Ultraviolet Purification: UV purification uses ultraviolet light to kill bacteria,
viruses, and other microorganisms present in water. It is an effective method of water
purification and does not use any chemicals;

(4)  q,: Filtration: Filtration is a process that removes impurities from water by passing
it through a porous material. Sediments, dirt, and other bigger particles can be
effectively removed from water with this technique;

(5) gs5: Coagulation and sedimentation: Chemicals such as alum are added to water to
cause impurities to clump together and settle at the bottom of a tank, which can then
be removed through sedimentation;

(6) g4 Boiling: By bringing water to a boil for at least one minute, the majority of
disease-causing organisms can be killed;

(7)  g,: Distillation: Water is heated during distillation, and the steam is subsequently
condensed back into water. Minerals, chemicals, and bacteria are just a few of the
impurities that can be removed by using this method.

The factors that affect the methods of water purification are:

1. p;: Economic factors: Economic factors can have a significant impact on water purifi-
cation, as the process of treating and purifying water can be expensive and require
significant investments in infrastructure, technology, and human resources. One
major economic factor that can affect water purification is the availability and cost of
resources such as energy, chemicals, and materials needed for the purification process;

2. py4: Socio-political factors: The socio-political environment can have a significant
impact on water purification. Governments have an obligation to make sure that
their populations have access to safe drinking water since access to clean water is a
fundamental human right. However, the provision of clean water can be influenced
by a variety of socio-political factors, such as social factors, public health, and political
instability, among others;

3. p;: Environmental factors: There are many environmental factors that can affect
water purification, including temperature, chemicals, turbidity, and climate change.
Overall, environmental factors can have a significant impact on water purification
and must be taken into account when designing and implementing water purification
systems;

4. ps: Type of Contaminants: The type and concentration of contaminants present in the
water will also affect the purification process. Different treatment processes are better
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suited for removing different types of contaminants, such as chemicals, microbes, or
sediments;

5. ps: Water Quality Standards: The level of purity required for the final product will
affect the purification process. Different industries and applications have different
standards for water quality, which will influence the choice of treatment process and
the extent of purification required.

For this, let (41,42, 93, 94, 95, G6, 7) represent the set of alternatives for commercial-scale
water purification. Let (p1, pa, p3, p4, p5) be the five variables influencing these procedures.
The network’s ultimate output is produced by the output layer once the input layer has
received the input data. Between the input and output layers, the hidden layers carry
out complicated modifications to the data to provide characteristics that are beneficial
to the output layer. The linguistic information is considered input signals, interacting
with weight vectors in the input layer and using the Yager-Dombi t-norms to produce
the product of input signals as a linguistic variable. Then, the aggregated information of
input signals is calculated using Yager—-Dombi t-conorms. The hidden layer information,
after performing the Yager-Dombi t-norms and t-conorms, is given in Table 1. Apply the
activation function to the hidden layer signals and determine the output layer signals of the
linguistic feed-forward neural network. The output layer information is given in Table 2.

Table 1. Hidden layer of feed-forward neural network for DHLTSs.

P1 P2 P3 P4 Ps
91 0.738521429 0.326423333 0.212368533 0.136978263 0.1258662
99 0.969678667 0.368916545 0.333768273 0.154811222 0.095050909
g3 0.570108667 0.487515667 0.185739733 0.104634095 0.087066391
M 2.278308762 1.182855545 0.731876539 0.396423581 0.3079835

0.694964668 0.541884482 0.422591636 0.283884909 0.235464362

Table 2. Output layer of feed-forward neural network for DHLTSs.

Uit 1 93 un qs 96 97
DHLTYDWA 0.61904 0.66270 0.64047 0.63911 0.66773 0.63961 0.62284
DHLTYDOWA 0.62006 0.66972 0.64923 0.63942 0.67406 0.64974 0.62513
DHLTYDHWA 0.51688 0.52162 0.51856 0.51912 0.52149 0.51857 0.51747

According to experts, the best solution is reverse osmosis, whereas filtration is effective
for basic water purification tasks, including chlorine and sediment removal. Reverse
osmosis removes contaminants across a wider range. All pathogens in the water are
eliminated by alternative methods. However, the dead bacteria still float in the water. On
the other hand, an RO water purifier eliminates bacteria by filtering out their floating, dead
corpses after they have been killed. As a result, RO-purified water is cleaner.

7. Verification of Our Proposed Method

In this section, we consider the extended TOPSIS approach and the GRA method to
verify the effectiveness and validity of our proposed approach. The extended TOPSIS and
GRA methods are used for verification in decision-making because they provide a more
comprehensive and objective analysis of multiple criteria and are effective in handling
uncertainty, imprecision, and complex decision-making scenarios. For this verification,
we consider the information given by the experts in the form of three matrices in the
environment of DHLTSs. The matrices provided by the experts consist of five attributes
related to seven alternatives. We use the Yager—-Dombi aggregation operator to aggregate
the information given by the experts in the form of matrices in the environment of DHLTSs.
Then, we apply the entropy approach to determine the criteria weight vector of the ag-
gregated matrices. Finally, we apply the extended TOPSIS method to obtain the required
output, which is given in Table 3.
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Table 3. Output of extended TOPSIS method for DHLTSs.

d 0.21584 0.14964 0.14933 0.04855 0.14578 0.22714

i 0.03857
di; 0.07570 0.27066 0.1419 0.14222 0.24299 0.14576 0.0644
output 0.25967 0.87526 0.48672 0.48781 0.83347 0.49997 0.22089
raking 0.87526 0.83347 0.49997 0.48781 0.48672 0.25967 0.22089

Similarly, we use the Yager-Dombi aggregation operator to aggregate the experts’
information and then apply the entropy measure method to determine the criteria weight
vector. Finally, we apply the GRA method to obtain the required output, as shown in
Table 4.

Table 4. Output of GRA method for DHLTSs.

d 0.58842 0.87869 0.642025 0.70632 0.86793 0.66403 0.60736

i

dl.; 0.79424 0.52724 0.73448 0.70624 0.57306 0.677098 0.85416
output 0.42557 0.62499 0.46642 0.50003 0.60231 0.49513 0.41556
raking 0.62499 0.60231 0.50003 0.49513 0.46642 0.42557 0.41556

From Tables 2—4, we can see that the results obtained by using both methods (the
extended TOPSIS method and the GRA method) are almost the same as the results obtained
by using our proposed method. This ensures that our proposed method is valid. Reverse
osmosis is therefore the ideal option for experts to choose, while filtering is appropriate
for simple water jobs such as chlorine and sediment removal. Reverse osmosis removes
contaminants across a wider range. All pathogens in the water are eliminated by alternative
methods. However, the dead bacteria still float in the water. An RO water purifier, on
the other hand, eliminates germs by killing them and filtering away their floating, lifeless
bodies. Therefore, RO-purified water is cleaner.

8. Discussion and Comparison

In this section, we compare our suggested approach with the GRA method. For this,
let P; = {p1, p2, P3, P4 - - P} be the arrangement of attributes that will be evaluated, and let
Qi ={91,92,93,94 - - - 92 } be the discrete set of z alternatives that must be selected. Suppose
W = (Wy, Wp, W3, Wy ... Wk)l is the attribute weight vector, where W]{] =1,2,3,4...k}
are all real numbers satisfying W; > 0 and Z]‘?Zl W; = 1. Let there be an n number of experts,
DM,{r=1,2,3,4...n}, expressing their views on the z alternatives with respect to the k cri-
terion in the context of DHLTSs. Here, the experts gave data in the form of three matrices in
the environment of DHLTSs. The matrices provided by the experts consist of five attributes
related to seven alternatives. First, we find the expert weight vector using the entropy mea-
sure method. We use the Yager-Dombi aggregation operator to aggregate the information
provided by the experts in the form of matrices in the environment of DHLTSs and then
apply the entropy measure method to calculate the criteria weight vector of the aggregated
matrix, which is W = (0.214625973,0.201184071, 0.167857403, 0.204584654, 0.211747899)1.
Next, we determine the aggregated matrix’s PIS and NIS. Finally, we apply the GRA
method to determine the output and rank the possible outcomes of each output, as shown
in Table 4. For this comparison, we will also use the extended TOPSIS approach. Both the
extended TOPSIS and TOPSIS methods are MCDM techniques that seek to isolate the best
alternative from a group of alternatives based on several criteria. The number of criteria
that are taken into account is the fundamental distinction between TOPSIS and extended
TOPSIS. Extended TOPSIS can accommodate many sets of criteria, whereas TOPSIS only
takes into account one set of criteria. Similarly, in the extended TOPSIS method, we find
the expert weight vector using the entropy measure method. We use the Yager-Dombi
aggregation operator to aggregate the information provided by the experts in the form of
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matrices in the environment of DHLTSs and then apply the entropy measure method to
determine the criteria weight vector of the aggregated matrix. Next, we find the positive
and negative ideal solutions of the aggregated matrix. Then, the expert information is
converted to one set of criteria, and we finally apply the TOPSIS method to determine the
output and rank the possible outcomes of each output, as shown in Table 3. The graphical
representation of the comparison between the proposed method and other similar methods
can be observed in Figure 4. The comparison of detail information is given in Table 5.

/—\_/
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Figure 4. Steps of GRA method, extended TOPSIS method, and our proposed method.

Table 5. Output ranking of feed-forward neural network for DHLTSs.

DHLTYDWA 95> 92> 93> 96 > 94> 97> N
DHLTYDOWA 9G5>9>9%>93> 94> 97> N
DHLTYDHWA D>95>91> 96 > 93 > 97 > 91

In our suggested approach, we take the experts’ information in the environment of
DHLTSs and find the expert weight using the entropy measure method. After that, we use
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the Yager-Dombi aggregation operator to find the hidden layer from the experts” matrices,
apply the activation function to generate the output of our proposed method, and finally
rank the output. The comparison between the GRA method, the extended TOPSIS method,
and our proposed method is shown in Figure 5. Both methods yield the same results as our
proposed method. Filtration is useful for simple water tasks such as chlorine and sediment
removal, but reverse osmosis is the best choice according to experts. A wider range of
contaminants may be removed via reverse osmosis. Other techniques eliminate all germs in
the water. However, the dead microorganisms still float in the water. An RO water purifier,
on the other hand, filters out the dead bacteria that are floating in the water and eliminates
them. It follows that RO-purified water is more sanitary. As a result, we conclude that our
suggested technique is valid and superior to both methods (the extended TOPSIS method
and the GRA method), since it produces the output in fewer steps, saving experts” time.

COMPARISON

0.6
0.
: il il B
0

Our proposed method TOPSIS method GRA method

Mgl mg2 W3 mg4 mqg5 mg6 mqg7

Figure 5. Comparison of Extended TOPSIS Method, GRA Method, and Our Proposed Method.

9. Conclusions

The neural network is a very important topic in machine learning, and artificial neural
networks have garnered significant attention in the decision-making process. Linguistic
information is a useful tool for describing uncertainty in information science and decision-
making. Therefore, this paper applies the linguistic term set to artificial neural networks
and develops a decision-making model based on linguistic neural networks. First, using the
concepts of Yager t-norms and Dombi t-norms, we define a new hybrid t-norm known as
the Yager—-Dombi t-norm. We further develop some operational rules for double-hierarchy
linguistic term sets and generalize them to incorporate more than two double-hierarchy
linguistic term sets. The Yager-Dombi aggregation operator has been developed for double-
hierarchy linguistic terms. We discuss the desirable properties of the DHLTYDWA operator,
the DHLTYDOWA operator, and the DHLTYDHWA operator. Furthermore, we extend
the concept of fuzzy neural network systems to feed-forward double-hierarchy linguistic
neural network systems. Experts provide information in the environment of DHLTSs, and
to determine the expert weight, we use the entropy measure method. We then obtain the
hidden layer data using the DHLTYDWA operator and apply FFNNs to the hidden layer
to derive the output of the information provided by the experts. In addition, a real-life
MADM problem has been formulated. Filtration is beneficial for simple water tasks such as
chlorine and sediment removal, but reverse osmosis is the best choice, according to experts,
because a wider range of contaminants can be removed with this method. Other techniques
eliminate all germs in the water. However, the dead microorganisms still float in it. An
RO water purifier, on the other hand, filters out the dead bacteria that are floating in the
water and eliminates them. It follows that RO-purified water is more sanitary. Moreover,
we use the extended TOPSIS approach and the GRA approach for the verification of our
proposed method, and both methods yield almost the same results as our proposed method.
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A comparison analysis has been carried out, as seen in Figure 4, to demonstrate the validity
and viability of our suggested method in comparison to other existing methods. We affirm
that our proposed method is significantly better than other existing methods because it
produces expert information output in a shorter time.

In future work, we will apply our proposed technique to intuitionistic fuzzy sets for
decision-making problems and also use it in TWDs, Pythagorean fuzzy sets.
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