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#### Abstract

In this paper, we consider the 3D problem of laser-induced semiconductor plasma generation under the action of the optical pulse, which is governed by the set of coupled time-dependent non-linear PDEs involving the Poisson equation with Neumann boundary conditions. The main feature of this problem is the non-linear feedback between the Poisson equation with respect to induced electric field potential and the reaction-diffusion-convection-type equation with respect to free electron concentration and accounting for electron mobility (convection's term). Herein, we focus on the choice of the numerical method for the Poisson equation solution with inhomogeneous Neumann boundary conditions. Despite the ubiquitous application of such a direct method as the Fast Fourier Transform for solving an elliptic problem in simple spatial domains, we demonstrate that applying a direct method for solving the problem under consideration results in a solution distortion. The reason for the Neumann problem's solvability condition violation is the computational error's accumulation. In contrast, applying an iterative method allows us to provide finite-difference scheme conservativeness, asymptotic stability, and high computation accuracy. For the iteration technique, we apply both an implicit alternating direction method and a new three-stage iteration process. The presented computer simulation results confirm the advantages of using iterative methods.
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## 1. Introduction

In the current study, we consider a computer simulation of optical pulse propagation in a semiconductor, which is described by a set of coupled non-linear 3D PDEs. This set involves time-dependent equations describing the evolution of electron and ionized donor concentrations, the equation describing the optical pulse evolution, and the Poisson equation with Neumann boundary conditions (BCs) with respect to the laser-induced electric field potential [1-3]. As it is well-known, when solving the Poisson equation, it is necessary to account for the Neumann problem's solvability condition [4,5], which is a consequence of the Gauss theorem [6]. In the problem under consideration, there is a mutual non-linear influence of the charged particles' concentrations and the electric field potential because accounting for the electron mobility and describing the evolution of the electron concentration via the reaction-diffusion-convection-type equation. Because of the
problem's nonlinearity, the accuracy of the Poisson equation's solution is a key issue, and our research aims to address the choices of numerical methods for solving it by comparing the direct method (DM) and the iteration method (IM).

The most popular DM for solving linear elliptic problems stated in the domain of simple (rectangular) geometry is the Fast Fourier Transform (FFT) algorithm. After its development in the second half of the 20th century [7,8], it has been applied ubiquitously in almost every scientific discipline because of its accuracy and cost-effectiveness [9-18]. Moreover, there are many commercially available packages that implement the FFT algorithm. In the current study, we use Intel MKL Fast Poisson Solver Routines for solving the Poisson equation with Neumann-type inhomogeneous BCs in a 3D case.

However, to our best knowledge, no study has investigated the effectiveness and applicability of DM if the elliptic equation with Neumann BCs is involved in a set of non-linear time-dependent PDEs, which implies the mutual feedback between the Poisson equation solution and a solution of the reaction-diffusion-convection-type equation. As demonstrated below, due to the violation of the Neumann problem's solvability condition, the DMs (FFT) become ineffective. It is important that the Neumann problem's solvability condition coincides with the conservation law for the problem under consideration. Therefore, the problem's invariant is not preserved with high accuracy at using DM, and its value grows over time. Consequently, the Neumann problem's solvability condition is also violated, and the numerical solution does not converge with those of the differential problem.

To overcome this, we propose to solve the Neumann problem for the Poisson equation using IM. It is known that most IMs are unstable in 3D cases. The stable method for 3D problems, named the implicit alternating direction method (ADM), was proposed almost simultaneously by Peaceman, Rachford, and Douglas [19,20]. It is applied as a finite-difference scheme (FDS) to the parabolic equation and as an iteration technique for solving stationary elliptic problems. Further, in [21], the implicit ADM for 3D problems, which is unconditionally stable and has the second-order approximation both on time coordinates and spatial coordinates, was developed. Let us note that nowadays, ADM and its modifications are extensively used for solving multidimensional non-linear problems [22-28]. We also propose another IM both for solving the 3D Poisson equation and for the implementation of the conservative non-linear FDS developed for the numerical solution of other equations of the problem based on Crank-Nicolson-type FDS-the original three-stage iteration process (TSIP) [29]. The main advantages of TSIP consist of providing conservativeness property on the iterations and asymptotic stability of FDS. These are crucial features for solving non-linear time-dependent problems.

Below, we compare the effectiveness of using the DM (FFT) and IM (ADM or TSIP) for solving the Neumann problem for the Poisson equation, involved in the set of PDEs, which contains a convection-type term. It should be emphasized that the obtained results and conclusions are regardless of the particular method's implementation and have a general character because they arise from the solvability condition's violation caused by the round-off errors accumulation at using DM. It should be emphasized that in [30], the crucial influence of a convection-type term related to electron mobility on the computation's effectiveness was demonstrated, and at zero-value electron mobility, both methods (DM and IM) possessed the same high accuracy. However, in [30], the problem with homogeneous BCs or a particular case of the external electric field (EEF) action along the direction that is transverse to the optical pulse propagation direction was only considered. On the contrary, below, we study the problem with inhomogeneous BCs corresponding to the action of EEF in one or two directions, including the optical pulse propagation direction.

This paper is organized as follows. In Section 2, we present a mathematical model of the optical pulse propagation in a semiconductor as well as the problem of funding the initial function's distribution under the condition of the inhomogeneous BCs. Section 3 is devoted to the numerical methods of the problem's solution. Here, we discuss the DM and IM for a solution to the Neumann problem for the Poisson equation. In Section 4, extensive computer simulation results are given to illustrate the theoretical propositions regarding
the effectiveness of the methods for the Poisson equation solution and the influence of EEF on the applicability of these methods. Some concluding remarks are presented in Section 5.

## 2. Problem Statement

### 2.1. Semiconductor Plasma Evolution Equations

The 3D problem of semiconductor optical-induced plasma generation is governed by a set of well-known time-dependent, dimensionless, non-linear PDEs [1]:

$$
\begin{gather*}
\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}+\frac{\partial^{2} \varphi}{\partial z^{2}}=\gamma(n-N),  \tag{1}\\
0<x<L_{x}, 0<y<L_{y}, 0<z<L_{z}, t>0, \\
\frac{\partial N}{\partial t}=G(I, \delta)-R(n, N), 0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0 \leq z \leq L_{z}, t>0,  \tag{2}\\
\frac{\partial n}{\partial t}=D_{x} \frac{\partial}{\partial x}\left(\frac{\partial n}{\partial x}-\mu_{x} n \frac{\partial \varphi}{\partial x}\right)+D_{y} \frac{\partial}{\partial y}\left(\frac{\partial n}{\partial y}-\mu_{y} n \frac{\partial \varphi}{\partial y}\right)+D_{z} \frac{\partial}{\partial z}\left(\frac{\partial n}{\partial z}-\mu_{z} n \frac{\partial \varphi}{\partial z}\right)+ \\
G(I, \delta)-R(n, N),  \tag{3}\\
0<x<L_{x}, 0<y<L_{y}, 0<z<L_{z}, t>0, \\
\frac{\partial I}{\partial z}+\delta_{0} \delta(n, N) I=0,0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0<z \leq L_{z}, t>0 . \tag{4}
\end{gather*}
$$

Above, the following notations are used: variables $x, y$, and $z$ are the dimensionless spatial coordinates, and the parameters $L_{x}, L_{y}$, and $L_{z}$ denote their maximal values, respectively. Variable $t$ represents a dimensionless time unit. The optical pulse propagates along the $z$-coordinate, and it is named a longitudinal coordinate; the $x$-coordinate and $y$-coordinate are transverse ones. Function $\varphi(x, y, z, t)$ is a potential of the optical-induced electric field, function $N(x, y, z, t)$ is an ionized donor concentration, function $n(x, y, z, t)$ is a free electron concentration in the conduction band of a semiconductor, and function $I(x, y, z, t)$ is an intensity of the incident optical pulse. $\delta(n, N)$ characterizes the coefficient of light energy. Functions $G(I, \delta)$ and $R(n, N)$ describe the generation and recombination of free-charged particles, respectively.

Parameter $\gamma$ depends on the free-charged particle's maximal concentration, in particular. Parameter $\delta_{0}$ denotes a maximal value of the optical energy absorption coefficient. The electron diffusion coefficients $D_{x}, D_{y}$, and $D_{z}$ and the electron mobility coefficients $\mu_{x}, \mu_{y}$, and $\mu_{z}$ are positive constants.

A semiconductor is assumed to be a rectangular parallelepiped: $\Omega=\left(0<x<L_{x}\right.$; $0<y<L_{y} ; 0<z<L_{z}$ ) bounded by a surface $\partial \Omega=\left\{0 ; L_{x}\right\} \times\left\{0 ; L_{y}\right\} \times\left\{0 ; L_{z}\right\}$. For the Poisson Equation (1), the Neumann BCs are stated:

$$
\begin{equation*}
\left.\frac{\partial \varphi}{\partial x}\right|_{x=0, L_{x}}=-E_{x},\left.\frac{\partial \varphi}{\partial y}\right|_{y=0, L_{y}}=-E_{y},\left.\frac{\partial \varphi}{\partial z}\right|_{z=0, L_{z}}=-E_{z} \tag{5}
\end{equation*}
$$

The BCs for the Equation (2) are the following:

$$
\begin{equation*}
\left.\left(\frac{\partial n}{\partial x}-\mu_{x} n \frac{\partial \varphi}{\partial x}\right)\right|_{x=0, L_{x}}=\left.\left(\frac{\partial n}{\partial y}-\mu_{y} n \frac{\partial \varphi}{\partial y}\right)\right|_{y=0, L_{y}}=\left.\left(\frac{\partial n}{\partial z}-\mu_{z} n \frac{\partial \varphi}{\partial z}\right)\right|_{z=0, L_{z}}=0 \tag{6}
\end{equation*}
$$

Constants $E_{x}, E_{y}$, and $E_{z}$ are responsible for the absence (in the case of their zerovalue) or presence of EEF along the corresponding spatial coordinate. The conditions (6) correspond to the absence of an electric current through the semiconductor faces.

The intensity distribution of the incident optical radiation has a Gaussian profile of the beam and time-dependent pulse shape:

$$
\begin{gather*}
\left.I\right|_{z=0}=\exp \left(-\left(\frac{x-0.5 L_{x}}{0.1 L_{x}}\right)^{2}\right) \exp \left(-\left(\frac{y-0.5 L_{y}}{0.1 L_{y}}\right)^{2}\right)(1-\exp (-10 t))  \tag{7}\\
0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0 \leq t
\end{gather*}
$$

In the initial time moment, the optical pulse intensity is equal to zero:

$$
\begin{equation*}
I(x, y, z, 0)=0,0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0 \leq z \leq L_{z} . \tag{8}
\end{equation*}
$$

The initial distributions for other functions are defined by the BCs, and they are discussed below in Section 2.2.

The absorption coefficient fundamentally influences the regimes occurring in a semiconductor. Below, we consider its non-linear dependence on free-charged particles concentrations [31-34]:

$$
\begin{equation*}
\delta(n, N)=(1-N) e^{-(\psi-\tilde{\xi} n)}, \psi=\text { const }>0, \xi=\text { const }>0 \tag{9}
\end{equation*}
$$

Such an absorption coefficient can result in occurring OB, called a concentration OB. The following functions describe the generation and the recombination of free-charged particles:

$$
\begin{align*}
& G(I, \delta)=q_{0} I \delta(n, N)  \tag{10}\\
& R(n, N)=\frac{n N-n_{e q}^{2}}{\tau_{R}} \tag{11}
\end{align*}
$$

where a parameter $q_{0}$ characterizes the incident optical pulse maximal intensity, the parameter $n_{e q}$ denotes an equilibrium value of the free-charged carrier concentration, and the parameter $\tau_{R}$ characterizes a free-electron recombination time.

Remark 1. As it is known, the Neumann problem is solved only up to constant, and the multiplicity of its solution occurs. So, changing the electric field potential on a constant does not influence the problem's (1)-(8) solution if the absorption coefficient is defined by (9). However, if the absorption coefficient depends on the electric field potential, for example, as follows:

$$
\delta(\varphi, N)=(1-N) e^{-\alpha+\beta|\varphi|}, \alpha=\text { const }>0, \beta=\text { const }>0
$$

which takes place if a semiconductor is undergoing the action of a high intensive laser pulse [35-38], it is necessary to provide re-normalization of the electric field potential computed by solving the Neumann problem for the Poisson equation [39].

We want to stress that due to the presence of electron mobility (coefficients $\mu_{x}, \mu_{y}$, $\mu_{z}$ ) in the term describing convective transfer in Equation (3), the non-linear feedback between the charged particle concentrations and the electric field potential occurs: the electric field potential influences the free electron concentration evolution and vice versa. Evidently, this non-linear feedback is "switched off" at zero-value electron mobility. In [30], we demonstrated that the presence of such a term plays a crucial role in the Neumann problem's solvability condition violation using DM.

Let us notice that the existence and uniqueness of the problem (1)-(11) solution was discussed in [40], where the laser pulse propagation was described by the non-linear Schrödinger equation, which is more complicated than Equation (4). We described how to prove the solution's existence. However, it should be taken into account that the uniqueness of the problem solution can be absent in general cases because the laser beam interaction with the semiconductor under certain conditions possesses the property of optical bistability,
which means that for one value of the beam intensity, there are two stable states of electron concentrations and ionized donors' concentrations.

### 2.2. The Problem of Finding the Semiconductor Characteristics' Initial Distributions

For the problem's numerical solution, it is necessary to compute the initial distributions of the free-electron and ionized-donor concentrations as well as a spatial distribution of the electric field potential. For this purpose, we solve the PDEs (1)-(3) in a steady-state at zero-value optical pulse intensity. In this case, the free-charged carriers' generation is absent, and the stationary problem is written in the following way:

$$
\begin{align*}
\frac{\partial^{2} \varphi_{i n}}{\partial x^{2}}+\frac{\partial^{2} \varphi_{i n}}{\partial y^{2}}+\frac{\partial^{2} \varphi_{i n}}{\partial z^{2}} & =\gamma\left(n_{i n}-N_{i n}\right)  \tag{12}\\
N_{i n} n_{i n}-n_{e q}^{2} & =0 \tag{13}
\end{align*}
$$

$$
\begin{gather*}
D_{x} \frac{\partial}{\partial x}\left(\frac{\partial n_{i n}}{\partial x}-\mu_{x} n_{i n} \frac{\partial \varphi_{i n}}{\partial x}\right)+D_{y} \frac{\partial}{\partial y}\left(\frac{\partial n_{i n}}{\partial y}-\mu_{y} n_{i n} \frac{\partial \varphi_{i n}}{\partial y}\right)+D_{z} \frac{\partial}{\partial z}\left(\frac{\partial n_{i n}}{\partial z}-\mu_{z} n_{i n} \frac{\partial \varphi_{i n}}{\partial z}\right)=0,  \tag{14}\\
0<x<L_{x}, 0<y<L_{y}, 0<z<L_{z},
\end{gather*}
$$

with BCs (5)-(6). We denote the solution of the problem (12)-(14), (5)-(6) as:

$$
\begin{gather*}
n_{i n}(x, y, z)=n(x, y, z, t=0), N_{\text {in }}(x, y, z)=N(x, y, z, t=0),  \tag{15}\\
\varphi_{\text {in }}(x, y, z)=\varphi(x, y, z, t=0) .
\end{gather*}
$$

Let us note that if the EEF is absent $\left(E_{x}=E_{y}=E_{z}=0\right)$, then the initial distributions of the functions are homogeneous along the spatial coordinates

$$
\begin{equation*}
\varphi_{\text {in }}(x, y, z)=0, n_{i n}(x, y, z)=N_{\text {in }}(x, y, z)=n_{e q}, 0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0 \leq z \leq L_{z} . \tag{16}
\end{equation*}
$$

### 2.3. The Charge Conservation Law and Its Correlation with the Neumann Problem's Solvability

For the problem under consideration, the charge conservation law occurs if the charge flows through the semiconductor surfaces (conditions (6)) are absent.

$$
\begin{equation*}
Q(t)=\int_{\Omega}(n(x, y, z, t)-N(x, y, z, t)) d x d y d z=\text { const, } x, y, z \in \Omega, t \geq 0 \tag{17}
\end{equation*}
$$

Because a semiconductor is electrically neutral before the optical pulse action, the problem invariant is equal to zero: $Q(t)=Q(0)=0$.

We follow this invariant when providing the computation because it is crucial for a computer simulation of the process: changing the invariant $Q(t)$ leads to no correspondence of the numerical solution of the problem to its physical one. In turn, as it is well-known [4,5], the necessary and sufficient condition of the solvability for the Neumann problem for the Poisson equation is the integral equality, which follows from the Gauss theorem [6]:

$$
\begin{equation*}
\int_{\Omega} f(x, y, z) d x d y d z=-\int_{\partial \Omega} g(x, y, z) d x d y d z \tag{18}
\end{equation*}
$$

where $f(x, y, z)$ is the right part of the Poisson equation defined in the domain $\Omega$, and $g(x, y, z)$ is the right part of Neumann's BCs. For the problem (1), (5), condition (18) takes the form:

$$
\begin{equation*}
\gamma \int_{\Omega}(n(x, y, z)-N(x, y, z)) d x d y d z=\int_{\partial \Omega} \frac{\partial \varphi}{\partial v} d x d y d z \tag{19}
\end{equation*}
$$

where

$$
\frac{\partial \varphi}{\partial v}=\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial x}, x=\left\{0, L_{x}\right\}, y, z \in \partial \Omega \\
\frac{\partial \varphi}{\partial y}, y=\left\{0, L_{y}\right\}, x, z \in \partial \Omega \\
\frac{\partial \varphi}{\partial z}, z=\left\{0, L_{z}\right\}, x, y \in \partial \Omega
\end{array}\right.
$$

So, the right part of (19) is equal to zero if the BCs (5) are stated, and therefore, the Neumann problem's solvability condition (18) coincides with the charge conservation law (17). Thus, the FDS's conservativeness is the necessary condition for providing the Neumann problem (1), (5) solvability condition.

## 3. Numerical Method

### 3.1. Conservative Finite-Difference Scheme and Three-Stage Iteration Process for Its Implementation

To solve the set of time-dependent non-linear PDEs in the rectangular 3D domain, we develop the FDS. For this aim, we introduce uniform time and spatial meshes:

$$
\begin{gathered}
\omega_{x}=\left\{x_{i}=i h_{x}, i=\overline{0, P_{x}}, h_{x}=L_{x} / P_{x}\right\}, \omega_{y}=\left\{y_{j}=j h_{y}, j=\overline{0, P_{y}}, h_{y}=L_{y} / P_{y}\right\}, \\
\omega_{z}=\left\{z_{k}=k h_{z}, k=\overline{0, P_{z}}, h_{z}=L_{z} / P_{z}\right\}, \omega_{z}^{\prime}=\left\{z_{k}^{\prime}=(k-0.5) h_{z}, k=\overline{0, P_{z}+1}, h_{z}=L_{z} / P_{z}\right\}, \\
\omega_{t}=\left\{t_{m}=m \tau, \tau=\overline{0, P_{t}}, \tau=L_{t} / P_{t}\right\}, \omega_{t}^{\prime}=\left\{t_{m}^{\prime}=(m-0.5) \tau, m=\overline{1, P_{t}}, \tau=L_{t} / P_{t}\right\} \\
\hat{\Omega}=\omega_{x} \times \omega_{y} \times \omega_{z} \times \omega_{t}, \hat{\Omega^{\prime \prime}}=\omega_{x} \times \omega_{y} \times \omega_{z}^{\prime} \times \omega_{t}^{\prime}
\end{gathered}
$$

where $h_{x}, h_{y}, h_{z}, \tau$ are the mesh steps on the spatial coordinates and on a time coordinate, respectively; $P_{x}, P_{y}, P_{z}, P_{t}$ denote the numbers of mesh nodes on the corresponding coordinates. The mesh functions $n_{h}, N_{h}, \varphi_{h}$ are defined on the mesh $\hat{\Omega}$ :

$$
n_{i j k}^{m}=n\left(x_{i}, y_{j}, z_{k}, t_{m}\right), N_{i j k}^{m}=N\left(x_{i}, y_{j}, z_{k}, t_{m}\right), \varphi_{i j k}^{m}=\varphi\left(x_{i}, y_{j}, z_{k}, t_{m}\right) .
$$

The mesh function $I_{h}$ is defined on the mesh $\hat{\Omega^{\prime \prime}}$ with shifted nodes both on spatial coordinate $z$ and on time coordinate:

$$
I_{i j k}^{m}=I\left(x_{i}, y_{j}, z_{k}^{\prime}, t_{m}^{\prime}\right)
$$

Approximation of the beam intensity on a shifted mesh is caused by the FDS secondorder accuracy reaching. For brevity, we use below the index-free notations:

$$
\begin{gathered}
f=f_{h}=f_{i j k}^{m}=f\left(x_{i}, y_{j}, z_{k}, t_{m}\right) \\
f_{i \pm 1}=f_{i \pm 1 j k}^{m}, f_{j \pm 1}=f_{i j \pm 1 k^{\prime}}^{m} f_{k \pm 1}=f_{i j k \pm 1}^{m}, \hat{f}=f_{i j k}^{m+1}
\end{gathered}
$$

where $f$ is one of the mesh functions $n_{h}, N_{h}, \varphi_{h}$, and the following index-free notations for the mesh function $I_{h}$ :

$$
I=I_{h}=I_{i j k}^{m}=I\left(x_{i}, y_{j}, z_{k}^{\prime}, t_{m}^{\prime}\right), I_{i \pm 1}=I_{i \pm 1 j k}^{m}, I_{j \pm 1}=I_{i j \pm 1 k}^{m}, \hat{I}=I_{i j k \pm 1}^{m}
$$

We also introduce other notations in the following way:

$$
\begin{gathered}
f_{i \pm 0.5}=0.5\left(f_{i}+f_{i+1}\right), f_{j \pm 0.5}=0.5\left(f_{j}+f_{j+1}\right), f_{k \pm 0.5}=0.5\left(f_{k}+f_{k+1}\right), \\
0.5=0.5(f+\hat{f})=0.5\left(f_{i j k}^{m}+f_{i j k}^{m+1}\right), \stackrel{0.5}{I}=0.5(I+\hat{I})=0.5\left(I_{i j k}^{m}+I_{i j k+1}^{m}\right), \\
\delta=\delta_{h}\left(n_{h}, N_{h}\right), \hat{\delta}=\hat{\delta}_{h}\left(\hat{n}_{h}, \hat{N}_{h}\right), \stackrel{0.5}{\delta}=0.5(\delta+\hat{\delta}), \\
G=G_{h}=q_{0} I_{h} \delta, \hat{G}=\hat{G}_{h}=q_{0} I_{h} \hat{\delta}, \stackrel{0.5}{G}=0.5(G+\hat{G}), \\
R=R_{h}=\left(n_{h} N_{h}-n_{e q}^{2}\right) / \tau_{R}, \hat{R}=\hat{R}_{h}=\left(\hat{n}_{h} \hat{N}_{h}-n_{e q}^{2}\right) / \tau_{R}, \stackrel{0.5}{R}=0.5(R+\hat{R}) .
\end{gathered}
$$

The first and the second difference derivatives are defined in a standard way, and they are notated as follows: $f_{x}, f_{\bar{x}}, f_{\bar{x} x}, f_{y}, f_{\bar{y}}, f_{\bar{y} y}, f_{z}, f_{\bar{z}}, f_{\bar{z} z}, f_{t}$. The 3D Laplace difference operator is also stated in a standard way:

$$
\Lambda f=f_{\bar{x} x}+f_{\bar{y} y}+f_{\bar{z} z}
$$

For brevity, we introduce the finite-difference operators:

$$
\begin{gathered}
Z_{\bar{x} x}(n, \varphi)=\frac{\mu_{x}}{h_{x}}\left(n_{i+0.5} \varphi_{x}-n_{i-0.5} \varphi_{\bar{x}}\right), \hat{Z}_{\bar{x} x}(n, \varphi)=\frac{\mu_{x}}{h_{x}}\left(\hat{n}_{i+0.5} \hat{\varphi}_{x}-\hat{n}_{i-0.5} \hat{\varphi}_{\bar{x}}\right), \\
0.5 \\
Z_{\bar{x} x}(n, \varphi)=0.5\left(Z_{\bar{x} x}+\hat{Z}_{\bar{x} x}\right),
\end{gathered}
$$

and similar operators on other spatial coordinates.
Based on the Crank-Nicolson scheme and using introduced notations, we write the FDS for the problem (1)-(8):

$$
\begin{align*}
& \Lambda \hat{\varphi}=\gamma(\hat{n}-\hat{N}), i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, m>0  \tag{20}\\
& \frac{\hat{N}-N}{\tau}=\stackrel{0.5}{G}-\stackrel{0.5}{R}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, m>0,  \tag{21}\\
& \frac{\hat{n}-n}{\tau}=D_{x}\left(\stackrel{0.5}{n \bar{x} x}-\overparen{Z}_{\bar{x} x}(n, \varphi)\right)+D_{y}\left({ }^{0.5} n_{\bar{y} y}-{ }^{0.5} Z_{\bar{y} y}(n, \varphi)\right)+  \tag{22}\\
& D_{z}\left(\stackrel{0.5}{n}_{\bar{z} z}-\stackrel{0.5}{Z}_{\bar{z} z}(n, \varphi)\right)+\stackrel{0.5}{G}-\stackrel{0.5}{R}, \\
& i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, m>0, \\
& \frac{\hat{1}-I}{h_{z}}+\delta_{0}{ }_{0}^{0.50 .5} I=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{1, P_{z}}, m>0 . \tag{23}
\end{align*}
$$

The BCs are approximated as follows:

$$
\begin{gather*}
\hat{\varphi}_{x, 0 j k}=\hat{\varphi}_{\bar{x}, P_{x} j k}=-E_{x}, \hat{\varphi}_{y, i 0 k}=\hat{\varphi}_{\bar{y}, i P_{y} k}=-E_{y}, \hat{\varphi}_{z, i j 0}=\hat{\varphi}_{\bar{z}, i j P_{z}}=-E_{z},  \tag{24}\\
i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \\
\hat{n}_{x, 0 j k}-\mu_{x} \hat{n}_{0.5 j k} \hat{\varphi}_{x, 0 j k}=\hat{n}_{\bar{x}, P_{x} j k}-\mu_{x} \hat{n}_{P_{x}-0.5 j k} \hat{\varphi}_{\bar{x}, P_{x} j k}=0, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \\
\hat{n}_{y, i 0 k}-\mu_{y} \hat{n}_{i 0.5 k} \hat{\varphi}_{y, i 0 k}=\hat{n}_{\bar{y}, i P_{y} k}-\mu_{y} \hat{n}_{i P_{y}-0.5 k} \hat{\varphi}_{\bar{y}, i P_{y} k}=0, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
\hat{n}_{z, i j 0}-\mu_{z} \hat{n}_{i j 0.5} \hat{\varphi}_{z, i j 0}=\hat{n}_{\bar{z}, i j P_{z}}-\mu_{z} \hat{n}_{i j P_{z}-0.5} \hat{\varphi}_{\bar{z}, i j P_{z}}=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}} .
\end{gather*}
$$

The initial intensity distribution is approximated in the following manner:

$$
\begin{equation*}
I_{i j 0}^{m+1}=\exp \left(-\left(\frac{h_{x}\left(i-0.5 P_{x}\right)}{0.1 L_{x}}\right)^{2}\right) \exp \left(-\left(\frac{h_{y}\left(j-0.5 P_{y}\right)}{0.1 L_{y}}\right)^{2}\right)\left(1-\exp \left(-10 t_{m+1}^{\prime}\right)\right) \tag{25}
\end{equation*}
$$

Let us note that the FDS (20)-(24) has the second order of approximation in the inner mesh nodes, while the BCs are approximated with the first order. This inconsistency is caused by reaching the FDS conservativeness [29]. The difference analog of the invariant (17) is computed by using the formula:

$$
\begin{equation*}
Q\left(t_{m}\right)=\sum_{k=1}^{P_{z}-1} \sum_{j=1}^{P_{y}-1} \sum_{i=1}^{P_{x}-1} h_{z} h_{y} h_{x}\left(n_{i j k}^{m}-N_{i j k}^{m}\right) . \tag{26}
\end{equation*}
$$

which possesses the second order of approximation with respect to the mesh node $\left(x_{i}, y_{j}, z_{k}, t_{m}+0.5 \tau\right)$, assuming the solution of the differential problem is smooth enough.

### 3.2. Three-Stage IM for FDS Implementation

As it is well-known, the splitting methods are widely used for the numerical solution of multidimensional linear and non-linear problems. Most of them are effective for 1D and 2D problems, but their generalization for the 3D case is not obvious and often leads to the method's instability. In [29], we compared the efficiency of the three-stage iterative process and the splitting method and demonstrated the drawbacks of the split-step method for the problem under consideration. The main drawback is a violation of the FDS's conservativeness. Another one is an absence of asymptotic stability (long-time stability) due to the accumulation of computational error. This manifests in the numerical solution's symmetry violation contrary to the stated conditions of the process. To overcome this issue, it is necessary to decrease the mesh steps. As the non-stationary process is under consideration, the machine time could become enormous, especially for the 3D problem solution. Contrary to the split-step method, TSIP eliminates these disadvantages, as it provides conservativeness and asymptotic (long-term) stability [29]. In turn, both methods are economic ones.

Below, at the writing iteration stages, we use notations:

$$
\begin{aligned}
& \stackrel{s+2}{0+2}_{Z_{\bar{x} x}}=0.5\left(Z_{\bar{x} x}(n, \varphi)+Z_{\bar{x} x}(\stackrel{s+2}{\hat{n}}, \stackrel{s+2}{\hat{\varphi}})\right),
\end{aligned}
$$

where $s$ denotes an iteration number. Similar notations are used for the operators ${ }^{0.5} \bar{y}_{\bar{y} y}(n, \varphi),{ }^{0.5} Z_{\bar{z} z}(n, \varphi)$ as well as for the free-electron concentration and the pulse intensity at the corresponding iteration stages. The stages of the TSIP are the following:

The first stage:

$$
\begin{equation*}
\frac{\stackrel{s+1}{\hat{N}}-N}{\tau}=\stackrel{\substack{s, s+1 \\ 0.5}}{G}-\stackrel{s, s+1}{R} \tag{27}
\end{equation*}
$$

$$
\begin{align*}
& \Lambda \stackrel{s+1}{\hat{\varphi}}=\gamma\left(\begin{array}{c}
s+1 \\
\hat{n}
\end{array}-\hat{N+1}+,\right.  \tag{29}\\
& \frac{\stackrel{s+1}{\hat{I}}-I}{h_{z}}+\delta_{0}{ }_{0}^{\frac{s+1 s+1}{0.5}} \stackrel{0.5}{I}=0, \tag{30}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{s+1}{\hat{\varphi}}_{x, 0 j k}=\stackrel{s+1}{\hat{\varphi}}_{\bar{x}, P_{x} j k}=-E_{x}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \tag{31}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{s+1}{\hat{\varphi}}_{y, i 0 k}=\stackrel{s+1}{\hat{\varphi}}_{\bar{y}, i P_{y} k}=-E_{y}, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \tag{32}
\end{align*}
$$

The second stage:

$$
\begin{equation*}
\frac{\stackrel{s+2}{\hat{N}}-N}{\tau}=\stackrel{\substack{s+1, s+2 \\ 0.5}}{G}-\stackrel{s+1, s+2}{0.5} \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
\stackrel{\substack{s+2 \\ 0.5}}{\delta}=0.5(\delta(n, N, \varphi)+\hat{\delta}(\stackrel{s+1}{\hat{n}}, \stackrel{s+2}{\hat{N}}, \stackrel{s+1}{\hat{\varphi}})) \tag{38}
\end{equation*}
$$

The third stage:

$$
\begin{equation*}
\frac{\stackrel{s+3}{\hat{N}}-N}{\tau}=\stackrel{\substack{s+2, s+3 \\ 0.5}}{G}-\stackrel{\substack{s+2, s+3 \\ 0.5}}{ } \tag{39}
\end{equation*}
$$

$$
\begin{align*}
& \Lambda^{s+3} \hat{\hat{\varphi}}=\gamma\left(\begin{array}{c}
s+3 \\
\hat{n}
\end{array}-\stackrel{s+3}{\hat{N}}\right), \tag{41}
\end{align*}
$$

$$
\begin{aligned}
& \left.\left({ }^{s+2} \hat{n}_{x}-\mu_{x} \stackrel{s+2}{\hat{n}}_{i+0.5}^{s+2} \hat{\varphi}_{x, 0 j k}\right)\right|_{i=0}=\left.\left({ }^{s+2} \hat{n}_{\bar{x}}-\mu_{x} \stackrel{s+2}{n}_{i-0.5}^{s+2} \hat{\varphi}_{\bar{x}, P_{x} j k}\right)\right|_{i=P_{x}}=0, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \\
& \stackrel{s+2}{\hat{\varphi}}_{y, i 0 k}={\stackrel{s+2}{\hat{\varphi}} \bar{y}, i P_{y} k}=-E_{y}, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
& \left.\binom{s+2}{\hat{n}_{y}-\mu_{y} \hat{n}_{j+0.5}^{s+1} \hat{\varphi}_{y, i 0 k}}\right|_{j=0}=\left.\binom{s+2}{\hat{n}_{\bar{y}}-\mu_{y}{ }^{s+1}{ }_{j-0.5}^{s+1} \hat{\varphi}_{\bar{y}, i P_{y} k}}\right|_{j=P_{y}}=0, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
& \stackrel{s+2}{\hat{\varphi}}_{z, i j 0}=\stackrel{s+2}{\hat{\varphi}}_{\bar{z}, i j P_{z}}=-E_{z}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}} . \\
& \left.\left({ }^{s+2} \hat{n}_{z}-\mu_{z} \hat{n}_{k+0.5}^{s+2} \hat{\varphi}_{z, i j 0}\right)\right|_{k=0}=\left.\left({ }^{s+2} \hat{n}_{z}-\mu_{z} \stackrel{s+2}{n}_{k-0.5}^{s+2} \hat{\varphi}_{\bar{z}, i j P_{z}}\right)\right|_{k=P_{z}}=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}} .
\end{aligned}
$$

$$
\begin{aligned}
& \Lambda \stackrel{s+2}{\hat{\varphi}}=\gamma\binom{s+2}{\hat{n}-\stackrel{s+2}{N}},
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left({ }^{s+1} \hat{n}_{y}-\mu_{y} \stackrel{s+1}{n}_{j+0.5}^{s+1} \hat{\varphi}_{y, i 0 k}\right)\right|_{j=0}=\left.\left({ }^{s+1} \hat{n}_{\bar{y}}-\mu_{y} \stackrel{s+1}{\hat{n}}_{j-0.5}^{{ }^{s+1} \hat{\varphi}_{\bar{y}, i P_{y} k}}\right)\right|_{j=P_{y}}=0, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
& \stackrel{s+1}{\hat{\varphi}_{z, i j 0}}=\stackrel{s+1}{\hat{\varphi}} \overline{z, i j P_{z}}=-E_{z}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, \\
& \left.\left(\stackrel{s+1}{n}_{z}-\mu_{z} \stackrel{s+1}{n}_{k+0.5}^{s+1} \hat{\varphi}_{z, i j 0}\right)\right|_{k=0}=\left.\left({ }^{s+1} \hat{n}_{z}-\mu_{z} \stackrel{s+1}{n}_{k-0.5}^{s+1} \hat{\varphi}_{\bar{z}, i j P_{z}}\right)\right|_{k=P_{z}}=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}} .
\end{aligned}
$$

$$
\begin{align*}
& \frac{\stackrel{s+3}{\hat{I}}-I}{h_{z}}+\delta_{0} \stackrel{\substack{s+3 s+3 \\
0.5 \\
\delta \\
I}}{0.5}=0,  \tag{42}\\
& \left.\stackrel{s+3}{0.5}=0.5(\delta(n, N, \varphi)+\hat{\delta}(\stackrel{s+2}{\hat{n}}, \stackrel{s+3}{\hat{N}}, \stackrel{s+2}{\hat{\varphi}})), \stackrel{s+2, s+3}{\hat{G}}=q_{0} \stackrel{s+2}{0.5}_{I}^{\delta}\left(\begin{array}{c}
\hat{n}, 2 \\
\hat{n} \\
\hat{N}
\end{array}, \frac{s+2}{\hat{\varphi}}\right), \stackrel{s+2, s+3}{\hat{R}}=\binom{s+2 s+3}{\hat{n}}-n_{e q}^{2}\right) / \tau_{R},  \tag{43}\\
& \stackrel{s+3}{\hat{\varphi}}_{x, 0 j k}=\stackrel{s+}{\hat{\varphi}}_{\bar{x}, P_{x} j k}=-E_{x}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}},
\end{align*}
$$

$$
\begin{align*}
& \stackrel{s+}{\hat{\varphi}}_{y, i 0 k}=\stackrel{s+}{\hat{\varphi}}_{\bar{y}, i P_{y} k}=-E_{y}, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
& \left.\left(\begin{array}{cc}
s+3 \\
\hat{n}_{y}-\mu_{y} & s+3 \\
\hat{n}_{j+0.5} & \stackrel{s+3}{\hat{\varphi}}{ }_{y, i 0 k}
\end{array}\right)\right|_{j=0}=\left.\binom{s+3}{\hat{n} \bar{y}-\mu_{y} \stackrel{s+3}{n}_{j-0.5} \stackrel{s+3}{\hat{\varphi}}_{\bar{y}, i P_{y} k}}\right|_{j=P_{y}}=0, i=\overline{0, P_{x}}, k=\overline{0, P_{z}}, \\
& \stackrel{s+3}{\hat{\varphi}}_{z, i j 0}={\stackrel{s+\hat{\varphi}_{\bar{z}}, i j P_{z}}{ }=-E_{z}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, ~}_{\text {, }} \\
& \left.\left({ }^{s+3} \hat{n}_{z}-\mu_{z} \stackrel{s+2}{\hat{n}}_{k+0.5}^{s+2} \hat{\varphi}_{z, i j 0}\right)\right|_{k=0}=\left.\left({ }^{s+3} \hat{n}_{z}-\mu_{z}{\stackrel{s+2}{ }{ }^{n}{ }_{k-0.5}^{s+2} \hat{\varphi}_{\bar{z}, i j P_{z}}}^{s}\right)\right|_{k=P_{z}}=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, \\
& I_{i j 0}^{m+1}=\exp \left(-\left(\frac{h_{x}\left(i-0.5 P_{x}\right)}{0.1 L_{x}}\right)^{2}\right) \exp \left(-\left(\frac{h_{y}\left(j-0.5 P_{y}\right)}{0.1 L_{y}}\right)^{2}\right)\left(1-\exp \left(-10 t_{m+1}^{\prime}\right)\right) . \tag{44}
\end{align*}
$$

We use values of the mesh functions at the previous time layer as the initial approach for those at the next time layer:

$$
\begin{equation*}
\stackrel{s=0}{\hat{n}}=n, \stackrel{s=0}{\hat{N}}=N, \stackrel{s=0}{\hat{\varphi}}=\varphi . \tag{45}
\end{equation*}
$$

Non-linear difference Equations (28), (35), and (40), with respect to the free-electron concentration with the corresponding BCs, are solved using the Thomas algorithm. The key issue is the choice of a numerical method for solving the Poisson equation concerning the electric field potential, and it is discussed below in Section 3.3. In turn, the numerical approach for computing the mesh function's initial distribution is presented in Section 3.4.

The criterion for the iteration process convergence is based on the relative error estimation:

The computation is continued until all inequalities (46) are satisfied in all mesh nodes.

### 3.3. Numerical Methods for the Neumann Problem Solution

According to the research's purpose, we solve the Poisson equation at each of the stages by using the DM (FFT) and the IM (ADM). We use the ADM below because the Poisson equation is linear, and, in this case, the three-stage IM may not be efficient in comparison with ADM if the mesh number is not big enough. Then, we compare the computer simulation results obtained using both methods. As mentioned above, the Neumann problem solvability condition coincides with the charge conservation law for the problem under consideration. If we use DM for the Poisson equation solution, then the difference analogs of the ratio (19) should also be valid at the problem's numerical solution. Evidently, when providing numerical experiments, the conservation law is preserved in the best case within the accuracy of the problem approximation and for the problem under consideration, this is enough for the growth of the invariant's value because of non-linear feedback between the equations concerning the electron concentration and
the electric field potential due to the electron mobility. Therefore, the Neumann problem solvability condition could not be fulfilled. As a consequence, the numerical solution will not approximate a solution to the differential problem.

Consequently, the numerical solution will not approximate a solution of the differential problem.

If we solve the Poisson equation on each of the stages by applying an IM, then it transforms into the difference "heat-conduction equation" by introducing the artificial time step $\bar{\tau}$ as an iteration parameter:

$$
\begin{equation*}
-\Lambda \hat{\varphi}+\frac{1}{\bar{\tau}}(\hat{\varphi}-\varphi)=\gamma(\hat{n}-\hat{N}), \bar{\tau}=\text { const }>0 \tag{47}
\end{equation*}
$$

At each of the time layers, one can treat this equation as the difference analog of the differential Helmholtz equation

$$
\begin{equation*}
-\Delta \varphi+\eta \varphi=f \tag{48}
\end{equation*}
$$

The Equation (48) with the Neumann BCs is well known to be uniquely solvable if the following inequality $\eta>0$ is valid [5]. Because the parameter $\bar{\tau}$ is always positive, the Equation (47) has a unique solution. Consequently, the solvability condition of the difference Equation (47) with the Neumann BCs does not coincide with the conservation law (28) for the problem under consideration in contrast to the case of applying DM to the Poisson equation solution.

To apply the ADM [21], we introduce the auxiliary mesh functions $F$ and $\Phi$, defined on the spatial mesh $\omega_{x} \times \omega_{y} \times \omega_{z}$. Function $F$ corresponds to the electric field potential for the iteration process stages (27)-(44): $F \Rightarrow\left\{\begin{array}{ccc}s+1 & s+2 \\ \hat{\varphi} ; & \stackrel{s+3}{\hat{\varphi}} ; & \hat{\varphi}\end{array}\right\}$. Function $\Phi$ is the corresponding Poisson equation's right part $\hat{\Phi}=\gamma\{(\stackrel{s+1}{n}-\stackrel{s+1}{\hat{N}}) ;(\stackrel{s+2}{\hat{n}}-\stackrel{s+2}{\hat{N}}) ;(\stackrel{s+3}{\hat{n}}-\stackrel{s+3}{\hat{N}})\}$-on each of the iteration stages. As a result, the iteration process for the Poisson equations on each of the stages is written in the following manner:

$$
\begin{align*}
& \frac{\stackrel{b+1 / 3}{F}-\stackrel{b}{F}}{\bar{\tau} / 3}=\frac{3}{2} \stackrel{b}{F}_{\bar{x} x}-\frac{1}{2} \stackrel{b}{\bar{x}} x+\stackrel{b}{F}_{\bar{y} y}+\stackrel{b}{F}_{\bar{z} z}-\hat{\Phi},  \tag{49}\\
& \left.\stackrel{b+1 / 3}{F_{x}}\right|_{i=0}=\left.\stackrel{b+1 / 3}{F_{\bar{x}}}\right|_{i=P_{x}}=-E_{x}, \\
& j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{b+2 / 3}{F}-2^{b+1 / 3}{ }^{\frac{b}{\tau}}+3}{\bar{\tau}}=\frac{b}{2}\left({ }^{b+2 / 3} \stackrel{\rightharpoonup}{y} y^{F^{\prime}}-\stackrel{b}{F_{\bar{y} y}}\right),  \tag{50}\\
& \left.\stackrel{b+2 / 3}{F_{y}}\right|_{j=0}=\left.\stackrel{b+2 / 3}{F_{y}}\right|_{j=P_{y}}=-E_{y}, \\
& i=\overline{1, P_{x}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{b+1}{F}-3 / 2^{b+2 / 3}{ }^{F}+1 / 2 \stackrel{b}{F}}{\bar{\tau} / 3}=\frac{3}{2}\left(\stackrel{b+1}{F_{\bar{z} z}}-\stackrel{b}{F_{\bar{z} z}}\right)  \tag{51}\\
& \left.\stackrel{b+1}{F_{z}}\right|_{k=0}=\left.\stackrel{b+1}{F_{\bar{z}}}\right|_{k=P_{z}}=-E_{z}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1} .
\end{align*}
$$

Above $b, b+1 / 3, b+2 / 3, b=0,1,2 \ldots$ are the iteration numbers. As the initial approach of the function $\stackrel{b=0}{F}$, we take the electric field potential computed on the previous iteration of the process (27)-(44).

Excluding $\stackrel{b+1 / 3}{F}, \stackrel{b+2 / 3}{F}$, the system (49)-(51) could be presented in operator form

$$
\begin{equation*}
\frac{\stackrel{b+1}{F}-\stackrel{b}{F}}{\bar{\tau}}-\Lambda \frac{\stackrel{b+1}{F}+\stackrel{b}{F}}{2}+\frac{\bar{\tau}^{2}}{4}\left(\Lambda_{\bar{x} x} \Lambda_{\bar{y} y}+\Lambda_{\bar{x} x} \Lambda_{\bar{z} z}+\Lambda_{\bar{y} y} \Lambda_{\bar{z} z}\right) \frac{\stackrel{b+1}{F}-\stackrel{b}{F}}{\bar{\tau}}-\frac{\bar{\tau}^{3}}{8} \Lambda_{\bar{x} x} \Lambda_{\bar{y} y} \Lambda_{\bar{z} z} \frac{\stackrel{b+1}{F}-\stackrel{b}{F}}{\bar{\tau}}-\hat{\Phi}=0 \tag{52}
\end{equation*}
$$

As it is well-known, such kinds of FDSs are unconditionally stable [21].
Each of the Equations (49)-(51) is solved by using the Thomas algorithm. The process is stopped if the estimation for the residual of the Poisson equation is satisfied:

$$
\begin{equation*}
\left|\stackrel{b+1}{F}_{\bar{x} x}+\stackrel{b+1}{F}_{\bar{y} y}+\stackrel{b+1}{F}_{z z}-\hat{\Phi}\right|<\varepsilon_{3}, \varepsilon_{3}>0 \tag{53}
\end{equation*}
$$

for all inner mesh nodes. As a result, the field potential at the corresponding iteration of the multi-stage process is equal to the function $\stackrel{b+1}{\hat{F}}$ (for example, if there is a third stage of the iteration process, then $\stackrel{s+3}{\hat{\varphi}}=\stackrel{b+1}{\hat{F}}$ ).

Remark 2. Alternatively, it is possible to solve the Poisson equation on each of the stages by applying the TSIP:

$$
\begin{align*}
& \frac{\stackrel{b+1}{\hat{F}}-F}{\bar{\tau}}=\frac{1}{2}\left(\stackrel{b+1}{\hat{F}}_{\bar{x} x}+{\stackrel{b}{F_{\bar{y}}}}+\stackrel{b}{F}_{\bar{z} z}\right)+\frac{1}{2}\left(F_{\bar{x} x}+F_{\bar{y} y}+F_{\bar{z} z}\right)-\hat{\Phi},  \tag{54}\\
& \left.\stackrel{b+1}{F_{x}}\right|_{i=0}=\left.\stackrel{b+1}{F_{\bar{x}}}\right|_{i=P_{x}}=-E_{x}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{b+2}{\hat{F}}-F}{\bar{\tau}}=\frac{1}{2}\left({ }^{b+1}{ }_{\bar{F} x}+\stackrel{b+2}{\hat{F}}_{\bar{y} y}+\stackrel{b}{F}_{\bar{z} z}\right)+\frac{1}{2}\left(F_{\bar{x} x}+F_{\bar{y} y}+F_{\bar{z} z}\right)-\hat{\Phi},  \tag{55}\\
& \left.\stackrel{b+2}{F_{y}}\right|_{j=0}=\left.\stackrel{b+2}{F_{\bar{y}}}\right|_{j=P_{y}}=-E_{y}, i=\overline{1, P_{x}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{b}{F}_{\hat{F}}-F}{\bar{\tau}}=\frac{1}{2}\left({ }^{b+1} \hat{F}_{\bar{x} x}+\stackrel{b+2}{\hat{F}}_{\bar{y} y}+\stackrel{b+3}{\hat{F}}_{\bar{z} z}\right)+\frac{1}{2}\left(F_{\bar{x} x}+F_{\bar{y} y}+F_{z z}\right)-\hat{\Phi},  \tag{56}\\
& \left.\stackrel{b+3}{F_{z}}\right|_{k=0}=\left.\stackrel{b+3}{F_{\bar{z}}}\right|_{k=P_{z}}=-E_{z}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1},
\end{align*}
$$

with the convergence criterion:

$$
\begin{equation*}
\left|\stackrel{b+3}{F}_{\bar{x} x}+\stackrel{b+3}{F}_{\bar{y} y}+\stackrel{b+3}{F}_{\bar{z} z}-\hat{\Phi}\right|<\varepsilon_{3}, \varepsilon_{3}>0 . \tag{57}
\end{equation*}
$$

Section 4 presents some relevant computer simulation results obtained using TSIP (54)-(57). These computations require more computational time than modified ADM (49)-(51); they have the same number of iterations but different operation numbers.

### 3.4. Numerical Method for Finding the Initial Distributions of the Mesh Functions

Accounting for the solvability condition of the Neumann problem for the difference Poisson equation, we replace the set of Equations (12)-(14) with equivalent ones by introducing a pseudo-time in each of the equations:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial \bar{t}}=\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}+\frac{\partial^{2} \varphi}{\partial z^{2}}-\gamma(n-N), 0<x<L_{x}, 0<y<L_{y}, 0<z<L_{z}, \bar{t}>0 \tag{58}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial N}{\partial \bar{t}}=-\frac{N n-n_{e q}^{2}}{r} \tag{59}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial n}{\partial \bar{t}}=D_{x} \frac{\partial}{\partial x}\left(\frac{\partial n}{\partial x}-\mu_{x} n \frac{\partial \varphi}{\partial x}\right)+D_{y} \frac{\partial}{\partial y}\left(\frac{\partial n}{\partial y}-\mu_{y} n \frac{\partial \varphi}{\partial y}\right)+D_{z} \frac{\partial}{\partial z}\left(\frac{\partial n}{\partial z}-\mu_{z} n \frac{\partial \varphi}{\partial z}\right)-\frac{N n-n_{e q}^{2}}{r} \tag{60}
\end{equation*}
$$

where $\bar{t}$ is a positive parameter, which characterizes the artificial time, and constant $r$ is a regularization parameter. The $\bar{t}$-dependent BCs are stated for the electric field potential:

$$
\begin{gather*}
\left.\frac{\partial \varphi(\bar{t})}{\partial x}\right|_{x=0, L_{x}}=-E_{x} \cdot\left(1-e^{-\frac{\bar{t}}{\tau_{\varphi}}}\right), 0 \leq y \leq L_{y}, 0 \leq z \leq L_{z}  \tag{61}\\
\left.\frac{\partial \varphi(\bar{t})}{\partial y}\right|_{y=0, L_{y}}=-E_{y} \cdot\left(1-e^{-\frac{\bar{t}}{\tau_{\varphi}}}\right) \\
0 \leq x \leq L_{x}, 0 \leq z \leq L_{z} \\
\left.\frac{\partial \varphi(\bar{t})}{\partial z}\right|_{z=0, L_{z}}=-E_{z} \cdot\left(1-e^{-\frac{\bar{t}}{\tau_{\varphi}}}\right) \\
0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}
\end{gather*}
$$

The multiplier $\left(1-e^{-\bar{t} / \tau_{\varphi}}\right)$ is introduced to provide smooth reaching a steady-state of the electric field strength, and $\tau_{\varphi}$ is a positive parameter characterizing a rate of exponent tending to zero. The BCs for the free-electron concentration are stated as in (6). The initial conditions for the Equations (58)-(60) are:

$$
\begin{equation*}
\left.\varphi\right|_{t=0}=0,\left.n\right|_{t=0}=\left.N\right|_{t=0}=n_{e q}, 0 \leq x \leq L_{x}, 0 \leq y \leq L_{y}, 0 \leq z \leq L_{z} \tag{62}
\end{equation*}
$$

So, to obtain initial distributions of the semiconductor characteristics at the arbitrary BCs, we approximate the system (58)-(61), (6) by FDS and realize it by using the iteration process:

$$
\begin{align*}
& \frac{\stackrel{s+1}{N}-\stackrel{s}{N}}{\bar{\tau}_{s}}=-\frac{\stackrel{s}{n} \stackrel{s}{N}-n_{0}^{2}}{r}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \tag{63}
\end{align*}
$$

$$
\begin{align*}
& i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{s+1}{\varphi}-\stackrel{s}{\varphi}}{\overline{\tau_{s}}}=\stackrel{s+1}{\varphi}_{\bar{x} x}+\stackrel{s}{\varphi}_{\bar{y} y}+\stackrel{s}{\varphi}_{\bar{z} z}-\gamma(\stackrel{s+1}{n}-\stackrel{s+1}{N}), i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \stackrel{s+1}{\hat{\varphi}}{ }_{x, 0 j k}=\stackrel{s+1}{\hat{\varphi}}{ }_{\bar{x}, P_{x} j k}=-E_{x}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \\
& \left.\left(\begin{array}{c}
s+1 \\
\hat{n}_{x}-\mu_{x} \hat{n}_{i+0.5} \\
\hat{\varphi}_{x, 0 j k}
\end{array}\right)\right|_{i=0}=\left.\left(\begin{array}{c}
s+1 \\
\hat{n}_{\bar{x}}-\mu_{x} \hat{n}_{i-0.5} \\
\hat{\varphi}_{\bar{x}, P_{x} j k}
\end{array}\right)\right|_{i=P_{x}}=0, j=\overline{0, P_{y}}, k=\overline{0, P_{z}} ; \\
& \frac{\stackrel{s+2}{N}-\stackrel{s+1}{N}}{\bar{\tau}_{s}}=-\frac{\stackrel{s+1{ }_{n}+2}{N}-n_{0}^{2}}{r}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}}, \tag{64}
\end{align*}
$$

$$
\begin{align*}
& i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{s+2}{\varphi}-{ }_{\bar{s}+1}^{\varphi}}{\bar{\tau}_{s}}=\stackrel{s+1}{\varphi}_{\bar{x} x}+\stackrel{s+2}{\varphi}_{\bar{y} y}+\stackrel{s+1}{\varphi}_{\bar{z} z}-\gamma(\stackrel{s+2}{n}-\stackrel{s+2}{N}), i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \stackrel{s+2}{\hat{\varphi}}_{y, i 0 k}=\stackrel{s+2}{\hat{\varphi}}_{\bar{y}, i P_{y} k}=-E_{y,} \\
& \left.\left(\begin{array}{c}
s+2 \\
\hat{n} \\
y
\end{array} \mu_{y} \stackrel{s+1}{\hat{n}}_{j+0.5} \stackrel{s+1}{\hat{\varphi}}_{y, i 0 k}\right)\right|_{j=0}=\left.\left({ }^{s+2} \hat{n}_{\bar{y}}-\mu_{y} \stackrel{s}{\hat{n}}_{j-0.5} \stackrel{s+1}{\hat{\varphi}}_{\bar{y}, i P_{y} k}\right)\right|_{j=P_{y}}=0, i=\overline{0, P_{x}}, k=\overline{0, P_{z}} ; \\
& \frac{\stackrel{s+3}{N}-\stackrel{s+2}{N}}{\bar{\tau}_{s}}=-\frac{\stackrel{s+2^{s+3}}{N}-n_{0}^{2}}{r}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}},  \tag{65}\\
& \frac{\stackrel{s+3}{n-}-\frac{s+2}{\bar{\tau}_{s}}}{}=D_{x}\left(\stackrel{s+2}{n}_{\bar{x} x}-Z_{\bar{x} x}(\stackrel{s+2}{n}, \stackrel{s+2}{\varphi})\right)+D_{y}\left(\stackrel{s+2}{n}_{\bar{y} y}-Z_{\bar{y} y}(\stackrel{s+1}{n}, \stackrel{s+1}{\varphi})\right)+D_{z}\left(\begin{array}{c}
\stackrel{+3}{n} \\
\bar{z} z
\end{array}-Z_{\bar{z} z}(\stackrel{s+2}{n}, \stackrel{s+2}{\varphi})\right)-\frac{\stackrel{s+2 s+3}{n}-n_{0}^{2}}{r}, \\
& i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \frac{\stackrel{s+3}{\varphi}-\stackrel{s+2}{\varphi}_{\bar{\tau}_{s}}}{=} \stackrel{s+2}{\varphi}_{\bar{x} x}+\stackrel{s+2}{\varphi}_{\bar{y} y}+\stackrel{s+3}{\varphi}_{\bar{z} z}-\gamma(\stackrel{s+3}{n}-\stackrel{s+3}{N}), i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1}, \\
& \stackrel{s+3}{\hat{\varphi}}_{z, i j 0}=\stackrel{s+3}{\hat{\varphi}}_{\bar{z}, i j P_{z}}=-E_{z}, \\
& \left.\binom{s+3}{\hat{n}_{z}-\mu_{z} \hat{n}_{k+0.5} \hat{S}_{z, i j 0}^{+2}}\right|_{k=0}=\left.\binom{s+3}{\hat{n}_{z}-\mu_{z} \hat{n}_{k-0.5} \hat{\varphi}_{\bar{q}, i j P_{z}}}\right|_{k=P_{z}}=0, i=\overline{0, P_{x}}, j=\overline{0, P_{y}} .
\end{align*}
$$

The iteration process convergence criterion is given by the formulas:

$$
\begin{align*}
& \left|{ }_{n}^{s+3^{s+3}} N-n_{0}^{2}\right|<\bar{\varepsilon}, i=\overline{0, P_{x}}, j=\overline{0, P_{y}}, k=\overline{0, P_{z}},  \tag{66}\\
& \left|D_{x}\left(\stackrel{s+3}{n}_{\bar{x} x}-Z_{\bar{x} x}(\stackrel{s+3}{n}, \stackrel{s+3}{\varphi})\right)+D_{y}\left(\stackrel{s+3}{n}_{\bar{y} y}-Z_{\bar{y} y}(\stackrel{s+3}{n}, \stackrel{s+3}{\varphi})\right)+D_{z}\left(\stackrel{s+3}{n}_{\bar{z} z}-Z_{\bar{z} z}(\stackrel{s+3}{n}, \stackrel{s+3}{\varphi})\right)\right|<D_{\min } \bar{\varepsilon}, \\
& D_{\min }=\min \left\{D_{x}, D_{y}, D_{z}\right\}, i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1} \text {, } \\
& |\Lambda \stackrel{s+3}{\varphi}-\gamma(\stackrel{s+3}{n}-\stackrel{s+3}{N})|<\bar{\varepsilon}, i=\overline{1, P_{x}-1}, j=\overline{1, P_{y}-1}, k=\overline{1, P_{z}-1},
\end{align*}
$$

where $\bar{\varepsilon}$ is a positive constant. If these inequalities are satisfied, the obtained values are stated as $\varphi_{i n}, n_{i n}$, and $N_{i n}$ for the iteration process (27)-(44).

Remark 3. Above, we proposed the method of computing the initial function distributions if the three components of the EEF are non-zero. However, we should stress that we consider the case of $E E F$ with one or two spatial components in a computer simulation. In the particular case, if the EEF acts only along one spatial coordinate, then the initial function distributions are governed by the following set of equations (for definiteness, we consider $E_{x} \neq 0$ ):

$$
\begin{gathered}
\frac{\partial^{2} \varphi_{i n}(x, y, z)}{\partial x^{2}}=\gamma\left(n_{e q} e^{\mu_{x} \varphi_{i n}(x, y, z)}-n_{e q} e^{-\mu_{x} \varphi_{i n}(x, y, z)}\right) \\
n_{i n}(x, y, z)=n_{e q} e^{\mu_{x} \varphi_{i n}(x, y, z)}, N_{i n}(x, y, z)=n_{e q} e^{-\mu_{x} \varphi_{i n}(x, y, z)}
\end{gathered}
$$

## 4. Computer Simulation Results

Below, we compare the computer simulation results obtained using DM (FFT) and IM for solving the Neumann problem for the Poisson equation involved in the set (1)-(4) of the equations and accounting for the action of EEF on a semiconductor at statement of the BCs.

We evaluate the method's efficiency in dependence on the EEF strength and directions of the electric field action. We also follow the invariant (26) to assess the method's accuracy.

For the DM implementation, the FFT code belonging to the Intel Math Kernel Library (Poisson Library Routines) is applied to solve the Poisson equation. The solver uses the forward and backward FFT. The description of the library application stresses that "For Poisson equation with Neumann BCs the right-hand side of the problem cannot be arbitrary. Poisson Library verifies that the classical solution exists (up to rounding errors). In any case, Poisson Library computes the normal solution, that is, the solution that has the minimal Euclidean norm of residual" [41].

ADM (49)-(51) as well as TSIPs (27)-(45) are realized as the computer codes developed using $C++$ language.

The algorithm for solving the problem (20)-(25) is the following. Firstly, we compute the functions at the initial time moment based on the Formulas (63)-(65). Further, we use them to start the iteration process (27)-(44). On each of the iterations, we compute the 3D Poisson equation using one of the discussed methods (ADM or FFT). We provide computations for the following cases: EEF acts only along the longitudinal coordinate or along one of the transverse coordinates ( $x$-axis, for example), or acts simultaneously along longitudinal and transverse ones. The problem (1)-(4) parameters have the following values:

$$
\begin{gathered}
E_{y}=0, \gamma=1000, D_{x}=D_{y}=D_{z}=10^{-5}, \mu_{x}=\mu_{y}=\mu_{z}=1, \delta_{0}=2, n_{0}=0.01 \\
q_{0}=1.5, \tau_{R}=1, \psi=2.553, \xi=3, L_{x}=L_{y}=L_{z}=1
\end{gathered}
$$

The mesh steps and the iteration process parameters are taken as follows:
$\tau=10^{-3}, h_{x}=h_{y}=10^{-2}, h_{z}=10^{-2}$ or $h_{z}=10^{-3} ; \varepsilon_{1}=10^{-6}, \varepsilon_{2}=10^{-8} ; \bar{\tau}=10^{-3}, \varepsilon_{3}=10^{-3}$.
The mesh step on a time coordinate has different values in computational experiments, and it is defined in figure captures. To study the influence of the external electric field component $E_{z}$, acting along the optical pulse propagation direction, we also provide computation with the decreased mesh step $h_{z}$. The parameters for the computation of the initial distributions of the functions are chosen as: $\bar{\tau}_{s}=10^{-4}, r=10^{-3}, \bar{\varepsilon}=10^{-4}$.

For definiteness, below, discussing the computer modeling results, we mark the electric field potential using the index IM if we solve the Poisson equation using ADM (49)-(51) and the index DM and if we apply the FFT for this aim: $\varphi_{I M}, n_{I M}$ and $\varphi_{D M}, n_{D M}$, respectively.

In Figure 1, we show 2D projections of the electric field potential and free-electron concentration distributions in a moment of time $t=100$. It is easy to see the strong influence of the EEF on them. If the EEF is absent and the incident beam profile is defined in the form (7), then the computed functions are symmetrical with respect to the center of the semiconductor's illuminated area. Preserving the solution symmetry is an important feature that allows us to estimate the numerical method's correctness. However, if the EEF acts on a semiconductor along the transverse coordinate, then the function distributions become asymmetric, complicating the evaluation of the obtained numerical solution. The distribution of the free-electron concentration represents a complicated spatial-temporal oscillating structure (Figure 1, right column). It should be stressed that these distributions depend significantly on the choice of numerical method.

As mentioned above, conservativeness is one of the most important properties of the FDS on par with numerical method stability. Let us consider how a Poisson equation's solution method affects invariant preservation accuracy. As follows from Figure 2, at using IM, the invariant is preserved with very high accuracy: $Q(t)$ order is about $10^{-12}$ of magnitude if EEF is absent or it acts in one direction (along the optical pulse propagation or in the opposite direction). The invariant value increases by three orders up to a magnitude of $10^{-8}$ if the EEF acts in two directions. Thus, the 2D EEF influences the preservation of the invariant more strongly than an action of the 1D EEF. Such $Q(t)$ preservation accuracy is enough for providing the conservativeness property of the FDS if accounting for the
order of the FDS approximation. Moreover, as follows from Table 1, the invariant value practically does not grow over time after reaching a certain value.


Figure 1. Distributions of the electric field potential ( $\mathbf{a}, \mathbf{c}, \mathbf{e}$ ) and the free-electron concentration ( $\mathbf{b}, \mathbf{d}, \mathbf{f}$ ) at time moment $t=100$ computed using TSIP (27)-(44) for solving the set of Equations (1)-(8) and IM (ADM) (49)-(51) for the Poisson Equation (1) solution with the EEF component values: $E_{x}=0, E_{z}=0$ $(\mathbf{a}, \mathbf{c}) ; E_{x}=10, E_{z}=10(\mathbf{b}, \mathbf{d}) ; E_{x}=10, E_{z}=-10(\mathbf{e}, \mathbf{f})$.

(a)

(b)

Figure 2. Invariant $Q(t)$ evolution at solving the Poisson Equation (1) using IM (ADM) with the EEF components values: $E_{x}=0, E_{z}=0((\mathbf{a})$, red dashed line $), E_{x}=0, E_{z}= \pm 10((\mathbf{a})$, black solid line); $E_{x}=10, E_{z}= \pm 10((\mathbf{b})$, black solid line $)$. The mesh step on z-coordinate $h_{z}=10^{-2}$.

Table 1. Comparison of the invariant's $Q(t)$ computation accuracy at using IM (ADM) or DM (FFT) for the Poisson equation solution with various values of the external electric field components.

|  |  | $\begin{aligned} & E_{x}=0 \\ & E_{z}=0 \end{aligned}$ | $\begin{gathered} E_{x}=10 \\ E_{z}=0 \end{gathered}$ | $\begin{gathered} E_{x}=0 \\ E_{z}=10 \end{gathered}$ | $\begin{gathered} E_{x}=0 \\ E_{z}=-10 \end{gathered}$ | $\begin{aligned} & E_{x}=10 \\ & E_{z}=10 \end{aligned}$ | $\begin{aligned} E_{x} & =10 \\ E_{z} & =-10 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}=0$ |  | 0 | $9.08 \times 10^{2}$ | $3.73 \times 10^{-17}$ | $3.73 \times 10^{-17}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
| $\mathrm{t}=5$ | IM | $6.30 \times 10^{-15}$ | $2.68 \times 10^{-12}$ | $2.6810^{-12}$ | $2.68 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $9.40 \times 10^{-9}$ | $1.10 \times 10^{-6}$ | $2.27 \times 10^{-6}$ | $1.17 \times 10^{-6}$ | $3.94 \times 10^{-6}$ | $2.78 \times 10^{-6}$ |
| $\mathrm{t}=10$ | IM | $1.64 \times 10^{-14}$ | $2.69 \times 10^{-12}$ | $2.69 \times 10^{-12}$ | $2.69 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $5.19 \times 10^{-8}$ | $2.16 \times 10^{-6}$ | $6.32 \times 10^{-6}$ | $1.45 \times 10^{-6}$ | $9.68 \times 10^{-6}$ | $4.77 \times 10^{-6}$ |
| $\mathrm{t}=20$ | IM | $3.77 \times 10^{-14}$ | $2.71 \times 10^{-12}$ | $2.71 \times 10^{-12}$ | $2.72 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $3.31 \times 10^{-7}$ | $4.09 \times 10^{-6}$ | $1.67 \times 10^{-5}$ | $7.83 \times 10^{-7}$ | $2.34 \times 10^{-5}$ | $7.47 \times 10^{-6}$ |
| $\mathrm{t}=40$ | IM | $8.22 \times 10^{-14}$ | $2.76 \times 10^{-12}$ | $2.75 \times 10^{-12}$ | $2.77 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $8.61 \times 10^{-7}$ | $7.97 \times 10^{-6}$ | $3.95 \times 10^{-5}$ | $2.27 \times 10^{-8}$ | $5.31 \times 10^{-5}$ | $1.34 \times 10^{-5}$ |
| $\mathrm{t}=60$ | IM | $1.28 \times 10^{-13}$ | $2.81 \times 10^{-12}$ | $2.80 \times 10^{-12}$ | $2.82 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $1.35 \times 10^{-6}$ | $1.18 \times 10^{-5}$ | $6.32 \times 10^{-5}$ | $5.06 \times 10^{-7}$ | $8.36 \times 10^{-5}$ | $2.05 \times 10^{-5}$ |
| $\mathrm{t}=80$ | IM | $1.75 \times 10^{-13}$ | $2.86 \times 10^{-12}$ | $2.85 \times 10^{-12}$ | $2.87 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $1.86 \times 10^{-6}$ | $1.57 \times 10^{-5}$ | $8.74 \times 10^{-5}$ | $1.66 \times 10^{-6}$ | $1.10 \times 10^{-4}$ | $2.82 \times 10^{-5}$ |
| $t=100$ | IM | $2.22 \times 10^{-13}$ | $2.91 \times 10^{-12}$ | $2.89 \times 10^{-12}$ | $2.92 \times 10^{-12}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $2.36 \times 10^{-6}$ | $1.95 \times 10^{-5}$ | $1.10 \times 10^{-4}$ | $3.82 \times 10^{-6}$ | $1.40 \times 10^{-4}$ | $3.66 \times 10^{-5}$ |

In contrast, at using DM for the Neumann problem solution, the conservativeness of the FDS is violated: the invariant's value grows over time even at the zero-value EEF (see Figure 3 and Table 1). There is also a dependence of the invariant's growth on the direction of EEF action. For example, if $E_{x}=0, E_{z}=10$ the invariant is equal to $Q(100)=1.1 \times 10^{-4}$. If the EEF is directed along the $z$-axis $E_{x}=0, E_{z}=-10$, then the invariant's value decreases by two orders: $Q(100)=3.82 \times 10^{-6}$. In this case, as follows from Figure 3, the invariant's growth occurs approximately linearly, and evidently, it continues in time. The reason for such invariant evolution at using DM for the Poisson equation solution is the Neumann problem solvability condition violation. Due to the non-linear feedback between the equations concerning the charged particle concentrations and the electric field potential,
the round-off errors accumulate and, consequently, induce errors in computing the right part of the Poisson equation.


Figure 3. Invariant $Q(t)$ evolution at solving the Poisson Equation (1) using DM with the EEF components values: $E_{x}=0, E_{z}=0, h_{z}=10^{-2}$ (a, red dotted line), $E_{x}=10, E_{z}=0, h_{z}=10^{-2}$ $((\mathbf{a})$, black solid line $), E_{x}=10, E_{z}=-10, h_{z}=10^{-2}(\mathbf{a}$, blue dashed line $), E_{x}=0, E_{z}=-10$, $h_{z}=10^{-2}((\mathbf{a})$, blue solid line $) ; E_{x}=10, E_{z}=10, h_{z}=10^{-2}((\mathbf{b})$, blue dashed line $), E_{x}=0, E_{z}=10$, $h_{z}=10^{-2}((\mathbf{b})$, black solid line $), E_{x}=0, E_{z}=10, h_{z}=10^{-3}((\mathbf{b})$, red dotted line $)$.

Computer experiments show that the EEF presence (a case of the inhomogeneous Neumann BCs) essentially influences the gradient and magnitude of the invariant's growth. This could be avoided by using a mesh with decreased steps. This can be seen in Figure 3b by comparing the black solid and the red dotted lines. However, decreasing the mesh steps leads to an unacceptable computational cost when solving multidimensional timedependent problems.

A more detailed quantitative analysis of the invariant change is presented in Table 1. One can see that the invariant's value at the initial time moment directly depends on the EEF: $Q(0)$ is equal to zero if the external electric field is absent. If the EEF acts only along the transverse spatial coordinate or only along the longitudinal one, then $Q(0)$ has an order of magnitude about $10^{-20}$ or $10^{-17}$, respectively. The invariant's value increases up to an order of $10^{-8}$ if the EEF acts in both spatial directions. The influence of the choice of the numerical method for the Poisson equation solutions is obvious: we see that invariant $Q(t)$ values with the time growth differ by several orders of magnitude (Table 1). At providing computation using IM, the invariant's $Q(t)$ value increases up to several orders of magnitude (nevertheless maintaining a high accuracy) in the very short time interval at the beginning of computation in comparison with its value at the initial time moment. Then, it practically does not change. The situation becomes the opposite at using DM: regardless of the invariant's computation accuracy at the initial time moment, its value increases in time.

We stress the absence of the problem solution's stability if the Poisson equation is solved by using the DM (Table 2). Increasing the computation accuracy for computation of the initial functions' distribution by increasing the severity of the criterion (66) ( $\bar{\varepsilon}=10^{-6}$ ) does not improve the numerical solution's stability despite decreasing the invariant by three orders of magnitude at the initial time moment. However, it grows quickly in time and coincides with the $Q(t)$ values obtained with $\bar{\varepsilon}=10^{-4}$ (Table 2, white lines). In contrast, when applying IM, the increase in the accuracy of the initial functions' distribution computation leads to the corresponding increase in accuracy of the preservation $Q(t)$ (Table 2, gray lines).

Table 2. Influence of the accuracy of the initial functions' distribution on the problem invariant's computation accuracy computed for the 2D external electric field $E_{x}=10, E_{z}=10$.

|  |  | $\mathbf{t}=\mathbf{0}$ | $\mathbf{t}=\mathbf{1 0}$ | $\mathbf{t}=\mathbf{2 0}$ | $\mathbf{t}=\mathbf{6 0}$ | $\mathbf{t}=\mathbf{8 0}$ | $\mathbf{t}=\mathbf{1 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{\varepsilon}<10^{-4}$ | IM | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ | $4.23 \times 10^{-8}$ |
|  | DM | $4.23 \times 10^{-8}$ | $9.68 \times 10^{-6}$ | $2.34 \times 10^{-5}$ | $8.36 \times 10^{-5}$ | $1.10 \times 10^{-4}$ | $1.14 \times 10^{-4}$ |
| $\bar{\varepsilon}<10^{-6}$ | IM | $4.38 \times 10^{-11}$ | $4.38 \times 10^{-11}$ | $4.38 \times 10^{-11}$ | $4.39 \times 10^{-11}$ | $4.40 \times 10^{-11}$ | $4.40 \times 10^{-11}$ |
|  | DM | $4.38 \times 10^{-11}$ | $9.72 \times 10^{-6}$ | $2.35 \times 10^{-5}$ | $8.36 \times 10^{-5}$ | $1.10 \times 10^{-4}$ | $1.14 \times 10^{-4}$ |

Analysis of the numerical solution of the problem (20)-(25) demonstrates a considerable difference between solutions obtained using IM or DM for the Poisson equation solution. Below, we denote them as $\varphi_{I M}, \varphi_{D M}$, respectively. Similar notations are used for the free-electron concentrations: $n_{I M}, n_{D M}$. In Figures 4 and 5, we clearly see the difference between the electric field potential $\varphi_{I M}$ and $\varphi_{D M}$ distributions along both the $x$-coordinate and the $z$-coordinate computed with the same mesh steps. This difference is more significant if the EEF acts in two directions (Figure 5). To understand which solution is more accurate, we provide computations with a refined mesh (Figure 4) and follow the accuracy of invariant $Q(t)$ (Table 3). If the mesh step $h_{z}$ (the step along direction of the EEF acting) is decreased, then the computer simulation results obtained using DM for the Poisson equation solution converge to those obtained by using IM: $\varphi_{I M}$ and $\varphi_{D M}$ distributions became much closer (Figure 4, red solid and blue dashed lines).


Figure 4. The electric field potential distribution along $x$-coordinate on section $y=0.5, z=0$ (a) and along $z$-coordinate on section $x=0.5, y=0.5(\mathbf{b})$ in time moment $t=100$ computed with the EEF components values $E_{x}=0, E_{z}=10$ using DM with mesh step $h_{z}=10^{-2}$ (black dotted line), with mesh step $h_{z}=10^{-3}$ (blue dashed line), and IM with mesh step $h_{z}=10^{-2}$ (red solid line). Vertical gray dotted lines define the illuminated area of a semiconductor.


Figure 5. The electric field potential distribution along $x$-coordinate in section $y=0.5, z=0$ (a) and along $z$-coordinate in section $x=0.5, y=0.5(\mathbf{b})$ in a moment $t=100$ computed with the EEF components values $E_{x}=10, E_{z}=10$ using IM (red solid line) and DM (black dashed line). The mesh step on z-coordinate $h_{z}=10^{-2}$. Vertical gray dotted lines define the illuminated area of a semiconductor.

Table 3. Comparison of invariant $Q(t)$ accuracy at using IM or DM for solving Poisson equation solution with the external electric field $E_{x}=0, E_{z}=10$ and different mesh step $h_{z}$.

|  | DM: $\boldsymbol{h}_{\boldsymbol{z}}=\mathbf{1 0}^{-\mathbf{2}}$ | DM: $\boldsymbol{h}_{\boldsymbol{z}}=\mathbf{1 0}^{-\mathbf{3}}$ | IM: $\boldsymbol{h}_{\boldsymbol{z}}=\mathbf{1 0}^{\mathbf{- 2}}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{t}=5$ | $2.27 \times 10^{-6}$ | $1.76 \times 10^{-7}$ | $2.68 \times 10^{-12}$ |
| $\mathrm{t}=10$ | $6.32 \times 10^{-6}$ | $4.8 \times 10^{-7}$ | $2.69 \times 10^{-12}$ |
| $\mathrm{t}=20$ | $1.67 \times 10^{-5}$ | $1.33 \times 10^{-6}$ | $2.72 \times 10^{-12}$ |
| $\mathrm{t}=40$ | $3.95 \times 10^{-5}$ | $3.27 \times 10^{-6}$ | $2.77 \times 10^{-12}$ |
| $\mathrm{t}=60$ | $6.32 \times 10^{-5}$ | $3.27 \times 10^{-6}$ | $2.82 \times 10^{-12}$ |
| $\mathrm{t}=80$ | $8.74 \times 10^{-5}$ | $7.43 \times 10^{-6}$ | $2.87 \times 10^{-12}$ |
| $\mathrm{t}=100$ | $1.10 \times 10^{-4}$ | $9.54 \times 10^{-6}$ | $2.92 \times 10^{-12}$ |

We see in Table 3 that using DM for the Poisson equation solution with the EEF acting in one direction the decreasing of mesh step $h_{z}$ by one order of magnitude improves the invariant conservation accuracy by two orders of magnitude. However, it is still six orders of magnitude greater than the invariant preservation accuracy reached when using IM. It should be noted that with the same mesh steps, DM computes faster than the IM: computation of up to 100 dimensionless time units takes about 63 h . In contrast, the iteration
process requires 190 h . However, decreasing the spatial step in one of the coordinates by an order increases the computation time extremally at using DM: up to 570 h . Computations are implemented on the server Dell Workstation with the processor Intel Xeon 2.6 GHz with 48 cores.

For quantitative assessment of the difference between $\varphi_{I M}$ and $\varphi_{D M}$, we introduce and investigate the following norms:

$$
\begin{gathered}
\left\|\varphi_{I M}-\varphi_{D M}\right\|_{c}=\max _{k, j, i}\left|\varphi_{I M_{i j k}}-\varphi_{D M_{i j k}}\right| \\
\left\|\varphi_{I M}-\varphi_{D M}\right\|_{L_{2}}=\sqrt{\left(\varphi_{I M}-\varphi_{D M}, \varphi_{I M}-\varphi_{D M}\right)}=\sqrt{h_{x} h_{y} h_{z} \sum_{k=0}^{P_{z}} \sum_{j=0}^{P_{y}} \sum_{i=0}^{P_{x}}\left(\varphi_{I M_{i j k}}-\varphi_{D M_{i j k}}\right)^{2}} .
\end{gathered}
$$

Similar norms are used for an assessment of a difference between the free-electron concentrations computed using IM and DM for the numerical solution of the Poisson equation.

As one can see from the graphs depicted in Figure 6, the EEF plays a fundamental role in the DM's efficiency. If the EEF action is absent, then the C-norm for the difference between $\varphi_{I M}$ and $\varphi_{D M}$ has the order of magnitude $10^{-2}$, and the $L_{2}$-norm is about $10^{-3}$ (Figure $6 \mathrm{a}, \mathrm{b}$ ). The norm values dramatically grow (up to two orders) if the EEF is non-zero: C-norm value exceeds the unit for some cases. Analyzing Figure 6c,d, we can state that the difference between numerical solutions is maximal in the case of 2D EEF or in the case of EEF acting along longitudinal coordinate. Thus, the Poisson equation solution obtained using DM differs strongly in these cases.


Figure 6. Evolution of the norms $\left(\|\cdot\|_{C}-(\mathbf{a}, \mathbf{c}) ;\|\cdot\|_{L_{2}}-(\mathbf{b}, \mathbf{d})\right)$ of the difference between the electric field potential computed using IM and DM with the EEF components values: $E_{x}=0, E_{z}=0$ ((a,b)-black solid line), $E_{x}=10, E_{z}=0((\mathbf{c}, \mathbf{d})$-red dotted line $), E_{x}=0, E_{z}=10((\mathbf{c}, \mathbf{d})$ —black solid line); $E_{x}=10, E_{z}=10((\mathbf{c}, \mathbf{d})$-blue dashed line $)$. The mesh step on $z$-coordinate is equal to $h_{z}=10^{-2}$.

In Figure 7, the free-electron concentration distribution on spatial coordinates is depicted. We see a pronounced difference in both spatial distributions at using IM or DM. They differ both in maximal values of the free-electron concentration and in spatial coordinates of their appearance. We also depict the norms of the difference between functions $n_{I M}$ and $n_{D M}$ values (Figure 8) computed using different numerical methods for the Poisson equation solution. We can see that the distinction between the obtained solutions is significant - it has the order of magnitude $10^{-1}$ in the $C$-norm and $10^{-3}$ in the $L_{2}$-norm. Their values depend on the directions of the EEF action and the number of its non-zero components. The $L_{2}$-norm increases exponentially in time (Figure 8b). So, it can be argued that the choice of the computational method for the Poisson equation solution has a fundamental role in the modeling of the process under consideration.


Figure 7. The free-electron concentration distribution computed in a moment of time $t=100$ along $x$-coordinate in section $y=0.39, z=0.09(\mathbf{a}) ; y=0.45, z=0.32$ (c) and along $z$-coordinate in section $y=0.45, y=0.32(\mathbf{b}) ; x=0.61, y=0.45$ with the EEF components values $E_{x}=0, E_{z}=10(\mathbf{a}, \mathbf{b})$ and $E_{x}=10, E_{z}=10(\mathbf{c}, \mathbf{d})$ at using IM (red solid line) and DM (black dashed line) for the Poisson equation solution. The mesh step on z-coordinate $h_{z}=10^{-2}$.


Figure 8. Evolution of the norms $\left(\|\cdot\|_{C}-(\mathbf{a}),\|\cdot\|_{L_{2}}-(\mathbf{b})\right)$ of the difference between the free-electron concentrations computed using IM and DM for the EEF components values: $E_{x}=0, E_{z}=-10$ $((\mathbf{a}, \mathbf{b})$-red solid line $) ; E_{x}=10, E_{z}=0((\mathbf{a}, \mathbf{b})$-black dotted line $) ; E_{x}=10, E_{z}=-10((\mathbf{a}, \mathbf{b})$-blue solid line). The mesh step on z-coordinate $h_{z}=10^{-2}$.

In closing this section, we compare the effectiveness of using two IMs for the Poisson Equation (1) solution: ADM (3.30)-(3.32) and TSIP (54)-(56). To demonstrate the robustness of TSIP, we estimate the computational costs of this process at the computation of the mesh functions at a new time layer. We denote the total number of iterations as $S_{i t}$, which is defined by summing both the numbers of iteration processes that are necessary to fulfill the conditions (53), (57) and the number of iterations performed to satisfy the criterion (46). As one can see in Figure 9, at the beginning of the computation, the ADM requires significantly fewer iterations than the TSIP. With time increasing, $S_{i t}$ becomes almost the same for both methods. It should be emphasized that the iteration process convergence is strongly determined by the regimes occurring in a semiconductor. Because the physical process under consideration is accompanied by forming complicated contrast dynamical structures, a number of the iterations, which are required for achieving sufficient solution accuracy, can vary significantly according to the problem parameters. From Figure 10, it follows that both methods give numerical solutions that coincide with high accuracy. To assess the difference between the solutions, we introduce additional notations: $\varphi_{A D M}, n_{A D M}$ and $\varphi_{\text {TSIP }}, n_{\text {TSIP }}$, which are the functions computed using ADM and TSIP, respectively. The $L_{1}$-norm of the difference between the functions $\varphi_{A D M}, \varphi_{T S I P}$ is computed as:

$$
\left\|\varphi_{A D M}-\varphi_{T S I P}\right\|_{L_{1}}=h_{x} h_{y} h_{z} \sum_{k=0}^{P_{z}} \sum_{j=0}^{P_{y}} \sum_{i=0}^{P_{x}}\left|\varphi_{A D M_{i j k}}-\varphi_{T S I P_{i j k}}\right|
$$



Figure 9. Number of iterations at solving the Poisson equation using ADM (49)-(51) (black solid line) and TSIP (54)-(56) (red dotted line) and computing with $\bar{\tau}=10^{-3}$ (a) and $\bar{\tau}=10^{-4}$ (b).


Figure 10. $L_{1}$-norm of difference between solutions obtained using ADM (49)-(51) and TSIP (54)-(56) for the Poisson equation at computing with iteration parameter $\bar{\tau}=10^{-3}(\mathbf{a}, \mathbf{b})$ and $\bar{\tau}=10^{-4}(\mathbf{c}, \mathbf{d})$ : the electric field potential ( $\mathbf{a}, \mathbf{c}$ ) and the free-electron concentration ( $\mathbf{b}, \mathbf{d}$ ).

Similar notations are used for the free-electron concentrations. We see that the $L_{1}$ norms of these differences have the order of magnitude $10^{-7}$ for the electric field potential (Figure 10a) and $10^{-9}$ (Figure 10c) if we provide computations with the iteration parameter $\bar{\tau}=10^{-3}$ and $\bar{\tau}=10^{-4}$, respectively. The difference between the free-electron concentrations also decreases with the iteration parameter $\bar{\tau}$ decreasing. Thus, the TSIP method applied for the 3D Poisson equation solution with the Neumann BCs demonstrates robustness and can be used alternatively to the ADM.

## 5. Conclusions

We demonstrate the inefficiency of DM application for solving the Poisson problem with inhomogeneous Neumann BCs if it is involved to the set of non-stationary non-linear PDEs with realized non-linear feedback. This is a consequence of the violation of the solvability condition of the Neumann problem. We stress that the conservation law of the problem under consideration coincides with the corresponding solvability condition. Therefore, a violation of this law for the FDS leads to a violation of the corresponding solvability condition. Using the IM for the Poisson equation solution allows us to avoid a violation of the Neumann problem solvability condition.

The difference in the results obtained using DM and IM becomes more pronounced at the action of the EEF on a semiconductor. The direction of the EEF action significantly influences the difference between numerical solutions obtained by using IM or DM. When solving the Neumann problem using IM, the problem's invariant is preserved with high accuracy: it does not grow in time. By decreasing the spatial mesh steps at using DM for a solution of the Poisson equation, it is possible to reach a coincidence of the spatial
distribution of the electric field strength obtained using IM with essentially big values of these mesh steps. However, this coincidence occurs during a limited time interval.

We demonstrated that the TSIP (54)-(56) is a promising alternative to the implicit ADM (49)-(51) for a numerical solution of 3D PDEs contained the terms describing reaction-diffusion-convection (in the case under consideration, the generation and recombination of the free charged particles, and electron diffusion and mobility). It possesses high accuracy and asymptotic stability. TSIP is easy to realize and can be used for parallelization algorithms. We highlighted that it is an economical one, as well as the ADM.

We stress that the approach presented in the study could be directly applied to many other scientific problems described by similar PDE sets, for example, in modeling cell chemotaxis or organic molecular systems [42-46].
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