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Abstract: Computational simulation is a highly reliable tool used to solve structural analysis problems.
In recent times, several techniques have been developed in the field of computational mechanics in
order to analyze non-linearities in less time, helping decision-making when structures suffer damage.
The global–local analysis is a technique to increase the efficiency of computational simulations by
using a global model to obtain boundary conditions in a coupling zone imposed on a local model.
Coupling can be performed through the primal–dual method, which is used for crack propagation
using 2D and 3D models with fine meshes, thus saving computational time. However, it has not been
implemented at a commercial level to analyze large structures such as multi-story buildings with
focused non-linearities. In this work, a global–local analysis with non-intrusive methodology and
simplified models was implemented in a cracked framed structure, using a 1D (global) and 3D (local)
coupling considering crack propagation with primal–dual interface conditions. Different lengths
of the local model were analyzed, studying their influence on the convergence of the problem, and
compared with a 3D monolithic model to check the reliability of the results. The results show that
the proposed methodology solves the problem with an error less than 10%. Furthermore, it was
determined that the dimensions of the local model affect the convergence of the problem. This work
also provides an implementation of the method for large structures containing focused non-linearities
and using commercial software, reducing computational time for the cracked structural analysis.

Keywords: global–local; non-intrusive; computational simulation; crack growth; frame elements; 3D
solids; coupling

MSC: 74S05; 74R10

1. Introduction

The structures are designed to withstand different internal forces such as traction, com-
pression, bending, cutting, torsion and combined forces. In addition, fatigue damage and
seismic provisions must be considered in the design of structural steel buildings [1,2]. The
performance of the structure is diminished under the effect of factors such as corrosion, main-
tenance and the nature of cyclic loads [3], producing increased stress, cracking and subsequent
fracture of the material [4]. For these cases, numerical calculation methodologies based on
finite elements have been developed to predict the behavior of structures with the presence
of cracks, such as the extended finite element method (X-FEM) [5,6], which consists of dis-
cretizing a continuum using a mesh, and solving roughly at the nodes and then interpolate
to the rest of the element. However, if a singularity occurs, it incorporates enriched shape
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functions to simulate this phenomenon, allowing the mesh to generate discontinuities and
adapt as the problem changes, thus avoiding the remeshing of the problem [7].

However, for large structures subject to static and dynamic loads, these are calculated
using beam elements (1D elements with 6 degrees of freedom per node) [8,9]. Even so, these
types of elements do not account for crack propagation in their formulations, which means
that to study this behavior, other types of complex modeling must be used at a higher
computational cost. Therefore, to deal with large structures, multiscale methods have been
developed, some of which are based on domain decomposition [10–15] that allow linking
models to perform structural analysis of complex structures. Although these techniques
have shown good performance in academic applications, they are rarely applied to practical
industrial cases. Thus, in order for them to be useful in the industry, it is necessary to
validate the simulations with these methods and ensure their computational efficiency
and escalability [16]. The implementation of multiscale methods requires a high cost in
time and computational resources, in addition to needing methods to link the different
scales [16].

Based on domain decomposition methods, the global–local analysis [17] was devel-
oped, in order to improve the convergence of complex simulations. This technique uses an
approximate global model with a coarse mesh and typically linear to obtain appropriate
boundary conditions, which are imposed on the local model in the coupling zone, solving
the latter independently.

In [18], is proposed a non-intrusive global–local coupling algorithm based on domain
decomposition method, intended for large-scale non-linear analysis without the need to
modify the solver base code global model [19]. In [20], the strategy is interpreted as an
alternative decomposition method of optimized and non-overlapping Schwarz domains,
improving the results. The non-intrusive global–local coupling is applied for complex
non-linear behavior (plastic hardening, crack propagation, among others) in [21].

The non-intrusive method uses linear and non-linear solvers as a black box, which are
optimized and already incorporated into commercial software to introduce these solutions
in the form of displacements and/or forces in a linear model of the entire structure without
modifying it (non-intrusive) [15].

An example of non-intrusivity is to use the tools provided by the free software
Code_Aster [22] that uses XFEM to solve crack propagation problems and through a
Python interface, linking it with its linear solver (FEM) or with other commercial software,
such as SAP2000 which is used in this work. Other works where SAP 2000 software is used
for different types of analysis can be reviewed in [23–26], among others. However, other
commercial software has been used to analyze crack propagation and complex simulations,
such as ANSYS [27–29] and Abaqus [30–34]. This methodology has been implemented in a
two-dimensional domain with crack growth and mesh refinement in [19,35,36], as well as in
analysis with plastic behavior with mesh refinement in [19,37], where the implementation
for a three-dimensional domain was also studied. In addition, asynchronous global–local
methods have been studied, allowing an improvement in execution times for complex
structures [38,39].

In [21], Robin parameters or mixed coupling [15,35,40] was studied to improve the
execution times. In these studies, a Robin parameter optimization was performed in 2D
and 3D problems with crack growth and plastic hardening to improve the convergence of
mixed global–local non-intrusive analysis.

In order to improve the performances of the mixed strategy, industrial problems have
been analyzed by means of a two-scale approximation of Schur’s complement as a Robin
condition in the local model [41,42] being applied in models of an aircraft turbine blade, or
other applications such as mechanical and hydraulic fracture modeling [35,43].

This work focuses on implementing a global–local non-intrusive analysis methodology
using primal–dual coupling in a global model with 1D elements and a complex local model
using 3D formulation, which presents crack growth. Specifically, the XFEM method is
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used to analyze the crack propagation without remeshing the model [5,6] implemented in
different steel moment resisting frames, with a 250 Mpa yield strength.

The non-intrusive strategy is implemented in a frame structure that presents a localized
crack. First, the software Code_Aster and the Python interface were used. Then, it is solved
by linking Code_Aster and the commercial software SAP2000, obtaining a methodology
that allows us to reduce the degrees of freedom analyzed, impacting the computational
resolution time. The proposed methodology is validated by simulating a 3D monolithic
model solved with the Code_Aster software.

The work is organized as follows. The methodology section presents the study case,
software used and the formulation of the primal–dual coupling methodology for 1D and
3D models. In the results and analysis section, the validation of the methodology is
shown, together with the convergence comparison of the study cases. Subsequently, the
application of the methodology using the commercial software SAP 2000, the validation
of the method using this software and the application in a large structure are analyzed.
Finally, the discussion section summarizes the work conducted and also presents future
studies regarding this topic.

2. Methodology
2.1. Primal–Dual Global–Local Analysis

Performing a global–local analysis on a structure with non-linearities (Figure 1) con-
sists of separating the linear elastic global domain ΩR of the structure (Figure 2) into two
linear non-overlapping domains, the complementary domain ΩC and auxiliary domain
ΩA. The auxiliary domain is duplicated on a 3D non-linear (with crack propagation) local
domain ΩL (Figure 3). The interfaces between subdomains are connected with linear Γ
interfaces. The detailed formulation and mathematical background (functional spaces,
Lagrangian definition, Lagrange multipliers among others) can be found in [21].

Figure 1. Reference mechanical problem (domain of the ΩR structure).

Figure 2. Global mechanical problem (domain of the ΩG).
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Figure 3. Local mechanical problem (local model domain ΩL).

When implementing this methodology, the mechanical problem of each domain in
which it was discretized (global, auxiliary and local models) must be solved for each
iteration. Therefore, the problem to solve is the following:

• First, the global problem is solved by obtaining the displacements un+1
G :

KGun+1
G = f G

d + CT
GPn (1)

where KG is the stiffness matrix of the global model, f G
d is the external load vector

in the domain ΩG, CG is a coupling operator of the global problem that relates the
degrees of freedom of the interface with respect to the degrees of freedom of the
complete domain, and Pn is the compensation force (vector) of the previous iteration.
For the first iteration, Pn is a vector of zeros for a 3D frame global model with an
interface of two nodes.

• Second, the auxiliary problem is solved by imposing the displacements un+1
A

∣∣
Γ and

solve for the reaction forces λn+1
A in the interface zone:

KAun+1
A

∣∣
Γ − CT

Aλn+1
A = f A

d (2)

where KA is the stiffness matrix of the auxiliary model, f A
d is the external load vector,

and λn+1
A is the reaction force at the interface for the domain ΩA.

The λn+1
A can be obtained directly in some software, allowing the obtainment of the

reaction forces from embedded structures within a global problem.
The displacements un+1

A

∣∣
Γ can be extracted from the solution of the global problem

using the following relation:

un+1
A

∣∣
Γ = CAun+1

A = CGun+1
G (3)

where CA is a coupling operator that relates the degrees of freedom of the interface
with respect to the Auxiliary domain ΩA and CG was previously defined.

• Third, the local problem is solved by imposing the displacements un+1
L

∣∣
Γ on the

interface of the local model

un+1
L

∣∣
Γ = CLun+1

L = PrGL{CGun+1
G } (4)

where CL is an operator that relates the degrees of freedom of the interface with respect
to the degrees of freedom of the local domain ΩL, un+1

L

∣∣
Γ are the displacement on

the interface of the local model and PrGL is a projection operator, from the global
1D model to the local 3D domain. The formulation of this projector is presented in
Section 2.3.
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Hence, the reaction forces λn+1
L of the local model in the interface, solved by means of

a nonlinear solver such as Arc Length Method [44] or Newthon–Raphson Method, is
obtained from the following equation:

KLun+1
L

∣∣
Γ − CT

L λn+1
L = f L

d (5)

where KL is the stiffness matrix of the local model, f L
d is the external load vector in the

domain ΩL and λn+1
L is the reaction force at the interface.

• Fourth, the correction forces that will be applied to the global model Pn are calculated:

Pn+1 = λn+1
A + PrLG{λn+1

L } (6)

where the projector operator PrLG, from the local to the global domain, is also pre-
sented in Section 2.3 and is used with a Code_Aster built-in function.

• Fifth, the residual force rn+1 is calculated and the error η of the solution obtained in
the iteration is estimated:

rn+1 = Pn+1 − Pn (7)

η =‖ rn+1 ‖2 / ‖ r0 ‖2 (8)

• Finally, a relaxation scheme is considered, obtaining the following correction force:

Pn+1 = µPn+1 + (1− µ)Pn (9)

This relaxation allows for better convergence, for example, when Aitken δ2 relaxation
method is used [19].

The compensation forces Pn assigned in the interface Γ of the global model (Figure 2)
are applied to represent the local non-linear effects on the global model. These forces have
6 components for each node analyzed, as shown in Equation (10), since the force correction
is performed in the global model.

Pn = [Fx Fy Fz Mx My Mz]T (10)

It is important to mention that the coupling operators CA, CG, and CL are sparse
matrices, which relate the total degrees of freedom of each model to its interface.

2.2. Case Study

The steel frame used for the analysis is made up of a 3-meter-long beam and two
two-meter-long columns, whose joints between them are considered rigid, as is the support
of the columns. The section of the elements is a square section of two hundred millimeters
on each side. The material used is a steel with a yield limit of 250 MPa, a modulus of
elasticity equal to 200,000 MPa and a Poisson’s ratio of 0.3.

The 1D model of the frame is discretized into six nodes and five elements (elements “a”
to “e”), as can be seen in Figure 4, where the length of the element “c” is used to generate
the local model and will be centered in the position x = 750 mm (crack location). Nodes
3 and 4 are the interface between domains to perform the non-intrusive coupling and at
node 2 a horizontal force of 100 kN is applied. The global model of the considered frame
has six degrees of freedom (ux, uy, uz, θx, θy, θz), while the local model, being modeled by
3D elements, only considers three degrees of freedom (ux, uy, uz). Finally, nodes 1 and 6
correspond to fixed supports with restricted rotations.
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Figure 4. Representation and discretization of the 1D model of the analyzed frame.

The Code_Aster software was used for linear and non-linear analysis. Code_Aster has
modules implemented to study crack growth using the XFEM methodology [5,6], without
remeshing the local problem and allowing to analyze several propagation steps predefined
by the user.

The global model is defined according to the Euler-Bernoulli beam theory and with
linear behavior. The effects of the shear deformation energy are neglected in the stiffness
matrix of the 1D frame elements, as presented in Equation (11), for the corresponding
element shown in Figure 5.

K f rame1D =

[
K11 K12
K21 K22

]
(11)

where matrices K11, K12, K21 and K22 are defined in Equations (12), (13), (14) and (15),
respectively:

K11 =



EA/L 0 0 0 0 0
0 12EIz/L3 0 0 0 6EIz/L2

0 0 12EIy/L3 0 −6EIy/L2 0
0 0 0 GJ/L 0 0
0 0 −6EIy/L2 0 4EIy/L 0
0 6EIz/L2 0 0 0 4EIz/L

 (12)

K12 =



−EA/L 0 0 0 0 0
0 −12EIz/L3 0 0 0 6EIz/L2

0 0 −12EIy/L3 0 −6EIy/L2 0
0 0 0 −GJ/L 0 0
0 0 6EIy/L2 0 2EIy/L 0
0 −6EIz/L2 0 0 0 2EIz/L

 (13)

K21 = K12 (14)

K22 =



EA/L 0 0 0 0 0
0 12EIz/L3 0 0 0 −6EIz/L2

0 0 12EIy/L3 0 6EIy/L2 0
0 0 0 GJ/L 0 0
0 0 6EIy/L2 0 4EIy/L 0
0 −6EIz/L2 0 0 0 4EIz/L

 (15)
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where Iy and Iz corresponds to the second moment of area in the y and z axis, respectively,
A is the section area, L is the length of the element and J is Saint Venant’s or torsional
constant of the section. The material constants are E and G corresponding to the Young
modulus and shear modulus of the material, respectively.

Figure 5. Representation of the degrees of freedom for a 1D frame element.

For the 3D tetrahedral element, the stiffness matrix is calculated using the constitutive
matrix D presented in Equation (16) and the degrees of freedom are presented in Figure 6.

Figure 6. Representation of the degrees of freedom for a 3D tetrahedral element.

D =
E(1− ν)

(1 + ν)(1− 2ν)



1 ν
1−ν

ν
1−ν 0 0 0

1 ν
1−ν 0 0 0
1 0 0 0

1−2ν
2(1−ν)

0 0
Symmetrical 1−2ν

2(1−ν)
0

1−2ν
2(1−ν)


(16)
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where ν and E correspond to the Poisson modulus and the Young Modulus of the material.
Therefore, the stiffness matrix of a single element Ke is presented in Equation (17).

Ke =


Ke

11 Ke
12 Ke

13 Ke
14

Ke
22 Ke

23 Ke
24

Ke
33 Ke

34
Symmetrical Ke

44

 (17)

where each term of the stiffness matrix can be calculated using the expression presented in
Equation (18).

Ke
ij =

1
36V(e)

(d11bibj + d44cicj + d55didj) (d12bicj + d44bicj) (d13bidj + d55bibj)
(d21cibj + d44bicj) (d22cicj + d44bibj + d66didj) (d23cidj + d66dicj)
(d31dibj + d55bidj) (d32dicj + d66cidj) (d33didj + d55bibj + d66cicj)

 (18)

where di,j corresponds to the terms of the constitutive matrix D of Equation (16) and the
terms ci are the terms of the matrix Bi that presents the derivatives of the linear shape
functions Ni for each node i, as presented in Equation (19).

Bi =



∂Ni
∂x 0 0
0 ∂Ni

∂y 0
∂Ni
∂z

∂Ni
∂y

∂Ni
∂x 0

∂Ni
∂z 0 ∂Ni

∂x
0 ∂Ni

∂z
∂Ni
∂y


=

1
6V(e)



bi 0 0
0 ci 0
0 0 di
ci bi 0
di 0 bi
0 di ci

 (19)

The shape functions Ni are linear functions that interpolates the displacement field
from the nodes into the element Ve, as presented in the classical Finite Element Meth-
ods [45].

In the case of the non-linear problem, 3D tetrahedral finite elements with linear shape
functions are considered and XFEM is used for the calculation of crack growth (with
3 propagation steps). To analyze the convergence of the problem, three crack lengths
(25 mm, 50 mm, and 75 mm) are considered, analyzing each one with three different local
mesh lengths, as presented in Figure 7. Each mesh length will be named as follows:

• Local Mesh 1 (L.M. 1): Length 500 mm
• Local Mesh 2 (L.M. 2): Length 750 mm
• Local Mesh 3 (L.M. 3): Length 1000 mm

For the crack propagation of the local model, the crack is initialized and the location is
defined (as described before in Figure 7). Code_Aster also required the following inputs
for the crack propagation procedure:

• The direction of propagation is taken into account, with a tangent vector (0,0,1) and
normal vector (1,0,0) with the function DEFI_FISS_XFEM of Code_Aster.

• The propagation is calculated internally, calculating the energy release rate using the
intensity factors with the function CALC_K_G of Code_Aster for a predefined number
of propagation steps (function PROPA_FISS).
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Figure 7. Representation of local mesh and crack length.

2.3. Projection of Displacements from the Global 1D Model to the Local 3D Model

When using 1D and 3D models for the implementation of a primal–dual analysis,
there is no coincidence in the nodes of the different meshes. Hence, the projection of the
results of one model to another must be carried out. Solving a 1D model subject to bending,
torsion, and displacement in all 3 axes results in displacements and rotations that must be
accounted for when projecting displacements.

The projection of the displacements and rotations was implemented using a Python
function that takes as input parameters the displacements obtained in the global 1D model
analysis (ux, uy, uz, θx, θy, θz) and the data of the local mesh. As output returns the displace-
ments of all nodes (ux, uy and uz) of the local model. This procedure is used to built the
operator PrGL{ }, as presented in Equation (4).

Thus, the procedure for projecting nodal displacements of the 1D global model (de-
grees of freedom ux, uy, uz and rotations θx, θy and θz) are presented below. Specifically, for
the rotation in the y direction θy the steps are:

1. To calculate the displacement generated from the rotation resulting from bending θy,
kinematic compatibility is considered, using a non-deformable finite element (solid
face with no warping) and rotating with respect to the centroid. The face of the 3D
element analyzed has a maximum distance ηz from the centroid and when rotated it
is maintained, producing a displacement ∆, as shown in Figure 8.

Figure 8. Displacements produced by the θy rotation of the bending moment in a finite element.
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2. Then, the displacement components are determined geometrically, i.e., the angles of
the figure and considering them as a function of θy, thus solving the value of ∆ based
on known parameters (ηz and θy). The final expressions are shown in Equations (20)
and (21).

sin θy

∆
=

sin(90− θy
2 )

ηz
(20)

∆ =
ηz sin θy

sin(90− θy
2 )

(21)

3. Finally, the values of ∆x and ∆z are found, which would be the effects that must be
considered due the bending rotations, leading to the following expressions:

∆x = ∆ cos(
θy

2
) (22)

∆z = ∆ sin(
θy

2
) (23)

Thus, the total displacement that is imposed on each node for the rotation θy is ux + ∆x
and uz + ∆z.

For the θz rotation due to bending, as shown in Figure 9, the equations are obtained
using the same methodology presented above, obtaining the Equations (24)–(27).

Figure 9. Displacements produced by the θz rotation of the bending moment in a finite element.

sin θz

∆
=

sin(90− θz
2 )

ηy
(24)

∆ =
ηy sin θz

sin(90− θz
2 )

(25)

∆x = ∆ cos(
θz

2
) (26)

∆y = ∆ sin(
θz

2
) (27)

where θz is the bending rotation along the Z axis and ηy is the distance from the centroid in
the Y direction.
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In the event that the structure is subjected to torsional moment, this effect must be
considered in the local model imposed displacements.

Figure 10 will be used to determine the displacements imposed due to torsion (rotation
in the “x” axis). Lets consider that the point a’ represents a node of the element that will be
rotated to a position a given an angle θx, generating a displacement ∆ whose components
will represent the mentioned effects.

Figure 10. Displacements produced by the rotation of the torsional moment in a finite element.

The procedure to analyze the effects of the torsional rotation θx is presented below:

1. The first thing will be to determine the value of the angles based on θx and β, where the
latter represents the initial angle of the node with respect to the origin. Then, the value
of η must be calculated, obtaining the expressions shown in Equations (28) and (29)
are obtained.

η =
√

y2
0 + z2

0 (28)

∆ =
(
√

y2
0 + z2

0) sin θx

sin(90− θx
2 )

(29)

2. Then, the values of ∆y and ∆z are found, which would be the effects on the displace-
ment due to torsional moment, leading to:

∆z =
(
√

y2
0 + z2

0) sin θx

sin(90− θx
2 )

cos(
θx

2
) (30)

∆y =
(
√

y2
0 + z2

0) sin θx

sin(90− θx
2 )

sin(
θx

2
) (31)

In addition to the displacements from 1D to 3D, the nodal forces of the local model
must be transferred to resultant forces and moments to calculate the compensation forces
that are imposed on the global 1D model. To that end, the sum of the nodal forces in each
direction is performed and the resulting moment with respect to the centroid is calculated,
through the function of Code_Aster POST_RELEVE_T, integrating the stresses and return-
ing 3 forces and 3 moments (one for each axis, respectively) and used in Equation (6) of the
iterative analysis procedure in the operator PrLG{ }.
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3. Implementation of the Methodology in Code_Aster
3.1. Validation of the Implementation in Code_Aster

In order to validate the procedure, the results of the non-intrusive global–local im-
plementation are compared to a monolithic 3D solution of the problem, which considers
the same properties of the crack location, number of propagation steps and also solved by
means of the XFEM methodology. This analysis of the monolithic XFEM model allows us
to do two things: to propagate the initialized crack in a model with a large number of de-
grees of freedom and also to compare the global–local methodology with a corresponding
control model, obtaining displacement measurements and calculating errors between the
mentioned methods. Figure 11 shows the graphical solution to the displacements obtained
by the non-intrusive using a 1000 mm width local model, while Figure 12 presents the
solution of the 3D monolithic problem, both with the same 50 mm crack.

Figure 11. Deformed shape analysis of the global–local method with local model of 1000 mm.

Figure 12. Deformed shape analysis of the 3D monolithic model.
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Figure 13 shows the displacements for the 3D monolithic model (upper figure) and for
the non-intrusive global–local methodology (lower figures) for the case of linear behavior
and in Figure 14 the results are presented for the 50 mm crack, where the differences in the
magnitude of the displacements in the 3 directions are relatively small respect to the size of
the structure (3000 mm in wide and 2000 mm in height). In Table 1, the error with respect
to the norm of the displacement of the monolithic model is presented for all models, being
less than 6.7% for all converged cases.

Figure 13. Comparison of displacement results between the linear solution of the 3D monolithic
problem and the non-intrusive global–local problem.

Figure 14. Comparison of displacement results between the cracked solution of the 3D monolithic
problem and the non-intrusive global–local problem.
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Table 1. Non-intrusive norm displacement error analysis Code_Aster for different meshes and crack
initial lengths.

Local Mesh Model
Initial Crack Length in the Local Model

Linear 25 mm 50 mm 75 mm

Local Mesh 1 % disp. error 6.35% 5.96% 5.91% non conv.
Local Mesh 2 % disp. error 6.44% 5.93% 5.91% 6.62%
Local Mesh 3 % disp. error 6.39% 5.95% 5.98% 6.44%

It can be concluded that the error is independent of the crack propagation, i.e., the
nonlinear behavior does not affect in terms of the error but is intrinsic to the global–
local methodology and the transformation of displacements and forces between 1D and
3D models.

3.2. Effect of the Local Model Size

For the first analysis, no crack was considered on the model, in order to make it linear.
Figure 15 shows the evolution of the error with respect to the number of iterations obtained
for the different local models. It can be seen that as the size of the local problem increases,
the convergence rate improves from seven iterations for the L.M.1 to five iterations for
the L.M.3. It can be said that the length of the local model affects the convergence of
the problem.

Figure 15. Comparison of the linear problem convergence with different local models.

To analyze the effect of the size of the local model for non-linear cases, 3 crack lengths
were considered: 25 mm, 50 mm and 75 mm. Figures 16–18 shows the evolution of the
error with respect to the number of iterations for the case of the crack of 25 mm, 50 mm
and 75 mm, respectively.
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Figure 16. Primal–dual convergence comparison with an initial crack length of 25 mm and different
local models.

Figure 17. Primal–dual convergence comparison with an initial crack length of 50 mm and different
local models.
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Figure 18. Primal–dual convergence comparison with an initial crack length of 75 mm and different
local models.

It can be seen that L.M.2 and L.M.3 converge in a similar number of iterations giving a
faster convergence rate than L.M.1, which required two more iterations on average or fails
to converge (Figure 17).

With respect to the non-convergence of the L.M.1 analysis with 75 mm initial crack,
there are two ways that the presented methodology considers this failed state:

• Stagnation of the solution: If the iterative analysis presents a divergent error (in-
creasing with each iteration), jumps between an error greater than the tolerance, or
does not converge within a maximum number of iterations, i.e., 50 iterations in the
present study.

• Failed crack propagation analysis (XFEM internal procedure): Crack propagation
in Code_Aster is calculated using the rate of energy release (G) method, using the
built-in function CALC_K_G. This method calculates the intensity stress factors (K)
evaluating the bilinear form of G with the asymptotic solution of Westergaard. In
addition, an error indicator is obtained by comparing the difference between G and
Irwin’s energy release rate (GIrwin), as shown in Equation (32) [46].

errorXFEM =
|G− GIrwin|
|G| (32)

If the error calculated using the Equation (32) is greater than 50%, the analysis stops
and displays an alert message as presented in [46]. This is the case for the L.M.1 local
mesh with the 75 mm initial crack length, affecting the convergence of XFEM method
and, therefore, the overall convergence of the global–local analysis. More information
with respect to the convergence of the XFEM crack propagation method can be found
in [47,48].

Therefore, it is possible to conclude that for small local domains, the non-linearity
effect does not fully develop before the interface, as postulated in St. Venant’s principle,
generating problems in the coupling between the models.
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4. Implementation with a Commercial Software

The selected software to test the non-intrusive strategy is SAP2000 [49], which is
widely used for the analysis of reinforced concrete and steel structures. However, SAP 2000
does not have the capabilities to perform crack propagation, so it is proposed to couple the
software with Code_Aster, using Python as an interface.

SAP2000 is a finite element program with an object-oriented 3D graphical interface,
allowing to perform the modeling, analysis, and sizing of structural engineering problems.
This software is used by engineers due to its versatility to model structures allowing to
design of bridges, buildings, stadiums, dams, industrial structures, maritime structures, and
generally all types of infrastructure that need to be analyzed and sized [49]. An important
feature is that it solves simple static models that can be enriched with the non-intrusive
methodology.

4.1. Validation of the Implementation in SAP 2000

The same structure analyzed in Section 3.1 is reviewed, with the same applied loads,
sections and profiles to be analyzed. The SAP2000 model is shown in Figure 19.

Figure 19. Frame model analyzed in SAP2000.

To communicate SAP2000 with Code_Aster, the library comtypes is used, which allows
information such as displacements and forces to be sent between different software using
Python as an interpreter. The same cases and crack positions as the model analyzed in
Code_Aster are analyzed to validate the methodology but using the commercial software
for 1D linear calculation.
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The results for the crack length of 25 mm, 50 mm and 75 mm are shown in Figures 20–22,
respectively. Solid lines correspond to the results of Section 3.1, while the dashed lines
correspond to the implementation with SAP2000.

Figure 20. Comparison of SAP2000 and Code_Aster results and an initial crack length of 25 mm.

Figure 21. Comparison of SAP2000 and Code_Aster results and an initial crack length of 50 mm.
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Figure 22. Comparison of SAP2000 and Code_Aster results and an initial crack length of 75 mm.

The error with respect to the norm of the displacement of the monolithic model is
presented in Table 2, presenting an error lower than 9.2% for all converged cases. The
magnitude of the displacements in the X and Z direction for both models are considered
similar and the displacements in the Y direction are lower than 0.003 mm, and therefore are
considered negligible.

Table 2. Non-intrusive norm displacement error analysis coupling with SAP 2000, different meshes
and crack initial lengths.

Local Mesh Model
Initial Crack Length in the Local Model

Linear 25 mm 50 mm 75 mm

Local Mesh 1 % error disp. 8.94% 8.41% 8.32% non conv.
Local Mesh 2 % error disp. 8.87% 8.33% 8.32% 9.11%
Local Mesh 3 % error disp. 8.79% 8.32% 8.37% non conv.

As shown, the analysis with SAP 2000 for the case with L.M.1 and L.M.3 (for the initial
crack of 75 mm) does not converge. As was presented in the previous section, these models
failed to achieve a correct crack propagation analysis, and therefore, the XFEM stopped
the global–local iterative procedure. Finally, the error is also independent of the nonlinear
behavior analyzed and can be considered inherent to the global–local methodology.

4.2. Methodology Extension to 3-Story Building

The building corresponds to a three-story steel structure with a height between floors
of 3 m. The length of the span is 10 m in the X and Y directions. Forces of 10,000 N are
applied to each corner of the building in the X direction considering rigid supports, where
the local model is shown in red in Figure 23. The global 1D model consists of 18 nodes and
108 degrees of freedom.
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Figure 23. 3-story steel frame building model with SAP 2000.

The beams and columns correspond to Wide Flange profiles. The dimensions of the
section are as follows:

• Total height: H = 300 mm.
• Flange width: B = 200 mm.
• Flange thickness: tf = 10 mm.
• Web thickness: tw = 6 mm.
• Material: Grade 50 quality steel.

The local problem, shown in Figure 24, is 1500 mm long, an initial crack length of 50
mm (centered on the local model), and three propagation steps.

Figure 24. Local model in Code_Aster, length 1500 mm.
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The local model consists of 15,900 nodes and 47,703 degrees of freedom, modeled
using tetrahedral elements. As a reference, a complete 3D modeling of the building in
Salome Meca (Code_Aster Visual Interface) is considered, shown in Figure 25. This model
has approximately 1,459,000 nodes, which implies 4,377,000 degrees of freedom.

Figure 25. 3-story building modeled with Salome-Meca.

Figure 26 shows in overlapping the displacements of the monolithic model (Code_Aster)
and the local model (SAP2000).

Figure 26. Comparison of the deformed shapes of the monolithic and local model amplified by a
factor of 100.



Mathematics 2023, 11, 2540 22 of 25

The evolution of the error is presented in Figure 27.

Figure 27. Global–local method convergence for the 3-story building and SAP2000.

Table 3 shows the magnitude in which the crack grows and the calculation time for
each implementation. In addition, it indicates the percentage difference between the model
in SAP2000 and Code_Aster. The results show that the growth of the crack, for both cases,
is similar (difference of 1.6%). On the contrary, the calculation time is reduced by 82% for
the non-intrusive case with SAP2000.

Table 3. Results for 3D monolithic model and SAP 2000 global–local model.

Model Crack Tip Displ. (mm) Execution Time (s)

3D Monolithic 6.01 2231
GL w/SAP 2000 5.89 391

Diff. r/Monolithic 1.6% 82%

It is expected that for the analysis of much larger structures (multiple-story buildings)
the size of the local problem does not vary, but the global problem does. Being the global
problem the one with the least number of nodes and d.o.f., this should not have a significant
influence on the computation times for the non-intrusive problem, but it would mean a
significant increase for the monolithic case.

5. Discussion

Non-intrusive global–local analysis with 1D to 3D coupling is a technique that allows
a localized analysis of a problem which, in the framework of this work, was crack propaga-
tion, but can also be used regarding plasticity, crystalline plasticity, stress concentrations, etc.

The implementation that was developed allows us to consider the displacements in
the six degrees of freedom of the global model and the three degrees of freedom of the
local model, having a kinematic compatibility in the transfer of the displacements and
subsequent compensation of forces.

The dimensions of the local model and the crack location affect the number of iterations
required to obtain convergence. Despite this, it was possible to verify displacements
obtained using the methodology through the displacements, resulting in low errors relative
to the monolithic model.

This methodology was implemented in a test model and was the first step in the
analysis of large civil structures (buildings, bridges, etc.) that present non-linearities. The
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correct implementation in larger cases would save costs without losing accuracy in the
computational solution, since the degrees of freedom to be studied are significantly reduced
considering that in the case study, the discretization of the structure was reduced from
3500 elements to about 250.

The non-intrusive global–local analysis with 1D to 3D coupling presented a displace-
ment error of 10% according to the tolerance used, showing good primal–dual compatibility.
However, there may also be cases of higher stiffness structures, so mixed coupling can be
used to improve compatibility. In addition, the ideal dimensions of the local model can be
determined according to the crack location and thus verify the methodology obtaining the
energy release rate.

The methodology used was verified through the commercial software SAP 2000,
obtaining a similar number of iterations to convergence with respect to those obtained
using Code_Aster applying it to a 3-story building, significantly reducing the execution time
with an acceptable error. This result opens up the possibility to extend this methodology to
the industry and use it in practical applications.

This work is limited to monotonic loads in order to study the effect of the non-intrusive
methodology for crack propagation in 1D global models to 3D local models. As shown in
the results presented of the different problems analyzed, the error is low and maintained
for the different cases investigated. Therefore, for future research, the study of sequential
loading for crack propagation could be studied in order to verify the effect of nonlinear 1D
structures with localized cracks and also to study the effect on the development of the crack
for this type of loads. Another topic to consider is to analyze more section types, lengths
of the local model, and crack location, in order to present in future studies a criterion to
decide the length of the local model that optimizes the global–local non-intrusive analysis,
given the properties of the problem. Finally, as was presented in this study, the crack
propagation was analyzed considering only steel frame elements. Nevertheless, other
materials and specific nonlinear behavior could be studied, such as the total crack strain
model for reinforced concrete local models.
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