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Abstract: This technique note proposes two classes of functional and disturbance observers for
positive systems with structural and non-structural disturbances, respectively. A positive functional
observer is first proposed for positive systems by introducing the estimation of disturbance to the
observer. By developing the disturbance observer technique, a positive disturbance observer is
designed to supply the estimation of disturbance in the functional observer. Then, a new unknown
input observer is constructed for positive systems. A matrix decomposition method is employed
to design the observer gains. All conditions are described in terms of linear programming. The
corresponding algorithms are addressed for computing the presented conditions. Finally, two
examples are provided to verify the effectiveness of the theoretical findings.
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1. Introduction

Observer is a popular technology for estimating the system state when the state
is unmeasured [1,2]. For linear systems, linear matrix inequalities can be directly used
for dealing with the observer design [3]. The observer technique has also been widely
applied for nonlinear systems [4], time-varying systems [5,6], stochastic systems [7], hybrid
systems [8,9], etc. Disturbance is a key factor when describing a control system. It is also
inevitable for a system to receive some affection from disturbances. Generally speaking,
structural and non-structural disturbances are two wide classes of disturbances in practice.
For the observation problem of a system with disturbances, the first idea is to propose
an observer such that the corresponding error is bounded [10] or the corresponding error
system is robustly stable with respect to the disturbances [11]. It is clear that such observers
cannot estimate the system state accurately. The error between the state of the observer
and the state of the original system depends on the disturbance. The other idea is to
design an unknown input observer to eliminate the influence of the disturbance on the
observer [12,13]. For the observation of a system with structural disturbance, the strategy
is to design a disturbance observer [14] to supply the state observer. Specifically, it is
a state observer constructed by replacing the disturbance with the state of disturbance
observer [15].

Nonnegativity is a common property of many quantities in real systems. For exam-
ple, the density of material in physical systems, economic indicators in social systems,
the population of people and insect biologic systems, and the water storage capacity in
water systems are always nonnegative. Positive systems are naturally utilized to describe
such dynamic process with nonnegativity [16,17]. Some significant achievements have
also been presented in stability [18,19], observation [20], control synthesis [21,22], etc.
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Positive systems have many distinct features that are different from general systems. Co-
positive Lyapunov functions are more suitable for positive systems than the Lyapunov
functions with quadratic form [23,24]. Linear programming is more powerful for dealing
with the computation issues of positive systems than linear matrix inequalities [19,25,26].
Luenberger-type observer of positive systems and the corresponding interval observer
were proposed in [20] by virtue of linear programming. It is required that the observer
of positive systems is also positive since the negative value part of an observer cannot
estimate the nonnegative state of positive systems. State-bounded functional observers
of positive systems were also designed in [27–29]. In existing results on positive systems,
the gain performances-based observer is commonly used for dealing with the observation
of positive systems with disturbances [30,31]. However, few efforts are devoted to the
asymptotic observation of positive systems with disturbances. The disturbance observer
and unknown input observer are two new issues to positive systems [32,33]. Developing
the disturbance and unknown input observers of general systems to positive systems is
not an easy work. First, how to establish new frameworks on disturbance and unknown
input observers? As stated above, positive systems have distinct research approaches from
general systems. Therefore, existing observer frameworks cannot be easily developed
for positive systems. New linear observer frameworks are expected for positive systems.
Second, the positivity of the observer is a difficult issue. Due to the essential positivity of
positive systems, the observer of positive systems should also be positive [20,27–31]. This
issue is complex for investigating positive systems. For the simultaneous state and distur-
bance observer, how to reach the positivity requirement is key to the corresponding design.
The introduction of disturbance observer increases the difficulty of the design. Third, the
disturbance and unknown input observers are full new topics for positive systems. The
disturbance observer design of positive systems is distinct from the one of general systems.
How to connect the state observer and disturbance observer and how to transform the
corresponding conditions into linear form are two key issues.

This paper will design two kinds of observers: One is disturbance observer for positive
systems with structural disturbance and the other is unknown input observer for positive
systems with non-structural disturbance. First, a functional observer is designed for
positive systems, which uses the estimated disturbance to replace the original disturbance.
Meanwhile, a positive disturbance observer is proposed to estimate the disturbance. The
observer gain matrices are designed based on matrix decomposition technique. All the
presented conditions are computed via linear programming. Then, an unknown input
observer is proposed for positive systems with non-structural disturbance. A nonlinear
programming algorithm is proposed for computing the presented conditions. The rest of
the paper is organized as follows. Section 2 introduces the preliminaries, Section 3 presents
main design approaches, Section 4 gives two examples, and Section 5 concludes the paper.

Notations. Let < (or <+), <n (or <n
+ ), and <n×m be the sets of (nonnegative) real

numbers, n-dimensional (nonnegative) vectors and n × m matrices, respectively. For a
matrix A = [aij] ∈ <n×n, A � 0 (� 0) and A � 0 (≺ 0) mean that aij ≥ 0 (aij > 0) and
aij ≤ 0 (aij < 0) ∀i, j = 1, . . . , n. Similarly, A � B (A � B) means that aij ≥ bij (aij ≤ bij)
∀i, j = 1, . . . , n. A matrix is called Metzler if all its off-diagonal elements are nonnegative.
A matrix In denotes the n-dimensional identity matrix. Denote by 1n = (1, 1, . . . , 1︸ ︷︷ ︸

n

)>,

1(i)n = (0, . . . , 0︸ ︷︷ ︸
i−1

, 1, 0, . . . , 0)>, and 1n×n is a matrix with all elements being 1.

2. Preliminaries

Consider the following continuous-time system:

ẋ(t) = Ax(t) + Bu(t) + Ew(t),
y(t) = Cx(t) + Dw(t),

(1)
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where x(t) ∈ <n, u(t) ∈ <m, w(t) ∈ <r
+, y(t) ∈ <s represent the system state, the input,

the disturbance, and the output, respectively. Suppose that A is Metzler and B � 0,
C � 0, D � 0, E � 0 in system (1).

Definition 1 ([16,17]). A system is said to be positive if all states and outputs are nonnegative for
any nonnegative initial conditions and nonnegative inputs and external disturbances.

Lemma 1 ([16,17]). System (1) is positive if and only if A is Metzler and B � 0, C � 0,
D � 0, E � 0.

Noting the assumptions on system (1), it is easy to derive that the system (1) is positive.

Lemma 2 ([16,17]). For a continuous-time positive system ẋ(t) = Ax(t), the following statements
are equivalent:

(i) The system is stable.
(ii) The system matrix A is Hurwitz.
(iii) There exists a vector v � 0 such that A>v ≺ 0.

Lemma 3 ([16,17]). For a positive system, the state is non-positive for any non-positive initial conditions.

Lemma 4 ([16,17]). Matrix A is Metzler if and only if there is a positive constant γ such that
A + γI � 0.

3. Main Results

We mainly consider the observer design of two classes of systems: One contains
structural disturbance and the other one refers to non-structural disturbance. For the
structural disturbance, simultaneous state and disturbance observers are designed. For the
non-structural disturbance, a new unknown input observer will be proposed.

3.1. Structural Disturbance

Assume that the disturbance is structural, that is, it is dependent on an exogenous system:

ξ̇(t) = Υξ(t),
w(t) = Γξ(t),

(2)

where ξ(t) ∈ <r
+ is the state of the exogenous system, Γ � 0, Γ ∈ <r×r, and Υ ∈ <r×r is

a Metzler matrix. By Lemma 1, the exogenous system is positive. Thus, the disturbance
observer design can be achieved by estimating the state ξ(t).

Define the linear functional:

η(t) = Tx(t), (3)

where η(t) ∈ <o is the state to be estimated and T � 0, T ∈ <o×n. This implies that a
functional observer with respect to the state will be designed later.

The state functional observer of system (1) is designed as:

˙̂η(t) = Gη̂(t) + TBu(t) + Mŵ(t) + Lcy(t), (4)

where η̂(t) ∈ <o is the observer state, ŵ(t) ∈ <r is the estimate of the disturbance signal
and ŵ(t) = Γξ̂(t), and G ∈ <o×o, M ∈ <o×r, Lc ∈ <o×s are the observer gains to be
designed. The disturbance observer is constructed as:

˙̂ξ(t) = Hξ̂(t) + Fη̂(t) + Ldy(t), (5)

where ξ̂(t) ∈ <r is the state of the disturbance observer and H ∈ <r×r, F ∈ <r×o, Ld ∈ <r×s

are the observer gains to be designed.
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Denote by the errors e(t) = η(t)− η̂(t) and σ(t) = ξ(t)− ξ̂(t). Then,

ė(t) = (TA− LcC)x(t)− Gη̂(t) + (TEΓ− LcDΓ)ξ(t)−MΓξ̂(t),
σ̇(t) = (Υ− LdDΓ)ξ(t)− Hξ̂(t)− Fη̂(t)− LdCx(t).

(6)

It is well known that it is impossible to estimate a nonnegative variable using a non-
positive variable. Therefore, the observer of positive systems is also positive. By Lemma 1,
the positivity of the disturbance observer (5) is reached by virtue of the conditions: (i) H is
Metzler, (ii) F � 0, and (iii) Ld � 0. In the literature [6,8], some equations were introduce to
transform the system (6) into an error system with variables e(t) and σ(t). For example, the
equations TA− LcC = GT, TB = Q, TEΓ− LcDΓ = MΓ, and Υ− LdDΓ = H are imposed
on the state error dynamic in (6). Noting the facts F � 0, Ld � 0, T � 0, and C � 0, the
relation FT + LdC = 0 does not hold. Thus, the term −Fη̂(t)− LdCx(t) in (6) can not be
transformed into the error term e(t). This implies that the positivity of (5) contradicts with
the stability of (6). The following theorem will solve the mentioned problems.

Theorem 1. If there exist constants δ1 > 0, δ2 > 0, δ3 > 0, α > 0, positive <o vectors
v1, z(i)g , zg, z(i)f , z f , and positive <r vector v2 such that

TA1>o v1 −∑o
i=1 1(i)o z(i)>c C−∑o

i=1 1(i)o z(i)>g T + δ1T = 0, (7a)

TE1>o v1 −∑o
i=1 1(i)o z(i)>c D � 0, (7b)

Υ1>r v2 −∑r
i=1 1(i)r z(i)>d DΓ + δ3 Ir � 0, (7c)

∑r
i=1 1(i)r z(i)>f T + ∑r

i=1 1(i)r z(i)>d C = 0, (7d)

and
∑o

i=1 1(i)o z(i)>g − δ1 Io + δ2 Io � 0, (8a)

zg − αv1 + z f ≺ 0, (8b)

Γ>E>T>v1 + Γ>D>zc + Υ>v2 − Γ>D>zd, (8c)

α1>o v1 ≤ δ1, (8d)

z(i)g � zg, i = 1, 2, . . . , o, (8e)

z(i)f � z f , i = 1, 2, . . . , r, (8f)

z(i)c � zc, z(i)d � zd, i = 1, 2, . . . , s, (8g)

hold, then under the observer gain matrices

G =
∑o

i=1 1(i)o z(i)>g −δ1 Io

1>o v1
, F =

∑r
i=1 1(i)r z(i)>f

1>r v2
, Lc =

∑o
i=1 1(i)o z(i)>c

1>o v1
, Ld =

∑r
i=1 1(i)r z(i)>d

1>r v2
,

M = TE− ∑o
i=1 1(i)o z(i)>c D

1>o v1
, H = Υ− ∑r

i=1 1(i)r z(i)>d DΓ
1>r v2

,
(9)

and the initial conditions satisfy e(0) � 0 and σ(0) � 0, the observers (4) and (5) are positive, and
the error system (6) is stable.

Proof. First, we prove the positivity of the observers (4) and (5). From (7a,d) and (9), we have

TA− LcC− GT = 0,
TE− LcD−M = 0,
Υ− LdDΓ− H = 0.

(10)
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Then, (6) can be transformed into(
ė(t)
σ̇(t)

)
=

(
G MΓ
F H

)(
e(t)
σ(t)

)
. (11)

From (8a) and (7c), it follows that

∑o
i=1 1(i)o z(i)>g −δ1 Io

1>o v1
+ δ2

1>o v1
Io � 0,

Υ− ∑
p
i=1 1(i)p z(i)>d

1>p v2
+ δ3

1>p v2
Ir � 0.

(12)

Together with (9) gives that G + δ2
1>o v1

Io � 0 and H + δ3
1>p v2

Ip � 0, which imply that G and

H are Metzler by Lemma 4. By (7b), M � 0. It is also easy to know F � 0. By Lemma 1, the
system (12) is positive. Since e(0) � 0 and σ(0) � 0, then e(t) � 0 and σ(t) � 0. Thus, the
observers (4) and (5) are positive.

First, we have

G>v1 + F>v2 =
∑o

i=1 z(i)g 1(i)>o v1−δ1v1

1>o v1
+

∑
p
i=1 z(i)f 1(i)>p v2

1>p v2
. (13)

Together with (8e), (8f), and (8d) gives

G>v1 + F>v2 � zg −
δ1

1>o v1
v1 + z f � zg − αv1 + z f . (14)

By (8b), G>v1 + F>v2 ≺ 0. Then, it follows from (9) that

Γ>M>v1 + H>v2 = Γ>E>T>v1 + Γ>D> ∑o
i=1 z(i)c 1(i)>o v1

1>o v1
+ Υ>v2

− Γ>D> ∑
p
i=1 z(i)d 1(i)>p v2

1>p v2
.

(15)

By (8g) and

Γ>M>v1 + H>v2 � Γ>E>T>v1 + Γ>D>zc + Υ>v2 − Γ>D>zd ≺ 0. (16)

Then, (
G MΓ
F H

)>(v1
v2

)
≺ 0. (17)

By Lemma 2, the matrix
(

G MΓ
F H

)
is Hurwitz. Then, e(t) and σ(t) converge to zero with

t→ ∞, that is, η̂(t)→ Tx(t) and ξ̂(t)→ ξ(t).

Remark 1. In [20], the Luenberger observer of positive systems was proposed in terms of linear
programming. Following the linear programming technique in [20], Theorem 1 is the first attempt
to introduce simultaneous functional and disturbance observers for positive systems. Under the
designed observers (4) and (5), the error system (6) is positive and asymptotically stable. In existing
literature [30,31], L1/`1 gain stability was used for positive systems to assess the performance of
observer, which can only reduce the influence of disturbance to a bounded range and cannot achieve
accurate observation. Under the observer (5), the asymptotic stability of system (6) can be reached
rather than gain stability. Such kind of observer can be used in the systems with high precision or
high system performance, and has potential applications in practical systems.

In Theorem 1, two key conditions e(0) � 0 and σ(0) � 0 are imposed on the system (6).
Together with the fact that system (11) is positive, e(t) � 0 and σ(t) � 0 hold ∀t ≥ 0 by Lemma 3.
This implies that η(t) � η̂(t) and ξ(t) � ξ̂(t). Thus, the state observer (4) and the disturbance
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observer (5) are positive since η(t) � 0 and ξ(t) � 0. In most literature [20,27–31], the error
e(t) was required to be nonnegative. Under such a case, it is hard to guarantee the positivity
of the disturbance observer (5). To solve this problem, Theorem 1 changes the nonnegativity
condition as non-positivity condition. Such a strategy smooths the development of the positive
disturbance observer.

Remark 2. In [27–29], the functional observer of positive systems had been investigated. However,
few efforts are devoted to the simultaneous functional and disturbance observers of positive systems.
For positive systems with disturbances, the current observer design can only obtain the gain
performance-based state estimation [30,31]. Up to now, the disturbance observer issue is full open
in the field of positive systems. There are three difficulties for the issue. How to construct a new
framework on the error system of simultaneous functional and disturbance observers? How to
guarantee the positivity of the functional and disturbance observers? How to design the functional
and disturbance observers gains of positive systems via linear programming? Theorem 1 establishes
a new linear framework on the disturbance observer of positive systems.

3.2. Non-Structural Disturbance

In the last subsection, the disturbance is assumed to be structural. A dynamic system
is introduced to describe the disturbance. In this subsection, the dynamic disturbance
system is removed, that is, the disturbance is non-structural. This object of this subsection
is to propose an unknown input observer for system (1) with non-structural disturbance.

For the convenience of the design, we introduce an additional transformation:

η̂(t) = ζ(t) + Wy(t), (18)

where η̂(t) ∈ <o is the estimate of η(t), ζ(t) ∈ <o is an additional state, and W ∈ <o×s. It
is clear that the estimate state η̂(t) is dependent on the state ζ(t). Thus, one only needs to
design the dynamics of ζ(t). The corresponding dynamics is designed as:

ζ̇(t) = Gζ(t) + Qu(t) + Ly(t), (19)

where G ∈ <o×o, Q ∈ <o×m, L ∈ <o×s are the observer gains to be designed.
Firstly, consider the case: y(t) = Cx(t). Denote e(t) = η(t)− η̂(t). Then

ė(t) = Tẋ(t)− ζ̇(t)−Wẏ(t)
=
(
(T −WC)A− LC

)
x(t) +

(
(T −WC)B−Q

)
u(t)

+ (T −WC)Ew(t)− Gζ(t)
=
(
(T −WC)A− LC + GWC

)
x(t) +

(
(T −WC)B−Q

)
u(t)

+ (T −WC)Ew(t)− Gη̂(t).

(20)

Theorem 2. If there exist constants δ1 > 0, δ2 > 0, α > 0, <o vectors v � 0, z(i)g � 0, zg � 0, <r

vectors z(i)w , zw, <m vector z(i)q , and <s vector z(i)c such that

TA−∑o
i=1 1(i)o z(i)>w CA−∑o

i=1 1(i)o z(i)>c C + (∑o
i=1 1(i)o z(i)>g

−δ1 Io)∑o
i=1 1(i)o z(i)>w C−∑o

i=1 1(i)o z(i)>g T + δ1T = 0,
(21a)

TB−∑o
i=1 1(i)o z(i)>w CB−∑o

i=1 1(i)o z(i)>q = 0, (21b)

TE−∑o
i=1 1(i)o z(i)>w CE = 0, (21c)

∑o
i=1 1(i)o z(i)>g − δ1 Io + δ2 Io � 0, (21d)

zg1>o v− δ1v ≺ 0, (21e)

z(i)g � zg, i = 1, 2, . . . , o, (21f)
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hold, then under the observer gain matrices

W = ∑o
i=1 1(i)o z(i)>w , G = ∑o

i=1 1(i)o z(i)>g − δ1 Io,
Q = ∑o

i=1 1(i)o z(i)>q , L = ∑o
i=1 1(i)o z(i)>c ,

(22)

and the initial condition satisfying e(0) � 0, the observer state η̂(t) is nonnegative and the error
system (20) is stable.

Proof. By (21a) and (22), it follows that (T −WC)A− LC− GT = 0. Using (21b) and (22)
yields (T−WC)B−Q = 0. Using (21c) and (22) gives (T−WC)E = 0. Then, (20) becomes

ė(t) = Ge(t). (23)

By (21d), it holds that G + δ2 Io � 0, which follows that G is Metzler by Lemma 4. By
Lemma 2, the system (23) is positive. Since e(0) � 0, then e(t) � 0. That is to say,
η(t) � η̂(t). Owing to the nonnegative property of η(t), η̂(t) � 0. It is not hard to obtain

G>v = ∑o
i=1 z(i)g 1(i)>o v− δ1v. (24)

By (21f), (24) is transformed into

G>v � ∑o
i=1 zg1(i)>o v− δ1v = zg1>o v− δ1v. (25)

Using (21e), G>v ≺ 0. Then, e(t)→ 0 with t→ ∞.

Remark 3. The literature [19,20,25,27,28] had investigated the observer issues of positive systems.
In these literature, a commonly used approach is that the positivity of the observer is achieved
by imposing some conditions on the observer matrices. Take (18) and (19) for example. In order
to guarantee the positivity of the observer state η̂(t), two classes of conditions are required: The
first one is that G is Metzler, Q � 0, and L � 0, and the second one is W � 0. The first one is
to guarantee the positivity of (19) and the second one is to achieve the positivity of η̂(t). These
conditions are rigorous and hard to be guaranteed. In Theorem 2, a new design approach is presented.
The restrictions on W, Q, and L are removed. Moreover, a design framework on the observer gains
is constructed in (22). The conditions in (21) are solvable in terms of linear programming. These
increase the reliability of the design in Theorem 2.

Next, consider the case y(t) = Cx(t) + Dw(t). Then, the equation (20) can be rewritten
as

ė(t) =
(
(T −WC)A− LC + GWC

)
x(t) +

(
(T −WC)B−Q

)
u(t)

+
(
(T −WC)E− LD + GWD

)
w(t)− Gη̂(t)−WDẇ(t).

(26)

Theorem 3. If there exist constants δ1 > 0, δ2 > 0, α > 0, <o vectors v � 0, z(i)g � 0, zg � 0, <r

vectors z(i)w , zw, <m vector z(i)q , and <s vector z(i)c such that

∑o
i=1 1(i)o z(i)>w D = 0, (27a)

TA−∑o
i=1 1(i)o z(i)>w CA−∑o

i=1 1(i)o z(i)>c C + (∑o
i=1 1(i)o z(i)>g −

δ1 Io)∑o
i=1 1(i)o z(i)>w C−∑o

i=1 1(i)o z(i)>g T + δ1T = 0,
(27b)

TB−∑o
i=1 1(i)o z(i)>w CB−∑o

i=1 1(i)o z(i)>q = 0, (27c)

TE−∑o
i=1 1(i)o z(i)>w CE−∑o

i=1 1(i)o z(i)>c D = 0, (27d)

∑o
i=1 1(i)o z(i)>g − δ1 Io + δ2 Io � 0, (27e)



Mathematics 2023, 11, 200 8 of 13

zg1>o v− δ1v ≺ 0, (27f)

z(i)g � zg, i = 1, 2, . . . , o, (27g)

hold, then under the observer gain matrices (22) and the initial condition satisfying e(0) � 0, the
observer state η̂(t) is nonnegative and the error system (21) is stable.

Proof. From (27a) and (22), it is clear that WD = 0. By (27b) and (22), it follows that
(T −WC)A − LC − GT = 0. Using (27c) and (22) yields (T −WC)B − Q = 0. Using
(27d) and (22) gives (T −WC)E− LD + GWD = 0. Then, (26) becomes (23). By (21e), it
holds that G + δ2 Io � 0, which follows that G is Metzler by Lemma 4. By Lemma 2, the
system (23) is positive. Since e(0) � 0, then e(t) � 0. This implies, η(t) � η̂(t). Due to the
nonnegative property of η(t), η̂(t) � 0.

By (27f) and (27g), one can obtain G>v ≺ 0, which implies e(t)→ 0 with t→ ∞.

The conditions (27b) and (27f) are nonlinear. Then, the nonlinear programming toolbox
in Matlab can be directly used for dealing with the conditions.

Remark 4. As the early attempt on the observer design of positive systems with unknown input, the
literature [12,13] proposed the functional observer and the disturbance observer for positive systems,
respectively. However, there still exist some open issues to the observer design of positive systems.
First, existing results are concerned with the disturbance-free output, i.e., y(t) = Cx(t). Indeed,
the output will contain the disturbance when the dynamics of the system contains disturbance.
Therefore, it is unreasonable to ignore the disturbance in the output. Second, linear (nonlinear)
programming is more effective for dealing with the issues of positive systems than linear matrix
inequalities. In [13], linear matrix inequalities were employed for computing the corresponding
conditions. This will increase the complexity of the design. Linear programming has been verified
to be more suitable for positive systems [16,17,19,20,23–25,27]. Third, a unified is needed to the
observer gain design. In [12,13], the observer gains were computed based on some algorithms.
However, there are no unified framework on these gains. Thus, it limits the further extension of the
proposed design. To further present a unified observer design approach and overcome existing open
issues, Theorems 2 and 3 are presented. The presented framework has potential applications in the
related issues of positive systems.

4. Illustrative Examples

In recent years, urban water supply and water resources management have become a
hot topic with the rapid development of cities. In some large cities such as Paris, Barcelona,
Hangzhou, etc., the large water pipes are constructed to meet the city’s water demand
and facilitate water resource management. In literature [34,35], a state-space model with
disturbance was established for water systems, and corresponding control methods were
designed to achieve effective control of water systems and improve the management ability
of water resources. Considering the positivity of water flow in the water systems, the
literature [36] studied the robust model predictive controllers of the water system by using
positive system theory. The main physical quantities considered in the water system studied
in the literature [34–36] include the water capacity in the tank, the water flow operated by
the actuator (pump station or valve), and the flow generated by the disturbances (water
demands or rainwater flow). Based on the models described in the literature [34–36], a
virtual water tank of the water systems is as shown in Figure 1 and the state-space model
can be established under the form (1), where x(t) is the volume of all the tanks at the tth
time instant, u(t) is the manipulated flows through the actuators (pumps and valves), y(t)
is the outputs of sensors network, and w(t) represents the vector of the value of water
demands or rainwater flow. Here, we assume that the disturbance w(t) is generated by a
structural system (2) in Example 1, and the disturbance w(t) is non-structural in Example 2.
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Figure 1. The virtual tank.

Example 1. Consider system (1) with

A =

−2.50 0.35 0.30
0.52 −1.98 0.58
0.38 0.40 −2.28

, B =

0.88 0.56
0.59 0.90
0.66 0.55

,

C =

1.23 0.95
0.98 1.15
1.10 0.86

>, D =

(
0.85 0.78
0.78 0.88

)
, E =

0.78 0.68
0.69 0.70
0.56 0.65

.

Give the structural disturbance system (2) with

Υ =

(
−0.51 0.41
0.45 −0.52

)
, Γ =

(
1.10 0.10
0.10 0.13

)
.

By Theorem 1, one can obtain the corresponding gain matrices:

G =

−2.5497 0.2793 0.2142
0.3502 −2.1804 0.3714
0.3305 0.3018 −2.3818

, F =

(
0.0049 0.0043 0.0036
0.0052 0.0045 0.0038

)
,

Lc =

0.0400 0.0364
0.1416 0.1070
0.0929 0.0705

, Ld =

(
−0.0031 −0.0026
−0.0035 −0.0025

)
.

Give u(t) = 200e−0.05t(| sin(0.2πt)| | cos(0.15πt)|
)>. Under different initial conditions, the

state trajectories of η(t) and the observed signal η̂(t) are shown in Figure 2. The corresponding
error signal e(t) = η(t)− η̂(t) is given in Figure 3. It can be observed from Figure 2 that all
observer states (η̂1(t),η̂2(t),η̂3(t)) remain in positive orthant when the conditions are satisfied in
Theorem 1. Moreover, it can be obtained that the observer errors e(t) asymptotically converge to
zero from Figure 3. Figures 2 and 3 show that the state and disturbance observers design for system
(1) with structural disturbance is effective.

In order to prove that the state observer obtained by Theorem 1 has a good performance,
another input u′(t) = 10,000e−0.05t(| sin(0.2πt)| | cos(0.15πt)|

)> is given and the simulation
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results obtained are shown in Figure 4. By comparing Figure 2 with Figure 4, it can be found
that the simultaneous state and disturbance observers designed in Theorem 1 are all effective for
different inputs.

Figure 2. The state trajectories of system (1).

Figure 3. The corresponding error trajectories of system (1).

Figure 4. The state trajectories of system (1) with input u′(t).

Example 2. Consider the system (1) with

A =

−13.08 5.08 5.30
5.62 −12.38 4.50
4.98 4.68 −11.98

, B =

0.38 0.56
0.39 0.60
0.46 0.35

,

C =

0.68 0.39
0.35 0.41
0.32 0.33

>, E =

0.1950 0.1755
0.1800 0.1620
0.1400 0.1260

.

By Theorem 2, the gain matrices are:

G =

(
−10.7958 0.0070

0.0115 −10.2686

)
, Q =

(
0.0099 0.1400
0.0050 0.0213

)
,

W =

(
6.2873 −5.2919
−1.4874 3.1204

)
, L =

(
1.3829 0.0125
0.9604 0.0256

)
.
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Give u(t) = 100e−0.05t| sin(0.2πt)| | cos(0.15πt)|> and w(t) = 75e−0.05t| cos(0.1πt)|
| sin(0.15πt)|>. Under differential initial conditions, the state trajectories of η(t) and the observed
signal η̂(t) are depicted in Figure 5. The corresponding error signal e(t) = η(t)− η̂(t) is shown in
Figure 6. It can be seen from Figure 5 that all observer states (η̂1(t),η̂2(t),η̂3(t)) remain in positive
orthant when the conditions are satisfied in Theorem 2. Besides, it can be obtained that the observer
errors e(t) asymptotically converge to zero from Figure 6. Figures 5 and 6 show that the unknown
input observer design for system (1) with non-structural disturbance is effective.

Different input and disturbance with u′(t) = 10,000e−0.05t(| sin(0.2πt)| | cos(0.15πt)|
)>

and w′(t) = 7500e−0.05t(| cos(0.1πt)| | sin(0.15πt)|
)> are re-selected for simulation. The simu-

lation results are shown in Figure 7. By comparing Figure 5 with Figure 7, it can be found that the
unknown input observer designed in Theorem 2 is effective for different input and disturbance.

Figure 5. The state trajectories of system (1).

Figure 6. The corresponding error trajectories of system (1).

Figure 7. The state trajectories of system (1) with input u′(t) and disturbance w′(t).

5. Conclusions

This paper proposes two classes of observers for positive systems with disturbance.
One is for the structural disturbance and the other one is the non-structural disturbance.
A novel designed approach without additional conditions on the observer gain matrices
is introduced, which removes the limitation of gain performance and thus improves the
accuracy of the observer. The observer frameworks proposed in this paper are universal
to positive systems with structural/non-structural disturbance and the proposed design
method can provide valuable reference for the control synthesis of positive systems. In
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addition, linear programming is used to solve the presented conditions, which greatly
reduces the computational complexity. In future work, it will be interesting to develop
symmetry observer [37] and sliding mode observer [38] to positive systems.
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