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Abstract: Medical image acquisition devices are susceptible to producing blurry images due to
respiratory and patient movement. Despite having a notable impact on such blind-motion deblurring,
medical image deblurring is still underexposed. This study proposes an end-to-end scale-recurrent
deep network to learn the deblurring from multi-modal medical images. The proposed network
comprises a novel residual dense block with spatial-asymmetric attention to recover salient informa-
tion while learning medical image deblurring. The performance of the proposed methods has been
densely evaluated and compared with the existing deblurring methods. The experimental results
demonstrate that the proposed method can remove blur from medical images without illustrating
visually disturbing artifacts. Furthermore, it outperforms the deep deblurring methods in qualitative
and quantitative evaluation by a noticeable margin. The applicability of the proposed method has
also been verified by incorporating it into various medical image analysis tasks such as segmentation
and detection. The proposed deblurring method helps accelerate the performance of such medical
image analysis tasks by removing blur from blurry medical inputs.

Keywords: medical image deblurring; dense residual spatial-asymmetric attention; scale-recurrent
network; residual learning; deep learning

MSC: 68T07

1. Introduction

The perceptual quality of images directly impacts the process of medical image analysis
and decision-making maneuvers of medical practitioners [1,2]. Contrarily, acquiring a
visually plausible and precise representation of repository organs is a strenuous process. It
requires a longer scanning time to capture the image of the complex respiratory system.
Slower scanning times combined with respiratory and patient motion impel the medical
image acquisition device to capture unclear images with blind-motion blurs [2].
Removing blur from any image is a challenging task. Typically, deblurring refers to
a deconvolution operation, where a blurred image comprises a blur kernel with additive
sensor noises [3] as follows:
Ip :K(M) * I+ SN €))

In Equation (1), I represents the blurred image, Is represents the latent sharp image,
* represents the convolution operation, K(M) represents the blur kernel, and Sy represents
sensor noise. The K(M) for medical images remains blind in most cases. Arguably, the
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complex structure and texture of the repository systems with blind blurs make the medical
image deblurring far more challenging than for generic images.

In recent years, only a few works in the open literature have attempted to address
the challenges of deblurring medical images. Most of these methods leverage classical
image processing techniques to reduce blurs by applying sharpening filters [4-7]. Fur-
thermore, only a few recent methods utilize deep learning for learning deblurring from
medical images [8,9]. However, the existing medical image deblurring (MID) methods
are domain-oriented and heavily depend on the point spread capacity of the acquisition
system. Therefore, the performance of these methods is limited to specific image types
(i.e., CT, MRI) and fails to achieve satisfactory performance in diverse data samples.

Oppositely, deep learning-based image deblurring techniques have evolved signifi-
cantly in the past decade [10]. These methods have illustrated significant improvement
in removing deblurs in non-medical images. Notably, the deep deblurring methods out-
perform traditional counterparts by a considerable margin in diverse data samples [10].
To examine the existing deep deblurring techniques for MID, we trained and tested these
methods on medical images collected from multiple image modalities, as shown in Figure 1.
It has been found that the existing state-of-the-art (SOTA) deep deblurring and MID meth-
ods fail to recover texture and salient information from blurry medical images. Moreover,
they are prone to produce visually disturbing artifacts while removing blur from the
given image.

It is worth noting that medical images are typically captured with different image
acquisition mechanisms and comprise more salient features than non-medical images.
However, removing blur from medical images has a significant impact. It can substantially
accelerate the performance of medical image analysis tasks. Despite a wide range of appli-
cations and real-world impacts, the performance of existing MID methods is inadequate.
They fail to address the large-kernel blind blurs in medical images, as shown in Figure 1.
The limitation of existing methods motivated this study to incorporate a robust learning-
based MID solution, which can handle the large kernel blurs without explicitly considering
image modality.

®

Figure 1. Performance of existing medical image deblurring methods in removing blind motion blur.
The existing deblurring methods immensely failed in removing blur from medical images. (a) Blurry
input. (b) Result obtained by TEMImageNet [9]. (c) Result obtained by ZhaoNet [11]. (d) Result
obtained by Deep Deblur [12]. (e) Result obtained by SRN Deblur [13]. (f) Proposed Method.

This study proposes a deep method for learning image acquisition-independent MID
from diverse data samples. The proposed method incorporates a scale-recurrent deep
network with a novel deep module combining residual dense block [14] and spatial-
asymmetric attention [15] (denoted as RD-SAM in later sections). Here, residual-dense
learning strives to extract salient features, and the spatial-asymmetric block refines the
extracted features with local-global attention. The performance of the proposed deep
method has been compared with existing MID methods for different varieties of medical



Mathematics 2023, 11,115

30f16

images. The applicability of a deep MID method for accelerating medical image analysis has
also been studied by incorporating it into computer-aided diagnosis (CAD) applications,
such as segmentation and detection. The main contribution of the proposed study is
as follows:

*  Propose a scale-recurrent deep network with RD-SAM to accelerate the medical image
deblurring. The proposed RD-SAM aims to learn salient features from blurry medical
images and refine the features with local-global attention.

¢ Propose to generalize the MID by learning deblurring from multiple medical image
modalities. Additionally, the feasibility of the proposed method has been verified with
numerous medical image datasets acquired by different image acquisition techniques.

*  Study existing deep learning-based deblurring methods for MID and outperformed
them in qualitative and quantitative comparisons.

*  [Illustrate the feasibility of a robust deblurring method in medical image analysis tasks
such as segmentation, detection, etc.

The rest of the paper is organized as follows: Section 2 reviews the related works,
Section 3 details the proposed method, Section 4 compares and analyzes the experimental
results, and Section 5 concludes this work.

2. Related Works

This section briefly discusses the existing medical image deblurring methods and deep
learning-based image deblurring methods.

2.1. Medical Image Deblurring

Most of the existing MID methods have utilized non-learning-based deblurring ap-
proaches. Among the existing MID works, Ming et al. [6] introduce a blind deblurring
strategy to enhance blurry images without complete knowledge of the underlying point
spread function (PSF). Ashish et al. [4] proposed a complex wavelet transform for deblur-
ring ultrasonic and Computed Tomography (CT) images. In a follow-up study [16], they
leverage a symmetric Daubechies complex wavelet transform to outperform their counter-
parts. In another study, K Reddy et al. [17] proposed a modified ADMM for removing blurs
from color medical images. Further, Zohair et al. [18] proposed to combine the Laplacian
sharpening filter and the iterative Richardson—Lucy algorithm to mitigate blur from CT
images. Later, they [19] presented an iterative Landweber algorithm to mitigate artifact-free
boundaries and lessen noise amplification for perceiving a faster processing time. Later,
Ergun et al. [7] proposed a fast off-resonance frequency deblurring for spiral MR images.
Meanwhile, Reza et al. [5] used coherence-enhancing shock filters for sharpening edges of
blur images.

Apart from the traditional approaches, a few recent works attempted to utilize machine
learning approaches for MID. For instance, Dong et al. [20] proposed to combine the
classical Wiener deconvolution framework with deep features for MID. Apart from that,
Zhao et al. [11] proposed an end-to-end deep learning-based deblurring method exclusively
for optical microscopic imaging systems. In another study, Lin et al. [9] proposed a U-
Net-like structure to learn deblurring on atomic-resolution images. It is worth noting that
none of the existing methods have been generalized to perform deblurring in diverse data
samples collected by different medical image modalities.

2.2. Deep Image Deblurring

Learning-based deblurring methods illustrated significant improvement in recent
years. These methods consider image deblurring as an image-to-image translation task. In
a recent study, Sun et al. [21] proposed a convolutional neural network (CNN) to predict
the field of non-uniform motion blur kernels. Later, Nah et al. [12] proposed a multi-scale
CNN to recover the sharp image from blurry inputs. Similarly, YE et al. [22] also utilized a
similar multi-scale structure in a coarse-to-refine manner. Zhang et al. [23] also proposed a
deep network that fuses multiple CNNs with a spatially variant recurrent neural network
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(RNN). Apart from that, a few recent studies [24,25] also adopt the concept of generative
adversarial networks (GAN) to learn image deblurring in non-medical images.

The deep image deblurring methods have illustrated domination in non-medical
image deblurring. However, none of these deep methods have attempted to deblur the
medical images. Arguably, medical image deblurring is far more challenging and comprises
more real-world applications than non-medical images. Thus, this study aims to introduce
a robust deblurring method for MID. Table 1 illustrates a comparison between existing

works and the proposed method.

Table 1. Comparison between existing methods and the proposed method.

Category Method Strength Weakness
Medical Image Non Learning Methods  Utilize sharpening * Do not require pair ¢ Can not handle
Deblurring filters images for training large-scale blur
¢ Do not require training  ® Can not handle diverse
data
Learning Based Learn removing blurs ¢ Can remove large-scale  ® Learn from
Method from medical images blurs synthesized data
¢ Optimized for medical ¢ Limited to the specific
image dataset
Deep Deblurring Learns deblurring as coarse to refine manners ¢ Qutperforms ¢ Do not utilize
traditional deblurring spatial-asymmetric
methods attention
* Can handle large-scale ~ * Not optimized for
blurs medical image
Proposed Method Learns MID from multi-domain medical im- * Can handle large-scale = Learns from synthesized

blind-blurs

data

ages with RD-SAM

e Utilize RD-SAM on
scale-recurrent structure
* Medical modality
independent

3. Proposed Method

The proposed method considers the MID as an image-to-image translation task. This
section details the proposed network, its learning strategy, and the process of generating
blurry medical images.

3.1. Deep Network

The proposed method aims to translate a blurry medical image (Ig) as N : I — Ip.
Here, the mapping function (N) learns to deblur an RGB medical image (Ig) as Ip €
[0, 1]H*W>3_ H and W represent the height and width of the input and output images.

Figure 2 illustrates the architecture of the proposed network (mapping function) N.
The proposed network comprises three sub-networks to learn MID in different image
resolutions. The output of individual branches is upscaled and incorporated into the
subsequent sub-network as follows:

I'h' = N(Ig/, Ip"!T, hi*1T; 6g) 2)

Here, Ig' and Ip present the given blurry input and deblurred output of the i'} scale.
fs presents the the training parameters of proposed network N, and & presents the hidden
states captured with LSTM [13]. Unlike the previous studies, this study proposes RD-SAM
in the encoder and decoder of each sub-network for precise feature learning. Our encoder
and decoder have been connected with a skip connection to accelerate residual features.
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Figure 2. Overview of the proposed network for learning medical image deblurring. The proposed
method comprises a novel RD-SAM block in a scale recurrent network for learning salient features to
accelerate deblurring performance.

3.1.1. Residual Dense Spatial-Asymmetric Attention Module (RD-SAM)

Figure 3 illustrates the overview of the proposed RD-SAM. The proposed RD-SAM
comprises a residual dense block followed by spatial-asymmetric attention as follows:

Xju = Rin(Dm(X)) ®)

In Equation (3), R(-) and D(-) residual dense block and spatial-asymmetric block pursue
local-global attention.

It is worth noting, spatial-asymmetric attention is well-known for its capability of re-
fining features. Recently, it has shown significant performance gain in numerous computer
vision tasks such as nona-Bayer reconstruction [15] and face anti-spoofing [26]. In this
study, we leverage spatial-asymmetric attention to refine extracted feature of the residual
dense block as follows:
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Fv = 1(Cs([Za(Av(X)); Zm(Av(X))])) (4)
Fu = 7(Cs([Za(An(X)); Zm(An(X))])) (@)

Here, A(-), C(-), and 7 represent the asymmetric convolution operation, square con-
volution, and sigmoid activation. Additionally, Z4 and Zy; present the average pooling
and max pooling to generates two 2D feature maps as X4 € RVHXW Xy € RI*XHXW The
mapped feature has been concatenated and presented as a 2D map.

Overall, the aggregated bi-directional attention over a given feature of a blurry medical
image has been obtained as:

Fc =Fyv+Fy (6)

Additionally, a squeeze-extractor descriptor [27] also has been utilized to pursue a
global descriptor as follows:

(H*W*C) (H*W*C)

[}
____________________

[}

- 1

I Horizontal Convolution (1*3) Vertical Convolution (3*1) Convolution (9*9)

1

Fg = Mp(Zg(Cp(X))) @)
Here, Mr and Zg present consecutive fully connected layers and global pooling
operations.
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Figure 3. Overview of proposed RD-SAM. It comprises a residual dense block, followed by a spatial-
symmetric attention module. (a) Proposed RD-SAM. (b) Spatial-asymmetric attention module.

3.1.2. Objective Function

The proposed network N parameterized with weights W, aims to minimize the training
loss by appropriating the given P pairs of training images {Ig', Ig'}!_; as follows:

* 1 P t t
W* = arg min; ;E(G(IM ), Ig") 8)

Here, £ denotes the objective function, which is perceived as:

L=|Ig—1Ip |} ©)

Here, Ig and Ip present the ground truth image and enhanced medical images.
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3.2. Blur Simulation

Training pairs with input and ground truth images are one of the most crucial parts of
developing a supervised deep learning-based solution. Regrettably, we could not find any
potential dataset with blurry image input and sharp ground truth image pairs for learning
MID. To counter the data limitation, we propose synthesizing blurry medical images from
existing sharp medical images. The Algorithm 1 depicts the procedure of synthesizing
blur-sharp image pairs for learning MID. The blurry input has been generated by applying
a blur kernel with a random angle. It is worth noting that the proposed blur simulation
method is able to generate the blur-sharp image pairs from any medical images without
explicitly knowing its hardware implications.

Algorithm 1 Simulating motion blurs on medical images

Dax = + 45 maximum degree kernel
AMax = + 45 maximum angel for kernel
Din = — 45 minimum degree kernel
Apmin = — 45 minimum angel for kernel
procedure BLUR SIMULATION(Ig, Dpax, Amaxr Dnin, Amin)
Dy < random (D pin, Dpax)
AR < random(Aptin, AMax)
Ryt ¢ RotationMatix2D(Dg, AR)
Dppat < Diagonal Matix(Dg)
Ag + AffineTrans formation(Dpgat, Rptat, DR)
Bg < Ax/Dg
Ig < ApplyBlurKernel(Ig, Bk)

return Ip

We utilized 18,000 medical images to generate blurry training samples throughout
the experiments. Additionally, 1200 (200 for observing convergence and 1000 for testing)
medical images have been used to evaluate the deep methods. The following datasets have
been utilized to generate blur-sharp image pairs throughout the study: (i) Human Protein
atlas [28], (ii) Chest X-ray [29], (iii) CT scan [30], (iv) HRM skin lesion [31], and (iv) Brain
MRI [32].

It is worth noting that the blurs in the training pairs generated on-the-fly (during
training) utilize Algorithm 1. The proposed blur generation strategy allowed this study
to induce an infinite number of blur kernels and the training samples from the available
data samples. Such a learning strategy intends to introduce data diversity and avoid
overfitting during the training phase [33]. Apart from the training samples, we utilized
fixed blur kernels in the validation and testing samples to ensure a fair comparison among
all deblurring methods. Figure 4 illustrates the blur-sharp image pairs from our blurry
medical image dataset.

3.3. Training Details

The proposed method was implemented as an end-to-end convolution network using
the PyTorch framework [34]. Thus, it does not require any post-processing to perceive the
ultimate outputs. The network was optimized with an Adam optimizer [35] with f; = 0.9,
B2 = 0.99, and learning rate = 0.005 . The network was trained on resized images with
dimensions of 128 x 128 x 3. However, for testing, we utilized the actual dimensions of the
medical images. The batch size for training was fixed at 16 and we trained the network for



Mathematics 2023, 11,115

8 of 16

150,000 steps. It took around 72 hours to converge on a machine comprising an AMD Ryzen
3200 G central processing unit (CPU) clocked at 3.60 GHz and a random-access memory of
16 GB. A Nvidia Geforce GTX 1060 (6 GB) graphical processing unit (GPU) was utilized for
accelerating the training process.

(b) (© ©

Figure 4. Blur-sharp image pairs generated by the proposed method. In each pair. Top: Ground-truth
image. Bottom: Simulated blurry image. (a) Chest X-ray [29]. (b) COVID-19 CT scan [30]. (c) Human
Protein atlas [28]. (d) HRM skin Lesion [31]. (e) MRI images [32].

4. Result and Analysis

The proposed method was extensively studied and compared with the potential SOTA
deep deblurring method with existing dedicated works for medical image deblurring. Fur-
thermore, we illustrated the impact of deblurring in several medical image analysis tasks.

4.1. Comparison with State-of-the-Art Methods

We evaluated and compared the SOTA deblurring methods. For a fair comparison, we
studied the learning-based deep deblurring methods throughout this study. All comparing
methods have been trained and tested with our proposed blur-sharp dataset. Please note
that our training and testing comprise both RGB and grayscale images. Additionally, they
have been trained with their suggested hyperparameters to obtain maximum performance.
In our setting, each model took around 2~4 days for converging with the given data
samples. The performance of the deep models has been summarized with three distinct
evaluation metrics: (i) PSNR, (ii) SSIM, and (iii) DeltaE. Here, these standards aim to
consider specific criteria, while evaluating the generated images. For instance, PSNR
considers the signal-to-noise ratio, SSIM evaluates the structural information, and DeltaE
quantifies the perceptual quality with color distortion between the generated and target
image. The implication of such diverse evaluation metrics allowed us to evaluate the
generated images from different imaging perspectives. In addition to the quantitative
evaluation, we also performed a visual comparison between the deep deblurring method
for visually understanding the performance of these deep methods.

4.1.1. Quantitative Comparison

Table 2 illustrates the objective comparison between deep deblurring methods for
MID. We evaluated the performance of each comparing method by utilizing the evaluation
metrics. Moreover, we calculated individual scores (i.e., PSNR, SSIM, and deltaE) for all
testing images. We compute the mean performance of each comparing method for a specific
dataset to observe their performance on that respective modality. Later, we summarized
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the performance of each comparing method by calculating the mean PSNR, SSIM, and
deltaE scores obtained on the individual modality.

In all evaluation criteria, the proposed method outperforms the existing deblurring
methods by a notable margin. It also shows that the proposed method is a medical image
modality independently and can handle a diverse range of blurry images. As a result, the
proposed method demonstrates superior performance across all comparing datasets. On
average, our method outperforms its near-performing deep method by 0.86 dB in PSNR,
3% in SSIM, and 0.15 in DeltaE matrics. Overall, the quantitative evaluation confirms that
the proposed method can remove blur by recovering structural information, low-noise
ratio, and visually plausible sharp medical images compared to the existing methods.

Table 2. Quantitative comparison between deblurring methods in different medical image datasets.
The proposed method outperforms existing methods in all evaluating metrics.

Method Dataset PSNR 1 SSIM 1 DeltaE |
TEMImageNet 21.05 0.55 7.02
Zao Net 23.27 0.64 423
Deep Deblur ChexPert X-ray 23.05 0.65 441
SRN Deblur 27.06 0.75 2.82
Proposed 28.09 0.79 2.59
TEMImageNet 17.27 0.51 10.24
Zao Net 23.08 0.70 4.09
Deep Deblur COVID-19 CT Scan 23.17 0.71 4.29
SRN Deblur 27.43 0.82 2.59
Proposed 28.74 0.84 2.48
TEMImageNet 19.08 0.13 6.33
Zao Net 28.72 0.77 1.47
Deep Deblur Human Protein Atlas 29.82 0.82 1.45
SRN Deblur 30.76 0.83 1.24
Proposed 31.13 0.86 1.17
TEMImageNet 16.40 0.49 11.52
Zao Net 26.87 0.83 3.87
Deep Deblur HRM Skin Lesion 27.53 0.82 3.42
SRN Deblur 29.05 0.83 3.04
Proposed 30.33 0.85 2.72
TEMImageNet 19.56 0.40 7.71
Zao Net 27.75 0.69 4.28
Deep Deblur Brain MRI 28.60 0.77 411
SRN Deblur 31.78 0.78 3.50
Proposed 32.05 0.83 3.47
TEMImageNet 18.67 0.42 8.56
Zao Net 25.94 0.73 3.59
Deep Deblur Average 26.43 0.75 3.53
SRN Deblur 29.21 0.80 2.64
Proposed 30.07 0.83 2.49

4.1.2. Qualitative Comparison

Figure 5 depicts the qualitative comparison between deep deblurring methods. It
can be seen that the proposed method outperforms the existing deblurring methods by
recovering salient details. Apart from recovering details, the proposed network can remove
maximum blur without illustrating visually disturbing artifacts. The proposed RD-SAM
helps us learn salient features with local-global attention, while removing blind blurs from
medical images. Overall, the qualitative comparison verifies the feasibility of the proposed
method for MID in real-world applications.
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Human Protein Atlas

Chexpert X-Ray

Covid CT Scan

HRM Skin Lesion

Brain MRI

Figure 5. Qualitative comparison between deep MID methods. The proposed method outperforms
the existing methods by recovering salient information from blurry medical images. (a) Blurry input.
(b) Result obtained by TEMImageNet [9]. (c) Result obtained by ZhaoNet [11]. (d) Result obtained by
Deep Deblur [12]. (e) Result obtained by SRN Deblur [13]. (f) Proposed Method.
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4.2. Deblurring in Computer-Aided Diagnosis

The Computer-Aided Diagnosis (CAD) application has gained substantial attention in
recent years. In the last decade, several CAD applications, such as segmentation, detection,
recognition, etc., illustrated significant impacts in medical image analysis. Nonetheless, the
performance of this CAD application can be noticeably affected by the perceptual quality
of the medical images. The blind-motion blur can seriously deteriorate the performance
of any CAD method. To study the impact of blur in CAD applications, we evaluated the
SOTA CAD methods with blurry images in this study. Furthermore, we illustrated that a
robust deblurring method such as the proposed method could accelerate the performance
of CAD.

4.2.1. Segmentation

Abnormality segmentation is considered among the most prominent CAD applications
in medical image analysis. Despite having substantial real-world implications, medical
image segmentation suffers from blind-motion blur. As Figure 6 illustrates, the existing seg-
mentation methods’ performance can drastically deteriorate by blind-motion blur. A robust
deblurring method can help segmentation methods in improving their performance. Here,
we evaluated the SOTA U-net architecture inspecting the impact of blurs in segmentation
on MRI images.

©

Figure 6. Incorporating the proposed method for deblurring medical images can improve medical im-
age segmentation performance. The red and green regions represent the area segmented by the deep
model and the actual (ground-truth) affected region. (a) Blurry image + U-Net [36]. (b) Deblurred
image obtained by proposed method + U-Net [36]. (c) Reference image + U-Net [36].

4.2.2. Detection

Similar to segmentation, abnormality detection is another widely used application in
CAD. Such detection methods predict the region of abnormal issues or foreign bodies in
a given medical image. Blind motion blurs can deteriorate the performance of such deep
networks as well. We evaluated the performance of SOTA Mask R-CNN [37] with blurs
in brain tumor detection. Despite being a well establish detection method, Mask R-CNN
substantially suffers from blurs in the input image. Inversely, the proposed MID method
can help the detection model by enhancing and removing blurs from the given input, as
shown in Figure 7.

4.3. Ablation Study

The impact of the proposed components was verified with sophisticated experiments.
We remove our scale recurrent subnetworks and the proposed RD-SAM from our net-
work. Later, these components were incorporated into the network architecture to reveal
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their contribution. We evaluated the performance of our network variant on our testing
dataset of 10,000 medical images. Table 3 illustrates the quantitative evaluation of the
network variants.

DN

(b)

Figure 7. Incorporating the proposed method for deblurring medical images can improve the
performance of abnormality detection. The red and green regions represent the area segmented by
the deep model and the actual (ground-truth) affected region. (a) Blurry image + Mask R-CNN [37].
(b) Deblurred obtained by proposed method + Mask R-CNN [37]. (c) Reference image + Mask
R-CNN [37].

Table 3. Impact of RD-SAM and scale-recurrent architecture MID. It can be seen that the proposed
components drastically improve the performance of MID while handling a diverse range of blind
motion blurs.

Method Muli-Scale RD-SAM PSNR 1 SSIM 1 DeltaE |
Base X X 27.67 0.77 3.13
Base Multi-scale X v 28.42 0.79 2.92
Proposed v v 30.07 0.83 2.49

Apart from the quantitative evaluation, the contribution of the proposed components
was also verified with qualitative results. Figure 8 illustrates the visual performance of
our proposed network variants. It can be seen that our scale recurrent structure helps us
in removing blurs from medical images. Additionally, our RD-SAM enhances the details,
while preserving the color information by leveraging local-global attention.

4.4. Performance Analysis

Figure 9 illustrates the training progress of the proposed method. The proposed
method obtained a stable PSNR performance over training steps. However, the SSIM and
deltaE score of the proposed deblurring method deteriorates, while stabilizing the PSNR
performance. The MID is considered a challenging-tricky task due to the relationship of blur
kernels with sensor noise (Sy). Such complicated behavior of blur kernels can substantially
impact structural and perceptual enhancement. This inevitable dilemma drives the MID
methods to trade between PSNR and structural enhancement. This study prioritizes the
PSNR over other evaluation metrics due to the characteristics of medical images.
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Figure 8. Qualitative evaluation of the impact of proposed components in MID. (a) Blurry Input.
(b) Base network. (c) Base network + scale-recurrent structure. (d) Proposed network with scale-
recurrent structure + RD-SAM. (e) Reference image.
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Figure 9. Learning medical image deblurring over training steps. (a) Steps vs. PSNR. (b) Steps vs.
SSIM. (c) Steps vs. DeltaE.

Apart from training performance, the proposed method comprises 24.1 million train-
able parameters. The FLOPs and inference time of the proposed method can vary depend-
ing on the input dimension. It is worth noting the proposed network is fully convolutional.
Thus, it can take any image dimension as an input. However, the proposed network has
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developed as an end-to-end network for reducing pre or post-processing operations. On
static hardware with fixed-dimensioned images, the inference time of the proposed method
is expected to remain unchanged. Table 4 depicts the detailed analysis of the proposed
deblurring method.

Table 4. Analysis of the proposed network developed as an end-to-end fully convolutional neural network.

Dimension 64 * 64 128 * 128 256 * 256
Inference Time (ms) 28.47 36.65 97.17
FLOPs (M) 3.63 14.52 58.06
Trainable Parameters (million) 241

Memory (MB) 8688.81 139,311.63 2,234,282.94

4.5. Discussion

The proposed method reveals several aspects of MID. We illustrated that the scale-
recurrent deep structure with RD-SAM block substantially improves the performance in
MID. We also demonstrate that MID can be generalized without separating the medical
image into different genres. A robust blur generation method with a precise learning
strategy can substantially remove blur from medical images. Furthermore, such deblurring
methods can improve the performance of CAD applications.

Despite showing improvement over existing methods, one of the limitations of our
proposed method is that we trained and tested our network on a synthesized dataset.
Regrettably, we could not find any open dataset with blur-sharp images to evaluate our
network. However, our data generation methods have been developed based on the
suggestion from recent works.

The limitation of the proposed work could drive future MID methods in a new
direction. It would be meaningful work to collect a medical image dataset with blur-sharp
image pairs. Apart from that, our scale-recurrent network with RD-SAM could be extended
for removing blurs from the 3D medical images. However, for such implementation, the
input and output layers of the proposed network need to be modified. Additionally, an
optimized MID method for edge devices is still due. It could be interesting to evaluate the
MID methods in edge devices through a future study.

5. Conclusions

This study proposed a novel learning-based deep method for muti-modal medical
image deblurring. The proposed method demonstrates that medical image deblurring can
be generalized for multi-modal medical images with a proper learning strategy. This study
also introduced a novel scale-recurrent deep network with residual dense block and spatial-
asymmetric module. The proposed module aims to learn salient features with local-global
attention for recovering detail texture and information while deblurring medical images.
The performance of the proposed method has been evaluated with different medical image
datasets. The comparison results demonstrated that the proposed method outperforms
the existing works in qualitative and quantitative comparisons. The applicability of the
proposed method has been evaluated by incorporating it into numerous medical image
analysis tasks. The experimental results reveal that the proposed method can substantially
improve the performance of such analysis tasks by removing blind-motion blurs from the
given image. It has planned to collect real-world blur-sharp medical image pairs and study
the performance of the proposed method in 3D images in a future study.
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