. mathematics

Article

On the Autocorrelation Function of 1/f Noises

Pedro Carpena %*

check for
updates

Citation: Carpena, P; Coronado, A.V.
On the Autocorrelation Function of
1/ f Noises. Mathematics 2022, 10,
1416. https://doi.org/10.3390/
math10091416

Received: 25 March 2022
Accepted: 20 April 2022
Published: 22 April 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Ana V. Coronado !

Departamento de Fisica Aplicada II, E.T.S.I. de Telecomunicacién, Universidad de Malaga,

29071 Mélaga, Spain; anavi@uma.es

Instituto Carlos I de Fisica Teérica y Computacional, Universidad de Malaga, 29071 Mélaga, Spain
*  Correspondence: pjcarpena@uma.es

Abstract: The outputs of many real-world complex dynamical systems are time series characterized
by power-law correlations and fractal properties. The first proposed model for such time series com-
prised fractional Gaussian noise (fGn), defined by an autocorrelation function C(k) with asymptotic
power-law behavior, and a complicated power spectrum S( f) with power-law behavior in the small
frequency region linked to the power-law behavior of C(k). This connection suggested the use of
simpler models for power-law correlated time series: time series with power spectra of the form
S(f) ~ 1/fF, i.e., with power-law behavior in the entire frequency range and not only near f = 0 as
fGn. This type of time series, known as 1/ f# noises or simply 1/ f noises, can be simulated using
the Fourier filtering method and has become a standard model for power-law correlated time series
with a wide range of applications. However, despite the simplicity of the power spectrum of 1/ f B
noises and of the known relationship between the power-law exponents of S(f) and C(k), to our
knowledge, an explicit expression of C(k) for 1/ f# noises has not been previously published. In this
work, we provide an analytical derivation of C(k) for 1/ f# noises, and we show the validity of our
results by comparing them with the numerical results obtained from synthetically generated 1/ f#
time series. We also present two applications of our results: First, we compare the autocorrelation
functions of fGn and 1/ fP noises that, despite exhibiting similar power-law behavior, present some
clear differences for anticorrelated cases. Secondly, we obtain the exact analytical expression of the
Fluctuation Analysis algorithm when applied to 1/ f# noises.

Keywords: complex time series; power-law correlations; autocorrelation function; fractal noises

MSC: 60G18; 60G22; 62M10

1. Introduction

The information available from many complex dynamical systems typically consists
of observable output time series, which presents characteristics inherited from underly-
ing dynamics. In particular, the most remarkable feature is the presence of long-range
power-law correlations in such time series as a signature of fractal properties and the
lack of characteristic spatial or time scales in the system. Such power-law correlations
are practically ubiquitous, and since the discovery of the Hurst effect in the Nile river [1],
they have been found in a great diversity of natural and artificial systems: stock market
activity [2], physiology (heartbeat dynamics [3-5], respiration [6], brain activity [7], pos-
tural control [8,9], etc.), DNA sequences [10], cellular automaton [11], meteorology [12],
geophysics [13], and many others.

As a consequence of the abundance of these time series, it is convenient to create
mathematical models able to reproduce such power-law correlations and to generate
synthetic time series with properties mimicking those of real-world time series. Very likely,
the first model characterized by fractal properties and power-law correlations are the well-
known fractional Gaussian noises (fGns) proposed by Mandelbrot and Van Ness [14]. FGns
are provided by the increments of fractional Brownian motions (typically used to describe
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anomalous diffusion), and they are fully characterized by the following autocorrelation

function:
(k+1)%H —2k2H + (k —1)2H )
2

where H is the Hurst exponent defining the process, with H € (0,1) used to ensure
stationarity. In the limit of large values of lag k, C(k) behaves as a power-law.

Ck) =

ey ~ 122D @)

This is the reason why these noises are termed as power-law correlated. Case H = 1/2
corresponds to the absence of correlations (white noise) for which C(k) = 0. For H > 1/2,
the correlations are positive and are stronger as H increases, while the noise is power-law
anticorrelated for H < 1/2. Moreover, for H > 1/2, the sum Y ;> ; C(k) diverges, and the
corresponding noise is known as a long-range correlated.

FGns can be computationally generated using different methods, such as the one
proposed by Davies and Harte [15]. In this technique, Equation (1) is used to compute N
values of C(k) from k = 0 to N — 1, which are then conveniently arranged in a periodic
manner prior to numerically calculating the Fourier transform to obtain the power spectrum
S(f) according to the Wiener-Khinchin theorem. S(f) is later used to generate a signal
in the frequency domain with random Fourier phases. This signal is Fourier-transformed
back into the time domain to obtain a particular realization of f{Gn with N data points.

Other techniques detailed by Dieker and Mandjes in [16] use the corresponding power
spectrum S(f) as the starting point for the generation of f{Gn:

S(f) = 2sin(H)T(2H + 1)(1 — cos(27tf)) [(2nf)*2H*1 +B(f, H)}, 3)
with the function B(f, H) defined as:

ZOO: i —2H-1 i £)—2H-1
B(f,H)I ] 1(]+f) (27[)1:;157 f) ) @)

and with the frequency f in range —1/2 < f < 1/2. Using this (complicated) power-
spectrum, the aim is to construct a signal that is a frequency domain and to transform it
back to the time domain for obtaining a final time series of fGn type. We remark that, in the
limit of small frequencies (large scales) near f = 0, the f{Gn power spectrum (3) behaves

as follows:
1 1

S(f) ~ ]m = fiﬁ’ ®)

where we have defined exponent  of S(f) as § = 2H — 1 with § € (—1,1), and then in
terms of the B exponent, the power-law behavior of C(k) is C(k) ~ k' ~P. In this manner, the
large scale power-law behavior of C(k) in Equation (2) is linked to the power-law behavior
of S(f) in the small f region.

2. Fourier Filtering Method and 1/f# Noises

More precisely, the connection between the power-law behaviors of S(f) and C(k)
described above motivated the use of algorithms utilizing simpler power spectra than (3)
to synthetically generate power-law correlated times series. In particular, the most widely
used is the Fourier filtering method (FFM) [17,18], which considers a power spectrum of

the following type:
1
S(f) ~ 75"

therefore extending the behavior of (3) near the f = 0 region to the entire range of frequen-
cies. FFM works as follows: a) Create a white noise {y;} (i = 1,..., N) in the time domain

(6)
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and perform a Fourier transform to obtain {Y}. In this way, the corresponding discrete
(positive) frequencies are given by the following.
i—1

fi=—=-i=1...,N/2. @)

Multiply {Y¢} by the filter f#/2 to obtain {X;}. Fourier-transform {X;} back into
time domain to obtain the final time series {x;} with N data points. By construction, time
series {x;} presents a power spectrum as in Equation (6) such that the corresponding
autocorrelation function behaves asymptotically as a power-law of type C(k) ~ k'~F. For
obvious reasons, the outputs {x;} of FFM are commonly known as 1/ f noises or simply
as 1/ f noises, and in some contexts, they are also termed as colored noises. In Figure 1, we
show several 1/ ff noises with N = 512 data points obtained by using FFM with different
input 8 values.

20 |- B=08 -
15 B=04 -
S10 f B=0 -
5 | B=—04-
0f | B=—08 -
0 100 200 300 200 500
time ¢

Figure 1. Correlated time series with a power spectrum of the form S(f) ~ 1/ fP obtained with the
Fourier Filtering Method for several B values. In all cases, the time series length is N = 512. All series
have 0 mean and unit standard deviation, but we have shifted them vertically to avoid overlapping.

The 1/ f# noises generated with FEM have become standard models for power-law
correlated time series and are utilized for a great variety of purposes, such as benchmarks
for techniques aimed at quantifying correlations [19-23], modeling correlated DNA se-
quences [24], studying return intervals and extreme events in correlated processes [25,26],
or characterizing the localization properties of correlated—disordered chains [27-29]. In ad-
dition, we remark that the filtering process in FFM does not alter the Fourier phases, which
are essentially random since they come from the Fourier transform of the original white
noise. These random Fourier phases ensure that the final 1/ ff noise {x;} only possesses
linear correlations such that 1/ f# noises are also used as prototypical power-law-correlated
linear noises [30].

We note that, in the case of fGn, the duality C(k)-S(f) is provided in Equations (1)-
(3). However, despite the wide range of applications of 1/ f# noises and the simplicity
of the corresponding power spectrum, to our knowledge, an explicit expression for the
autocorrelation function of such noises is not known. This is the main aim of this paper. To
this end, in Section 3, we present an analytical derivation of C(k) for 1/ ff noises, including
the exact result in terms of the Lommel functions and also an asymptotic expansion to
illustrate the power-law behavior of C(k) for these types of noises. We show the validity
of our analytical results by comparing them with the numerical autocorrelation functions
obtained for 1/ ff noises synthetically generated with FFM. Finally, in Section 4, we present
two applications of our result. First, we compare the autocorrelation functions of fGn
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and 1/ fP noises and show some differences between them, especially in anticorrelated
cases. Second, we obtain an exact expression for the Fluctuation Analysis algorithm [10,31],
typically used to analyze correlated time series, when applied to 1/ f# noises.

3. Autocorrelation Function of 1/f# Noises

Let us consider a time series of length N, {x1, x2, ..., xN}, generated using the Fourier
Filtering Method described in the previous section; therefore, the power spectrum S(f)

given by the following is obtained:
1

NG
with B € (—1,1) to ensure stationarity. Frequency f can have only discrete values given in
Equation (7). According to the Wiener—Khinchin theorem, the autocovariance of an FFM

time series can be obtained as the inverse discrete Fourier transform of S(f). Therefore,
autocorrelation C(k) can be written as follows:

5(f)

Clk) = Zfi/lzfi_’g cos(27tkf;)
oo

where, again, the frequencies f; are given in (7), and we have used the parity of the power
spectrum. Unfortunately, the expression for C(k) does not have an analytical solution.
However, if we consider the limit N — co of a very large time series, i.e., a 1/ f# process,
we can exchange the sums by integrals and write the following:

1/2 —P cos(27kf) d
C(k) = J ]}01/2](13 fo ! ®)

In this case, the previous expression for C(k) can be analytically evaluated. The
integral in the denominator has the following value:

1/2 2B-1
Faf = :
AR
Concerning the integral in the numerator of (8), it can be written either in terms of the

Lommel function or in terms of the generalized hypergeometric function (see Appendix A).
We use the former option so that we can write the following:

- -1 k-1 3 1 (k
[ b costamkp) s Zﬁl(( ! s;ﬁ'z(”)+<—1>k), ©)

=175

with s;, ,(z) being the first Lommel function [32] for which its main properties are briefly
reviewed in Appendix A. By introducing the last two integrals in (8), we finally obtain the
following:

(D535
(k)2 =P
This expression for C(k) is exact, although it is not very illustrative due to the presence

of s;,4(z). Our aim here is to obtain a simpler expression for C(k) characterizing its power-
law behavior. To this end, we can calculate an asymptotic expansion of (10) in terms of lag

(k7r)

=

C(k) = (-1)F+ (10)
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k and consider in the expansion more than one term to account for small k values. We first
note that, according to [33], we may write the following:

SW/(Z) _ Sy,u(z> _2y11—~<74 +12/+1)r(,u _12/+1)

X {sin(g(y—v))]y(z) —cos(%(y—v))Yv(z)}, (11)

where J,(z) and Y, (z) are the Bessel functions, and S,,,(z) is the second Lommel func-
tion [32]. S,/ (z) admits an asymptotic expansion as z — co given by the following:

Suw(z) ~ Z#-1 i(—l)jaj(—y,v)zfzj, (12)
=0

where the coefficients a;(y, v) are defined as:

j
aj(uv) = [T((p+2m =1 =v?), j=0,12,.... (13)

m=1

Using these two last equations, the first terms of the asymptotic expansion of S, (z)

are as follows: ) )
1-— — 1
C S e 0 e o( )

z3H Z5H

By introducing this expansion in (11) and noting that 4 =3/2 — fand v = 1/2, we
obtain the following;:

S B\ (£
_ 1 BB Ly )T ()
s3_g1(z) = : — + 0 7 2 X
2B ZB—3 -B+3 ZP+3 \/TTZ
e . s
X {sm(i(l—ﬁ)) s1nz+cos<§(l—/3)) cosz}, (14)
where we have used that for v = 1/2 the Bessel functions are given by the following
expressions:
I (z) = ﬂsmzl Yi(2) = _ﬁcosz.
2 'z 2 iz

Equation (14) can be simplified notably: First, using the properties of the gamma
function (Legendre duplication formula), we can write the product of gamma functions

in (14) as:
r<32ﬁ>r(22ﬁ> =26"1/7T (2 - B).

Second, we can also simplify the term within brackets in Eq. (14) as:

sin(g(l - ﬁ)) sinz —i—cos(g(l — ,B)) cosz = cos(z - g(l — ﬁ)) = sin(z + ’827[)

Using these two simplifications and noting that, according to (10), the argument of the
Lommel function is z = k7t, we obtain the following from Eq. (14):

S

Nl—

— B)sin( X
sl = (et P &), 1 —W‘”w( ! )

Vi (km)f~z  (km)Pt3
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where we have used the equality sin(k7r + 7r/2) = (—1)¥sin(87r/2). By inserting this
result for 53,1 (k7r) into (10), we finally obtain the following expression for C(k):

C(k) = L2 _(k[:)sff‘égﬁ) + (—1)"’3E£7T)21) +(’)<k14>. (15)

This equation is the main result of this paper. The right-hand side of (15) contains two
terms, where the first one corresponds to the asymptotic power-law behavior C (k) ~ kP~1.
The second term describes a correction with respect to the power-law for small lag k
values. Due to the presence of the (—1)F factor in this second term, the correction will
have alternate sign for even and odd k values, so we expect, for small k, an oscillatory
behavior of C(k) around the asymptotic power-law with amplitude decreasing as 1/k.
We expect the oscillatory correction to be important for negative 8 values (anticorrelated
noises) since, in this case, the power-law values are small in absolute values, and factor
B(B — 1) is large, especially for B values close to —1 (strong anticorrelations). We remark
that the oscillatory behavior of C(k) is not a finite size effect, since Equation (8) has been
obtained in the N — oo limit, but an intrinsic property which is a consequence derived
from the perfect power-law behavior of S(f).

In order to illustrate the validity of the analytical result (15), we show, in Figure 2,
a comparison of the autocorrelation function of time series generated using the FFM
algorithm for different B values and the corresponding C(k) function obtained using
(15). For each B value, we generate a single time series with N = 222 data points. We
observed how the numerically obtained C(k) function matches perfectly with the result in
Equation (15). In addition, according to our prediction, we observe an oscillatory behavior
of C(k) around the corresponding asymptotic power-law (first term in Equation (15)),
which is shown with dashed lines in Figure 1. These oscillations are more pronounced for
negative 8 values, which is in agreement with the second term in Equation (15), and reduce
considerably as § increases and becomes positive.

‘ analytical O  power-law ---- ‘
numerical

— 06(H=02) (a) B=—02(H=04) (b)

1072 S T 1
%@@% %

58

1073 £, - +— I .
B =0.2 (H=0.6) (c) N

1072 L1 | i | ]

1 lag k 10 1 lag & 10

Figure 2. Autocorrelation function of 1/ f P noises with different B values: —0.6 (a), —0.2 (b), 0.2 (c),
and 0.6 (d). For = —0.6 and —0.2 (negative C(k)), we plot |C(k)| to use logarithmic scales in both
axes. In all panels, small connected circles correspond to the numerical C(k) obtained for synthetic
FFM time series with N = 222, squares correspond to the analytical solution in Equation (15), and the
dashed lines correspond to the asymptotic power-law behavior (first term of Equation (15)).
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4. Applications
4.1. Comparing fGn and 1/ fP Noises

Formula (15) can be also written in terms of the Hurst exponent H. As p = 2H — 1,
from (15), we can write C(k) as follows:

- sin ~1
. r(3 2H()k7r)2(7§£H 2>) 4 (L1l (}{)75)22112) +O<;34>‘ 6

This last expression allows a direct comparison with the autocorrelation function of
fractional Gaussian noise with the same Hurst exponent H and, therefore, with a similar
asymptotic power-law behavior. In this regime, we compare, in Figure 3, the coefficients of
the 1/k%>~2H term in Equations (2) and (16), and we observe the following:

(3 —2H) sin(n(H ~1
22

)) < HQH-1) (17)

for H € (0,1). The equality only holds for H = 1/2 (white noise), where both expressions
are null. Therefore, in general, the autocorrelations of f{Gn-type time series are larger than
those of 1/ ff noises generated with the same Hurst exponent H. Note that, for H > 1/2,
corresponding to long-range positively correlated time series, the difference between the
two power-law coefficients is very small such that both kind of noises, fGn and 1/ f#,
exhibit autocorrelation functions with almost identical asymptotic behavior not only with
the same power-law exponent but also with the same correlation strength.

1 | | | I
- H(2H — 1) (fCn) ’
08 - e 7
g F(3—2H)S(7r(215721}/2)) (1/fﬂ) _____ ,,I
8 0.6 ® I l T T ,,’ |
= il | |
g N
S 04 + §4_ | | ' —
B g
2r i p
Lj 0.2+ | I | | ’ —
) %02 04 06 08 1
£ P
@)
Q —
02t o | | | |
0 0.2 0.4 0.6 08 )

Hurst exponent H

Figure 3. Coefficients of the asymptotic power-law behavior of the autocorrelation functions of fGn
(solid line) and 1/ f' P noises (dashed line) as a function of the Hurst exponent H. Inset: The ratio of
the power-law coefficients of 1/ f# noises over fGn also as a function of H. The horizontal dashed
line corresponds to a ratio equal to unity.

However, for the case H < 1/2, the correlations are negative; although those for
fGn are larger than for 1/ ff noises, they are smaller in absolute values (closer to 0). This
difference is particularly relevant for strong anticorrelated power-law behavior, i.e., for H
values close to 0, where (in absolute value) the fGn coefficient (solid line in Figure 3) can
be much smaller than the 1/ f# noise coefficient (dashed line in Figure 3). This property
can be better appreciated in the inset of Figure 3, where we plot the ratio between the
corresponding coefficients of 1/ f# noises and fGn, and we show how the ratio between
them diverges as H — 0. This property may be a drawback when using fGn to model
power-law anticorrelated time series, i.e., for H < 1/2. Note that, for a synthetic time series
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with N data points, the noise level for the autocorrelation values is around +2/ VN [34],
so values within this range are not significant. Since both fGn and 1/ f# autocorrelation
functions are decaying (in absolute value) power-laws with the same exponent, the smaller
coefficient for the f{Gn case produces that the corresponding C(k) reaches the noise level
sooner (for smaller k values) than for 1/ ff noises. In this sense, the C(k)-significant power-
law behavior for anticorrelated 1/ f# noises can be observed for a longer range of lag k
values than for {Gn generated with the same H < 1/2 value. For this reason, 1/ f P noises
should be the model of choice when studying power-law anticorrelated time series.

4.2. Fluctuation Analysis of 1/ f Noises

Fluctuation Analysis (FA) [10,31] is a technique commonly applied in the analysis
of times series aimed at calculating the scaling properties of the fluctuations of a given
signal. The underlying idea of FA is the interpretation of the analyzed time series {x;} as
the steps of a walk in a diffusion process, and then the “accumulated walk” X; of the signal
is considered as follows:

j
X] = Z X;.
i=1

The FA algorithm computes the averaged diffused distance after ¢ steps as the Mean
Square Distance F(¢) obtained as follows:

F(€) = \/{(Xipe — Xi)?), (18)

where (...) means the average over the entire time series. The analyzed signal presents
scaling when F(¢) ~ ¢H, with H being the Hurst exponent. Usually, FA is applied numeri-
cally to the target time series, and the scaling exponent H is obtained as the slope of a linear
fitting of log(F(¢)) vs. log(¥). FA is typically tested using FFM-generated 1/ f# noises, and
the results allow numerically verifying the relation between exponents p = 2H — 1.

We recall that a connection between the F(¢) function of a given time series and the
corresponding autocorrelation function C(k) is known [22,35]:

F2(0) = o? <€+2[i(€—k)c(k)), (19)

k=1

with ¢ denoting the variance of the time series. This result can be used to obtain an exact
expression for FA function F(£) of 1/ f noises, since we already know the corresponding
expressions of C(k), both in the exact (10) and the asymptotic (15) forms. Since the sum in
Equation (19) involves small values of lag k, it is convenient to use the exact expression for
C(k) given in Equation (10); after introducing it in (19) and performing simplification, we
finally obtain the following:

) _ |11 fl( B (—1)k153/25,1/2(k”)>1
P(0) = o lz r2 (-l 2
1= G, ED) s om0 (k)
= 0 [ 5 +2k_21<(£ k) o) 21 )] (20)

As we show in Figure 4, this result agrees perfectly with the F(¢) function obtained
numerically by applying the FA algorithm in Equation (18) to 1/ f# noises generated with
the FFM algorithm.
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Figure 4. FA functions F({) obtained for 1/ noises using different input Hurst exponents
H = 2B — 1. The solid lines are obtained by plotting the analytical result (20), while the symbols
correspond to the numerical results obtained by applying (18) to 1/ f# noises with N' = 220 generated
using FFM.

Another technique widely used to quantify the scaling properties of a given time
series is Detrended Fluctuation Analysis (DFA) [36], a generalization of FA also valid for
non-stationary signals. Similarly to FA, DFA provides a fluctuation function F(¢), and
when scaling is present, it holds that F(¢) ~ ¢H. For DFA, an expression similar to (19)
(although more complicated) relating F(¢) and C(k) has been obtained in [37]. Therefore,
using this expression, the analytical behavior of DFA for 1/ ff noises can be obtained,
which we do not present here for brevity. This result for DFA, together with the result for
FA in Equation (20), can be useful to understand the deviation of F(¢) from the expected
power-law behavior observed numerically at small values of £ when analyzing 1/ f# noises
with FA and DFA [23].

5. Conclusions

We have obtained an analytical derivation of the autocorrelation function C(k) of
1/ P noises which, to our knowledge, was not known explicitly, despite the wide range of
applications of such noises. We provide the exact result in terms of the Lommel functions
and an asymptotic expansion including the power-law behavior and a oscillatory correction
for small values of lag k. These results are in agreement with the autocorrelation functions
obtained from synthetically generated 1/ ff times series using the Fourier filtering method.

In addition to better characterizing the correlations of 1/ f# noises, our results allow
comparisons to other noises with, in principle, similar power-law correlations, specifically
to fractional Gaussian noise. Both noises depend on the same parameter, the Hurst expo-
nent H, which controls the exponent of the power-law-behaved autocorrelation functions;
therefore, both noises should behave similarly provided that they are generated with the
same H value. Indeed, this is the case for H > 1/2 (positive correlations), where the auto-
correlation functions are similar power laws not only in the power-law exponent (which is
identical) but also in the value of the multiplicative constant of such power laws. However,
for negative correlations (H < 1/2), even though the power-law exponents are identical,
the multiplicative constant of 1/ ff noises is larger in absolute values than the one of fGn,
and the ratio between them diverges as H — 0. This implies that (in absolute value) the
correlation values are larger for 1/ f# noises than for fGn for the same value of lag k. This
result suggests that when modeling power-law anticorrelated time series of finite length N,
the model of choice should be 1/ f# noises (specially for small H values), since in this case,
the observable and significant power-law behavior extends over a larger range of k values
than for fractional Gaussian noise.
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The knowledge of an explicit expression of C(k) for 1/ f# noises allows analytically
obtaining the behavior of other indirect techniques aimed at quantifying correlations, such
as FA and DFA, when applied to these types of noise. Finally, as another future possible
application, C(k) could be considered to compare two cellular automata systems where the
number of living cells follows a power-law behavior [11].
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Appendix A

The integral in Equtaion (9) can be solved in terms of the first Lommel function sy, (z).
This function appears in the solution of the generalized Bessel differential equation:

2d%y | dy (2% —1?) = 211

for which its solution is y(z) = s,,,(z) + AJy(z) + BY,(z), where A and B are arbitrary
constants, and J,(z) and Y, (z) are the Bessel functions. The function s, (z) is defined as

follows [33]:
00 2k

— S+l k2

ole) =2 k:O( b a1 (pv)’
with ay(p,v) given in Equation (13). The second solution of the differential equation is
¥(z) = Sy (z) + AJy(z) + BYy(z), with S, (z) denoting the second Lommel function. The
relationship between both Lommel functions, s, (z) and Sy, (z), appears in Equation (11).
The solution of the integral in (9) is given in terms of 5, ,(z) with u = 3/2 — g and
v = 1/2, with  denoting the power spectrum exponent. Some examples of these Lommel

functions are shown in Figure Al for different values of S.
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Figure A1. Lommel functions of the form s3/,_g1/2(x) for several values of exponent .
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The Lommel function s, (z) is also related to the generalized hypergeometric function
F; [38].
ptq

.3 3 1
:Z}H-l X 1F2(1’j+%_%/j+%+%,—122)
(h—v+1)(p+v+1)

For this reason, the solution of the integral in Equation (9) can be written either in
terms of the Lommel function or in terms of the generalized hypergeometric function.
Indeed, some commercial mathematical software, such as Maple, provides the former, and
some other software, such as Mathematica, provides the latter. We chose the Lommel
function to simplify the asymptotic expansion obtained in Section 3.

Suv(z)
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