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1. Introduction

Let Fq be the finite field with q elements and Fn
q be the n-dimensional vector space

over Fq. An [n, k, d]q code C is a k-dimensional subspace of Fn
q with minimum Hamming

distance d. Let · : Fn
q × Fn

q → Fq be an inner product in Fn
q . The dual code of C is C⊥ :={

u ∈ Fn
q : u · v = 0, ∀v ∈ C

}
. It is well known that C⊥ is a linear [n, n− k] code. If C ⊆ C⊥,

then C is called self-orthogonal, and if C = C⊥, then C is called self-dual.
There are two types of binary self-dual codes: Type I (or singly-even) codes, which

contain codewords of weight ≡ 2 (mod 4), and Type II (or doubly-even) codes, which
consist only of codewords with weights divisible by 4. Self-dual ternary codes are also
called Type III codes. Type I codes of length n exist for all even positive integers n, while
Type II codes exist only for n divisible by 8. Type III codes exist only for lengths a multiple
of 4 and only have codewords of Hamming weight a multiple of 3 [1].

Let C be a self-dual code of length n with minimum distance d. By results of Mallows-
Sloane [2] and Rains [3], if C is binary, then

d ≤
{

4b n
24c+ 4 if n 6≡ 22 mod 24

4b n
24c+ 6 if n ≡ 22 mod 24,

and if C is ternary, then d ≤ 3
⌊ n

12
⌋
+ 3. A self-dual code meeting the respective upper

bound is called an extremal code. It is worth to mention that for some lengths extremal
codes do not exist.

The classification of self-dual codes began in the seventies in the work of Vera Pless [4],
where she classified the binary self-dual codes of length n ≤ 20. In the survey [5] Huffman
summarized the classification of all binary self-dual codes of length n ≤ 36 and ternary
self-dual codes of length n ≤ 20. The Type II codes of length 40 were completely classified
by Betsumiya, Harada and Munemasa in [6]. The classification of Type I codes of lengths 38
and 40 was completed in [7,8], respectively. Type III codes of length 24 were fully classified
by Harada and Munemasa [9].
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For larger lengths, a complete classification seems to be very difficult because of the
large number of codes, therefore researchers have attempted to classify those of most
interest—the extremal codes. Nevertheless, for length n > 40 in the binary and n > 24 in
the ternary case, only extremal Type I codes of length 46, extremal Type II codes of length
48, and extremal Type III codes of length 28 have been classified [5,10].

At the same time, researchers have tried to classify the extremal codes with additional
restrictions, such as finding the extremal codes with a given automorphism. Methods to
construct and classify self-dual codes under the assumption that they have an automor-
phism of a given prime order were developed by Huffman and Yorgov [11–15]. Since
then, many extremal self-dual codes of different lengths with different automorphisms
were classified.

Our idea is to study extremal self-dual codes of the same length invariant under the
same permutation, but over different fields, in our case F2 and F3. Therefore, we need a
length for which both extremal Type I and Type III codes exist, and moreover, some of these
codes share the same automorphism. For n = 60, extremal binary and ternary codes with
automorphisms of order 29 exist, so we focus on this length.

In Section 2, we describe the structure of a self-dual code with an automorphism of
prime order p 6= char(Fq), and generalize some results established in [14,15]. The classifi-
cation of extremal binary and ternary self-dual codes of length 60 with an automorphism of
order 29 is given in Section 3. Finally, in Section 4, a general construction of self-dual codes
invariant under the group SL2(p), where p is a prime so that p ≡ 5 (mod 8), is presented.
This leads to a new family of codes, which includes the new extremal [60, 30, 18] Type III
code V3(29).

2. Automorphisms of Self-Dual Codes

The most general definition for equivalence of linear codes of length n over the finite
field Fq is based on the action of the semilinear isometries groupM∗

n(q) = Monn(F∗q)o
Aut(Fq) ≤ Γn(Fq) on the vector spaceFn

q , where Γn(Fq) is the set of all semilinear mappings,
i.e., the general semilinear group, Monn(F∗q) is the group of all monomial n× n matrices
over Fq, and Aut(Fq) is the automorphisms group of the field Fq.

Linear q-ary codes C and C′ of the same length n are equivalent whenever C′ = CT for
some T ∈ M∗

n(q). If CT = C for an element T ∈ M∗
n(q) then T is called an automorphism

of the code. The set of all automorphisms of C form a group denoted by Aut(C).
Any element T ∈ M∗

n(q) can be written as T = PDτ where P is a permutation
matrix (permutation part), D is a diagonal matrix (diagonal part), and τ ∈ Aut(Fq). Note
that in the case of prime q, M∗

n(q) = Monn(F∗q), and if q = 2 then M∗
n(q) ∼= Sym(n)

where Sym(n) is the symmetric group of degree n. The following lemma implies that in
some cases, when considering automorphisms of prime order, we only need to examine
permutation automorphisms.

Lemma 1 ([13]). Let C be a linear code over Fq with an automorphism T = PDτ of prime
order p where p - (q− 1) and p - |Aut(Fq)|. Then there exists a code C′ equivalent to C where
P ∈ Aut(C′).

We consider codes over F2 and F3 having an automorphism of prime order p > 3.
For these fields p satisfies the conditions from Lemma 1 and therefore we can use only
permutation automorphisms of order p. So instead of the action of the groupM∗

n(q), we
use the action of the symmetric group Sym(n) on Fn

q defined by vσ := (vσ−1(1), . . . , vσ−1(n)),
where v = (v1, . . . , vn) ∈ Fn

2 and σ ∈ Sym(n).
Let C ≤ Fn

q be a linear code with a permutation automorphism σ ∈ Sym(n) of order r
(not necessarily prime) with c cycles of length r and f fixed points. In this case, we say that
σ is of type r-(c, f ). Without loss of generality we can assume that

σ = Ω1 . . . ΩcΩc+1 . . . Ωc+ f (1)
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where Ωi = ((i − 1)r + 1, . . . , ir), i = 1, . . . , c, are the cycles of length r, and Ωc+i =
(cr + i), i = 1, . . . , f , are the fixed points. Obviously, cr + f = n.

We put
Fσ(C) := {v ∈ C | vσ = v}

and
Eσ(C) := {v ∈ C : ∑

i∈Ωj

vi = 0 for all j = 1, . . . , c + f }.

The Euclidean inner product over the field Fq is defined by

u · v =
n

∑
i=1

uivi, u = (u1, . . . , un), v = (v1, . . . , vn) ∈ Fn
q . (2)

The following theorem gives a very important decomposition of the linear code C.

Theorem 1 ([11]). Let C ≤ Fn
q be a linear code with a permutation automorphism σ ∈ Sym(n) of

order r such that char(Fq) - r. Then the following hold.

(i) C = Fσ(C)⊕ Eσ(C). Both Fσ(C) and Eσ(C) are σ-invariant.
(ii) If C is self-dual under the inner product (2), then

dim(Fσ(C)) =
c + f

2
, dim(Eσ(C)) =

c(r− 1)
2

.

Note that v ∈ Fσ(C) if and only if v ∈ C and v |Ωj is constant for j = 1, . . . , c + f .

This allows us to define the map π : Fσ(C) → Fc+ f
q by (π(v))j = vi for some i ∈ Ωj,

j = 1, 2, . . . , c + f , v ∈ Fσ(C).

Theorem 2 ([11,16]). Assume C is a self-dual [n, n/2, d]q code under the inner product (2). Then
Cπ = π(Fσ(C)) is a [c + f , (c + f )/2, dπ ]q self-dual code with respect to the inner product

u · v =
c

∑
i=1

ruivi +
c+ f

∑
i=c+1

uivi. (3)

If either r ≡ 1 (mod char(Fq)) or f = 0, Cπ is self-dual under (2).

For the rest of this section, we assume that σ is a permutation automorphism of C of
prime order p 6= char(Fq). If ordp(q) = p− 1, where ordp(q) is the multiplicative order of
q modulo p, then the polynomial 1+ x + · · ·+ xp−1 is irreducible over the field Fq. Let P be
the principal ideal ofRp = Fq[x]/(xp − 1) generated by the polynomial (1− x). Obviously,

P = {v(x) ∈ Rp : ∑
p−1
i=0 vi = 0}. The following result generalizes Lemma 4 of [12].

Lemma 2 ([11]). If 1+ x + x2 + · · ·+ xp−1 is irreducible over Fq, then P is a finite field with qp−1

elements. The identity is (−1/p)((1− p) + x + x2 + · · ·+ xp−1). Multiplication by (−1/p)(1+
(1− p)x + x2 + · · ·+ xp−1) in P corresponds to multiplication by x modulo (xp − 1).

Let Eσ(C)∗ denote the code Eσ(C) without the last f coordinates. For v ∈ Eσ(C)∗

we identify v |Ωj= (v0, v1, . . . , vp−1) with the polynomial v0 + v1x + · · ·+ vp−1xp−1 from
P ⊂ Rp. Thus, we obtain the map ϕ : Eσ(C)∗ −→ Pc. Results in [12,14] show that if
q = 2 and p is prime, Cϕ = ϕ(Eσ(C)∗) is self-dual with respect to a given inner product.
Huffman generalized this in the following theorem.
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Theorem 3 ([11]). Assume that C is a self-dual [n, n/2, d] code under (2) and that 1 + x + x2 +
· · ·+ xp−1 is irreducible over Fq. Suppose that there is a nonnegative integer t such that qt ≡ −1
(mod p). Then Cϕ is a [c, c/2, d′] self-dual code over P under the inner product 〈·, ·〉 given by

〈u, v〉 =
c

∑
i=1

uiv
qt

i , (4)

where u = (u1, . . . , uc), v = (v1, . . . , vc) ∈ P c.

On P c, we can use the Hermitian inner product, defined in [17]: for u = (u1, . . . , uc)
and v = (v1, . . . , uc)

u · v =
c

∑
i=1

uivi, (5)

where vi = vi(x−1) = vi(xp−1).

Remark 1. In the last theorem note that vi(x−1) = vi(xqt
) = vi(x)qt

. Therefore, the Hermitian
product (5) is equivalent to

u · v =
c

∑
i=1

uiv
qt

i .

Moreover, if ordp(q) = p− 1 and p 6= 2, then q
p−1

2 ≡ −1 mod p. Therefore we can take
t = p−1

2 .

The following theorem is an immediate generalization of (Theorem 3) in [14] .

Theorem 4. Let C ≤ Fn
q be a linear code with an automorphism σ of prime order p 6= char(Fq).

Suppose that ordp(q) = p− 1 and there is a nonnegative integer t such that qt ≡ −1 (mod p).
Then C is a self-dual code under (2) if and only if the following two conditions hold:

(i) π(Fσ(C)) is a self-dual code of length c + f under the inner product (3).
(ii) ϕ(Eσ(C)∗) is a self-dual code of length c over the field P under the inner product (4).

Proof. Assume that C is self-dual. Conditions (i) and (ii) follow from Lemma 2 and
Theorem 3, respectively. Reciprocally, assume (i) and (ii). In this case, dimFq(π(Fσ(C))) =
c+ f

2 and dimp(ϕ(Eσ(C)∗)) = c
2 . Therefore dimFq(Eσ(C)) = dimFq(ϕ(Eσ(C)∗)) = (p− 1) c

2 .

Since C = Fσ(C)⊕ Eσ(C), then dimFq(C) =
(c+ f )

2 + c(p−1)
2 = (cp+ f )

2 = n
2 . Now let’s prove

that C ≤ C⊥. Since Fσ(C) ⊥ Eσ(C), it is sufficient to prove that Fσ(C) and Eσ(C) are
self-orthogonal. For Fσ(C) the statement is trivial.

Let a(x) = α0 + α1x + · · · + αp−1xp−1, b(x) = β0 + β1x + · · · + βp−1xp−1 ∈ P . If
a = (α0, . . . , αp−1) and b = (β0, . . . , βp−1), then

a(x)b(x−1) = (α0 + · · ·+ αp−1xp−1)(β0 + β1xp−1 + · · ·+ βp−1x)

= a · b + (a · (bσ))x + · · ·+ (a · (bσp−1))xp−1.

For u = (u1(x), . . . , uc(x)), v = (v1(x), . . . , vc(x)) ∈ P c we have

c

∑
i=1

ui(x)vi(x−1) =
c

∑
i=1

ui · vi + (
c

∑
i=1

ui · (viσ))x + · · ·

+ (
c

∑
i=1

ui · (viσ
p−1))xp−1.
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Suppose that Cϕ is a self-dual code with respect to the Hermitian inner product (4).
If u, v ∈ Cϕ, then

0 = 〈u, v〉 =
c

∑
i=1

ui(x)vi(x−1) =
c

∑
i=1

ui · vi + (
c

∑
i=1

ui · (viσ))x + · · ·+ (
c

∑
i=1

ui · (viσ
p−1))xp−1.

It turns out that

c

∑
i=1

ui · vi =
c

∑
i=1

ui · (viσ) = · · · =
c

∑
i=1

ui · (viσ
p−1) = 0.

If ui(x) = ui0 + · · · + ui,p−1xp−1, vi(x) = vi0 + · · · + vi,p−1xp−1, i = 1, . . . , c, and
u′ = (u00, . . . , uc,p−1) ∈ Fpc

q , v′ = (v00, . . . , vc,p−1) ∈ Fpc
q , then u′, v′ ∈ Eσ(C)∗ and

u′ · v′ =
c

∑
i=1

p−1

∑
j=0

uijvij =
c

∑
i=1

ui · vi = 0.

Hence the codewords of Eσ(C)∗ are orthogonal to each other and the code is self-
orthogonal.

The following result is a generalization of (Theorem 3) in [15].

Theorem 5. Let C and C′ be self-dual codes in Fn
q and let σ ∈ PAut(C) of prime order p 6=

char(Fq). A sufficient condition for equivalence of C and C′ with σ ∈ PAut(C′) is that C′ can be
obtained from C by

(i) a substitution x 7−→ xt in ϕ(Eσ(C)∗) where t is an integer with 1 ≤ t ≤ p− 1;
(ii) a multiplication of the j-th coordinate of ϕ(Eσ(C)∗) by xtj where tj is an integer with 0 ≤

tj ≤ p− 1 and j = 1, . . . , c;
(iii) permutation of the first c cycles of C;
(iv) permutation of the last f coordinates of C.

3. Extremal Type I and Type III Codes of Length 60 with an Automorphism of Order 29

In this section we apply the results established in the previous section to give a
classification of all extremal Type I and Type III codes of length 60 with an automorphism
of order 29.

The weight enumerator W(y) of a code C is given by W(y) = ∑n
i=0 Aiyi where Ai is

the number of codewords of weight i in C.
The possible weight enumerators of the extremal [60, 30, 12] Type I codes were calcu-

lated in [18], namely

W1(y) = 1 + (2555 + 64β)y12 + (33600− 384β)y14 + · · ·

for 0 ≤ β ≤ 10 and
W2(y) = 1 + 3451y12 + 24128y14 + · · ·

Extremal Type I codes with weight enumerator W1(y) for β = 0, 1, 5, 7 and 10, were
constructed in [18–22], respectively. An extremal Type I with weight enumerator W2(y)
was given in [23]. Recently, Harada presented a classification of four-circulant [60, 30, 12]
Type I codes and obtained codes with weight enumerator W1(y) for β = 2 and 6 [24].

Regarding the extremal [60, 30, 18] Type III codes, two codes are known so far: the
extended quadratic residue code XQR(59) and the Pless doubly circulant (or symmetry)
code P(59) [25,26]. A construction method of unimodular lattices from extremal Type III
codes has been presented in [27]. For instance, an extremal odd unimodular lattice has
been constructed from the extended quadratic residue code XQR(59).
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Let C be a binary or ternary self-dual [60, 30, d > 2] code with a permutation automor-
phism

σ = (1, 2, . . . , 29)(30, 31, . . . , 58). (6)

By Lemma 2, π(Fσ(C)) is a self-dual [4, 2, 2] code over F2 or F3, respectively, with
respect to the inner product (3). Thus,

gen(Fσ(C)) =
(

1 0 1 0
0 1 0 1

)
,

where 1 is the all-ones vector and 0 the zero-vector of length 29.
Next we determine Eσ(C). Note that ord29(q) = 28 and q14 ≡ −1 (mod 29) for q = 2

and q = 3. Thus, by Theorem 4, Cϕ = ϕ(Eσ(C)∗) is a self dual [2, 1] code over the field
P = Fq28 under the Hermitian product

〈u, v〉 = u1(x)v1(x)q14
+ u2(x)v2(x)q14

.

According to Lemma 2, the identity element of P is e2(x) = x + x2 + · · ·+ x28 for
q = 2, and e3(x) = 2 + x + x2 + · · · + x28 for q = 3. Because of the orthogonality, the
weight of all nonzero codewords in Cϕ is equal to 2. Hence, gen(Cϕ) = (e(x), a(x)), where
0 6= a(x) ∈ P , and e(x) is the identity of P . If α is a primitive element of the field P , then
we have a(x) = α(x)t for some t with 0 ≤ t ≤ q28 − 2. Due to the orthogonality we get

〈(e(x), a(x)), (e(x), a(x))〉 = e(x) + a(x)q14+1 = e(x) + α(x)(q
14+1)t = 0.

Then α(x)(q
14+1)t = −e(x). Since the order of α is q28 − 1, we have t = (214 − 1)k in

the binary case, 0 ≤ k ≤ 214, and t = 314−1
2 k in the ternary case, 0 ≤ k ≤ 2.314 + 1 with k

an odd integer. Let δ = α214−1 in the binary case, and δ = α(3
14−1)/2 in the ternary case,

respectively. It follows that gen(Cϕ) = (e(x), δk).
Let c(x) ∈ P , c(x) = c0 + c1 + · · · + c28x28. Denote by [c(x)] the 28× 29 circulant

matrix with first row (c0, c1, . . . , c28). From the considered generator matrix of the code Cϕ

we obtain gen(Eσ(C)∗) = ([e(x)], [δk]). So we proved the following lemma.

Lemma 3. Let C be a self-dual [60, 30, d > 2]q code, q = 2 or 3, with a permutation automorphism
of type 29-(2, 2). Let α be a primitive element of the field P , and e be its identity element. Then the
code C has a generator matrix in the form

A =

 1 0 1 0
0 1 0 1

[e(x)] [δk] 0 0

, (7)

where δ = α(q
14−1)/(q−1), 0 ≤ k ≤ (q− 1)q14 + q− 2.

We use Lemma 3 to prove the main theorems of this section.

Theorem 6. There are exactly three nonequivalent extremal [60, 30, 12] Type I codes with an
automorphism of order 29.

Proof. Note that in this case P is a field with 228 − 1 elements and δ ∈ P is an element
of order 214 + 1 = 5 × 29 × 113. The element xe(x) of order 29 belongs to the cyclic
group 〈δ〉. Since 29 and 5× 113 = 565 are relatively prime, each element of 〈δ〉 can be
written in the form xsθk, where θ ∈ 〈δ〉 has order 565. According to Theorem 5, the vectors
(e(x), a(x)) and (e(x), xa(x)) generate equivalent codes and therefore we can consider only
the elements a(x) = θk for 0 ≤ k ≤ 564.
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It is known that the operation k 7−→ 2k defines a partition of Z565 into orbits orb(k) =
{2n · k mod 565 | n ∈ Z}, where k ∈ Z565. Observe, by Lemma 5 (ii), that for all j ∈ orb(k)
the corresponding codes C are equivalent. A calculation in MAGMA [28] shows that there
are exactly 21 orbits, whose representatives are

{1, 3, 5, 7, 9, 13, 15, 17, 19, 23, 25, 27, 29, 39, 41, 45, 47, 49, 51, 81, 113}.

By Lemma 3 (i) we only have to consider generator matrices

gen(C) =

 1 0 1 0
0 1 0 1

[e(x)] [α(x)(2
14−1)k] 0 0

,

where k runs through the representatives of the 21 orbits. With MAGMA one easily checks
that for each

k′ ∈ {1, 7, 9, 13, 17, 19, 23, 25, 27, 29, 39, 41, 45, 47, 49, 51, 81, 113}

there is a codeword of weight smaller than 12. However, for 3, 5 and 15 the codes C are
extremal, |Aut(C)| = 58 and the weight enumerator is given by

WC(y) =1 + 3451y12 + 2412814 + 336081y16 + 1469952y18 + 8556856y20+

24907520y22 + 68747400y24 + 130023936y26 + 190791667y28

+ 224019840y30 + 190791667y32 + 130023936y34 + 6874740036

+ 24907520y38 + 8556856y40 + 1469952y42 + 336081y44 + 2412846

+ 3451y48 + y60.

In addition we know that

WC1(y) =y2 + 31910 + 39672y14 + 1981309y18 + · · ·
WC3(y) =24128y14 + 1469952y18 + · · · ,

where S = C1 ∪ C3 is the shadow of C.

Remark 2. These three codes were constructed in [29] as bordered double-circulant self-dual codes.

By [2] it is known that the weight enumerator of an extremal [60, 30, 18] Type III code
C is given by

WC(y) =
60

∑
j=0

Ajyj =
5

∑
i=0

ai f (y)15−3ig(y)i,
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where f (y) = 1 + 8y3, g(y) = y3(1− y3)3 and ai ∈ Z. A simple calculation shows that
a0 = 1, a1 = −120, a2 = 4440, a3 = −53320, a4 = 140760 and a5 = −41184. Therefore, the
weight enumerator is uniquely determined and is given by

A18 = 3901080
A21 = 241456320
A24 = 8824242960
A27 = 172074038080
A30 = 1850359081824
A33 = 11014750094040
A36 = 36099369380880
A39 = 63958467767040
A42 = 59278900150800
A45 = 27270640178880
A48 = 5739257192760
A51 = 485029078560
A54 = 13144038880
A57 = 71451360
A60 = 41184

Theorem 7. There are exactly three nonequivalent extremal [60,30,18] Type III codes with an
automorphism of order p = 29.

Proof. There are two possible types for a permutation automorphism of order 29, either
29-(1, 31) or 29-(2, 2). For the first case, we have that Eσ(C)∗ is a [29, 14, d′] ternary code
with d′ ≥ 18. However, by the Singleton bound (see Theorem 2.4.1 in [1]) such a code
does not exist and the type of σ is 29-(2, 2). Similarly as in the binary case, we reduce
the number of possibilities for the generating matrix (7). Now P is a field with 328 − 1
elements and δ ∈ P is an element of order 2(314 + 1) = 29× 329860. As in the binary case,
the element xe(x) of order 29 belongs to the cyclic group 〈δ〉, and gcd(29, 329860) = 1,
so each element of 〈δ〉 can be written in the form xsθk, where θ ∈ 〈δ〉 has order 329860.
According to Theorem 5, we can consider only the elements a(x) = θk for 0 ≤ k ≤ 329859.
The transformation k 7−→ 3k divides the set Z329860 in 11786 orbits orb(k), of which only
5893 correspond to odd integers k. With MAGMA we have checked that only the values
1031, 2261, 82465, 16493 and 181423 lead to an extremal code. More precisely, we found
that the values 181423 and 16493 corresponding to a new code, which we denote by V3(29).
The codes corresponding to 2261 and 1031 are equivalent to XQR and the code associated
to 82465 is P(29). Using MAGMA one gets the automorphism groups:

• Aut(V3(29)) = SL2(29), |Aut(V3(29))| = 24360 = 23 · 3 · 5 · 7 · 29
• Aut(XQR(59)) = SL2(59), |Aut(XQR(59))| = 205320 = 23 · 3 · 5 · 29 · 59
• Aut(P(29)) = 2.(PSL2(59)× C4), |Aut(P(29))| = 97440 = 25 · 3 · 5 · 7 · 29.

Remark 3. The primitive elements used in Theorems 6 and 7 have the following coefficients

[0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

and
[0, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

respectively.

4. Generalized Construction from V3(29)

In this section, we shall show that the new extremal Type III code V3(29) obtained
in Theorem 7 belongs to a family of invariant codes under SL2(p), for p− 1 ≡ 4 (mod 8)
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and char(Fq) 6= 2. We give here an extended and more detailed version of the construction
presented briefly in [30]. This technique has been applied for permutational representations
in (Chapter II.12) in [31] and for monomial representations by Muller in (Section I.1) in [32].
In order to describe the construction, we introduce some definitions.

Since a monomial matrix M can be written in the form P(σ)D, where D is a diag-
onal matrix and P(σ) is the permutation matrix associated to the permutation σ, then
Monn(F∗q) ∼= (F∗q)n o Sym(n), where (F∗q)n denotes the group of all diagonal n× n matri-
ces. The action of Monn(F∗q) on Fn

q is given in the following way:

(F∗q)n o Sym(n) −→ Fn
q : ((D, P(σ)), v) 7−→ (vσ−1(1), . . . , vσ−1(n))D.

For any subgroup S ≤ F∗q we define Monn(S) := Sn o Sym(n) to be the sub-
group of monomial matrices having all non-zero entries in S. Note that there is a nat-
ural epimorphism π : Monn(S) −→ Sym(n) mapping any monomial matrix to the
associated permutation.

A linear Fq-representation ∆ : G −→ GLn(Fq) of a group G is called monomial, if its
image ∆(G) is conjugate in GLn(Fq) for some subgroup N of Monn(F∗q), or in other words
there exists a basis with respect to which ∆(g) is a monomial matrix for every g ∈ G, i.e., a
matrix with exactly one non-zero entry in every row and column. If, in addition, π(∆(G))
is a transitive subgroup of Sym(n), the monomial representation is transitive.

In the following we present a technique to obtain ∆ by inducing up a degree 1 represen-
tation of H. Let H be a subgroup of G of index n := [G : H]. Consider the decomposition
of G into H-double cosets with representatives g1, . . . , gm ∈ G such that

G =
.
∪m
`=1 Hg`H

and also for every l ∈ {1, . . . , m} put

H` := H ∩ g`Hg−1
` ≤ H.

Choose some right transversal of H` in H, say h`,j of H` in H, so that h`,1 = 1 and

H =
.
∪k`

j=1 H`h`,j. Hence, we can decompose Hg`H into right H-cosets as

Hg`H =
.
∪k`

j=1 Hg`h`,j

and in consequence also G can be decomposed into right H-cosets as

G =
.
∪m
`=1

.
∪k`

j=1 Hg`h`,j,

with a right transversal {g`h`,j | ` = 1, . . . , m, k = 1, . . . , k`}, a set of cardinality n which
will be used as an index set for the n× n-matrices.

For a group homomorphism λ : H −→ F∗q the associated monomial representation of G
is ∆ := λG

H : G −→ Monn(λ(H)) defined by

(λG
H(g))g`h`j ,g`′ h`′ ,j′ =

{
0 if g`h`jg(g`′h`′ ,j′)−1 6∈ H
λ(g`h`jg(g`′h`′ ,j′)−1) if g`h`jg(g`′h`′ ,j′)−1 ∈ H

.

The representation λ restricts in two obvious ways to a representation of H`:

λ` : H` −→ F∗q , h 7→ λ(h)

and
λ

g`
` : H` −→ F∗q , h 7→ λ(g`hg−1

` ).
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Let I := {` ∈ {1, . . . , m} | λ` = λ
g`
` } be the set of indexes ` for which both represen-

tations of H` coincide and reorder the double coset representatives so that I = {1, . . . , d}.
Then the endomorphism ring

End(∆) := {X ∈ Fn×n
q : X∆(g) = ∆(g)X for all g ∈ G}

has dimension d and as in (Theorem 1.8) in [32] the Schur basis of End(∆) is (B1 =
In, B2, . . . , Bd), where (B`)1,g` = 1 and (B`)1,gkhk,i

6= 0 if and only if ` = k. As
∆(h`,k)B` = B`∆(h`,k) this means

λ(h`,k)(B`)1,g`h`,j
= ∆(h`,k)g`,g`h`,j

= λ(h`,k)λ(h−1
`,j ),

then (B`)1,g`h`,j
= λ(h`,j)

−1 for all j. More generally, one gets

Lemma 4. If gk′hk′ ,i′h
−1
k,i g−1

k 6∈ Hg`H, then (B`)gkhk,i ,gk′ hk′ ,i′
= 0. Otherwise, write

gk′hk′ ,i′h
−1
k,i g−1

k = hg`h`,j for some h ∈ H. Then

(B`)gkhk,i ,gk′ hk′ ,i′
= λ(h)−1λ(h−1

`,j ).

Proof. To see this choose g = (gkhk,i)
−1 ∈ G. Then ∆(g)gkhk,i ,1 = 1 and hence

(∆(g)B`)gkhk,i ,g`h`,j
= ∆(g)gkhk,i ,1(B`)1,g`h`,j

= λ(h`,j)
−1.

On the other hand

(B`∆(g))gkhk,i ,g`h`,j
= (B`)gkhk,i ,gk′ hk′ ,i′

∆(g)gk′ hk′ ,i′ ,g`h`,j

for the unique (k′, i′) such that

h := gk′hk′ ,i′(gkhk,i)
−1(g`h`,j)

−1 ∈ H

and then ∆(g)gk′ hk′ ,i′ ,g`h`,j
= λ(h). As ∆(g)B` = B`∆(g) compute

λ(h`,j)
−1 = (B`)gkhk,i ,gk′ hk′ ,i′

λ(h).

We now construct a monomial representation of SL2(p) of degree 2(p + 1). Suppose
now char(Fq) 6= 2 and p is a prime p so that p− 1 ≡ 4 mod 8. The subgroup

B(2) :=
{(

a2 0
b a−2

)
: a ∈ F∗p, b ∈ Fp

}
≤ SL2(p)

is of index 2(p + 1) in SL2(p) and has a group homomorphism γ : B(2) −→ F∗q with
γ(B(2)) = {±1}, defined by

γ

((
a2 0
b a−2

))
=

(
a
p

)
,

the Legendre symbol of a.
Thus ∆′ := γ

SL2(p)
B(2) is a faithful monomial representation of degree 2(p + 1). To obtain

explicit matrices, let us choose

w :=
(

0 1
−1 0

)
.
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We know that
(

2
p

)
= −1, whenever p ≡ ±3 mod 8. Here by assumption p ≡ 5

mod 8, then 2 ∈ F∗p \ (F∗p)2. Let

B :=
{(

a b
0 d

)
∈ SL2(p)

}
=

〈
h1 :=

(
1 1
0 1

)
, ζ :=

(
α 0
0 α−1

)〉
.

Then B is a subgroup of SL2(p) of index p + 1, isomorphic to the semidirect product
Cp : Cp−1, with center

Z(B) = Z(SL2(p)) = 〈ζ(p−1)/2〉 = {±I2}.

If ε := diag(2, 2−1), then
B = B(2) .

∪ B(2)ε,

and by means of the Gauβ-Bruhat decomposition one gets

SL2(p) = B
.
∪ BwB = B(2) .

∪ B(2)wB(2) .
∪ B(2)ε

.
∪ B(2)εwB(2).

In consequence a right transversal of B(2) in SL2(p) is given by

[1, whx, ε, εwhx : x ∈ Fp],

where hx :=
(

1 0
x 1

)
∈ B(2).

Lemma 5. End(∆′) has a Schur basis (B1, Bw, Bε, Bεw = BεBw), where Bε =

(
0 I
−I 0

)
and

Bw =

(
X Y
−Ytr Xtr

)
with

X =


0 1 . . . 1
−1

... RX
−1

, Y =


0 0 . . . 0
0
... RY
0

,

in which the rows and columns of RX and RY are indexed by the elements {0, . . . , p− 1} of Fp,

(RX)a,b =

{
0, b− a 6∈ (F∗p)2(
c
p

)
, b− a = c2 ∈ (F∗p)2

and

(RY)a,b =

{
0, 2(b− a) 6∈ (F∗p)2(
c
p

)
, 2(b− a) = c2 ∈ (F∗p)2.

Proof. It is true that (Bw)whx ,why 6= 0 if and only if

whx−yw−1 =

(
1 y− x
0 1

)
∈ B(2)wB(2).

This is equivalent to say that y− x = a2, for some a ∈ Fp and then

whx−yw−1 =

(
a2 0
1 a−2

)
w
(

1 0
1 1

)
,
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hence (Bw)whx ,why =
(

a
p

)
.

Remark 4. Note that (−1) = c2 is a square but not a 4th power, which implies that
(

c
p

)
= −1.

Then X is skew symmetric or xij = −xji, and Btr
w = −Bw, Btr

εw = −Bεw. Since B2
w = B2

εw =

−p and B2
ε = −1, then End(∆′) ∼=

(
−p,−1
Fq

)
is isomorphic to a quaternion algebra over Fq.

Furthermore, we obtain that (Bw + Bεw)2 = −2p.

Definition 1. Let p be a prime, p ≡ 4 (mod 8), and let a ∈ F∗q such that a2 = −tp for t = 1 or
t = 2. We define the code Vq(p) as the the linear code spanned by the rows of Vt(p), where

Vt(p) :=

{
aI2(p+1) + Bw, t = 1
aI2(p+1) + Bw + Bεw, t = 2.

Theorem 8. The code Vq(p) ≤ F2(p+1)
q is self-dual and Aut(Vq(p)) contains the group SL2(p).

Proof. By construction, the code Vq(p) ≤ F2(p+1)
q is invariant under SL2(p) ∼= ∆′(SL2(p)).

To prove that Vq(p) is self-orthogonal notice that

V1(p)V1(p)tr = (a + Bw)(a + Btr
w)

= a2 + a(Bw + Btr
w) + BwBtr

w
= a2 − B2

w = 0

and
V2(p)V2(p)tr = (a + Bw + Bεw)(a + Btr

w + Btr
εw)

= a2 − (Bw + Bεw)2 = 0.

To obtain the rank of the matrix Vt(p) note that

End(∆′) ∼=
(
−p,−1

Fq

)
∼= F2×2

q .

This means the representation ∆′ is the sum of two equivalent representations over Fq
which have the same degree, p + 1, half of the degree of ∆′ and therefore p + 1 divides the
rank of any matrix in End(∆′).

Remark 5. The matrices of rank p + 1 in End(∆′) yield q + 1 different self-dual codes invariant
under ∆′(SL2(p)). In general, these fall into different equivalence classes. For instance, for q = 7,
where 2 is a square mod 7, the codes spanned by the rows of V1(p) and V2(p) are nonequivalent.
This is also true for p = 5 and p = 13, although they have the same minimum distance. For q = 3,
p = 29 all 4 codes are equivalent and are just represented as the code V3(29).

The first few ternary codes V3(p) have the following parameters (computed with
MAGMA):

p 5 13 29 37 53
2(p + 1) 12 28 60 76 108
d(V3(p)) 6 9 18 18 24

Aut(V3(p)) 2.M12 SL2(13) SL2(29) ≥ SL2(37) ≥ SL2(53)
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For q = 5, 7, and 11 the size of the field and small lengths it was computed d(Vq(p))
with MAGMA:

(p, q) (13, 5) (29, 5) (5, 7) (13, 7) (5, 11) (13, 11)
2(p + 1) 28 60 12 28 12 28
d(Vq(p)) 10 16 6 9 7 11

Here it can be noticed that even though the family yields extremal Type III codes for
small values of primes p, such that p ≡ 5 (mod 8), the minimum distance does not always
grow with p, and for q > 3 the minimum distance is also not bigger either.

Remark 6. We recall that a type III code C is said to be admissible if C contains the all-one vector
(hence n ∈ 12Z) and for every codeword c ∈ C the number of 1’s in the components of c is
even. In [27], the authors proved that the code XQR(59) is admissible, whereas P(29) is not.
Therefore, XQR(59) yields an extremal unimodular lattice, while P(29) does not. We verified
that the code V3(29) is not admissible. As a result, V3(29) does not yield an unknown extremal
unimodular lattice.
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