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Abstract: This work is situated at the conjunction of the fields of distributed systems, telecommunica-
tions, and mathematical modeling, aiming to offer solutions to the problem of people’s overexposure
to electro-magnetic fields (EMF) radiation. In this paper, we propose a new routing scheme for
wireless multi-hop networks, which seeks a fairer distribution of the exposure to electromagnetic
fields, by leveraging a combination of the transmitted power and the accumulated exposure as a
routing metric. We carry out a holistic approach, including: (1) an algorithmic study, (2) an analytical
model of the aforementioned novel routing metric, and (3) the specification of a routing protocol. We
make a performance assessment of our novel routing protocol and the corresponding algorithm, by
means of an extensive simulation campaign over the NS-3 simulator. The obtained results yield that
the proposed novel solution is able to not only fairly distribute the exposure, but also to reduce its
average value, thus enhancing the user experience. We also show that the power consumption using
the EMF-aware proposed solution, based on Cycle Canceling Algorithm (CCA), and that observed
with an approach seeking power reduction are alike. Indeed, even if there exist key-differences from
the user experience’s point of view between both routing approaches, there is no statistically relevant
power increase between them. Thus, our solution manages to keep the consumed power at a low
level, and at the same time it reduces the overall nodes’ exposure to EMF.

Keywords: wireless mesh networks; routing; D2D; electro-magnetic fields (EMF); EMF exposure

1. Introduction

In recent years we have witnessed an unprecedented increase in the use of wireless
communications. Furthermore, it is expected that the overall Internet traffic will double
between 2018 and 2023 [1], and the number of connected devices per person will grow
from 2.4 to 3.6 during the same period. Although it is almost impossible to envisage our
day-to-day life without the use of smart-phones or tablets, there is also an increasing con-
cern about the negative effects that the exposure to electromagnetic fields (EMF) may have
on the general population, which has led the International Comission on Non-ionizing
Radiation Protection (ICNIRP) to fix new limits to EMF in 2020 [2]. In this regard, the
leitmotiv of the Low EMF Exposure Networks (LEXNET) [3] European project was to tackle
this challenge, by advocating the use of different management techniques and novel com-
munication technologies to reduce the EMF exposure induced by wireless communication
systems, without jeopardizing the quality of experience perceived by end-users. However,
the adoption of new wireless technologies and frequency bands under the 5G umbrella,
such as Millimeter Waves (mmWave), is leading the scientific community to re-address the
effects of EMF [4], while authorities are fostering such research initiatives. In this sense,
the European Commission has recently launched a call on this topic with a budget of EUR
40 million (call Environment and health (2021) (HORIZON-HLTH-2021-ENVHLTH-02)).
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Among the communication alternatives that have received more attention from the
scientific community, this work deals with wireless multi-hop topologies. Although their
origins date back to 1997 (with the IETF MANET working group), the traditional application
scenarios that were proposed at that time have significantly changed, moving from war
and natural disaster circumstances, to use-cases focused on expanding the coverage of base
stations in a simple and economical way. It is worth noting, for example, the relevance of
such deployments within the increasingly widespread wireless sensor networks, and the
role given to them in the new specifications of the 5G technology, i.e., relaying techniques
and Device-to-Device communications [5].

The routing mechanisms that have been traditionally used over wireless multi-hop
networks foster the selection of minimum-cost paths, in many cases seeking those alter-
natives with the least number of hops. In this work, however, we propose to penalize
paths exhibiting a higher EMF exposure. Unlike the number of hops, the EMF exposure
is not directly related to the Quality of Service (QoS), but to the population’s health and,
to their perception when using the communication services. In this regard, using the EMF
exposure as a quality indicator to develop new communication solutions and to improve
existing ones would have a positive impact on the user Quality of Experience (Quality
of Experience). Keeping this in mind, the Exposure Index (EI) was defined under the
umbrella of the LEXNET project as a metric to quantify the population exposure to the
EMF induced by communication systems. This metric combines parameters related to the
wireless technologies (i.e., frequency bands), with life segmentation information (i.e., time
of the day, technology usages, etc.) to provide an overall estimation of the exposure, as de-
fined in Equation (1). In particular, it is defined as a temporal average, over a period T,
of the exposure induced by different combinations of technology-related parameters and
segmentation data. We refer to each combination as an exposure component, while NEC
corresponds to the number of considered components.

The LEXNET EI takes into account, for every component, the number of devices, Nu,
and, for each device, the uplink transmitted power, Ptx (in W) as well as the downlink inci-
dent power density, Srx (W/m2). Other parameters, shown in Equation (1), are used to weigh
each component’s contribution, and the contribution brought by uplink/downlink commu-
nications. The reader may refer to [6] for a more detailed description of the LEXNET EI.

EISAR
[

W
Kg

]
=

1
T

NEC

∑
k

f rk ·
[

Nu

∑
u
(dUL

k,u · Ptxk ) + dDL
k Srxk

]
(1)

The LEXNET EI is related to the Specific Absortion Rate (SAR) (the same measurement
unit as well: W/Kg), which is a parameter defined for mobile devices that is strongly
correlated with the accumulated power involved in wireless transmissions. Since the goal
is to propose a routing protocol that can be used over real networks, the routing metrics
that will be exploited are to serve as proxies for the overall EI. The assumption is that,
if the proposed scheme is able to optimize some of these proxy parameters, among which
the most important is the transmit power, from which the accumulated power is directly
derived, it would also lead to an eventual reduction of the overall EI.

To the best of our knowledge, when it comes to routing in multi-hop decentralized
networks, even if the EMF accumulated exposure (such as the LEXNET EI), or other related
parameter, has been used to optimize the physical and media access layer of deployed
networks, it has not yet been taken into consideration as a routing metric, this being one of
the key original contributions of this paper. This is a novel metric, defined within [6], where
the EMF EI is defined as the summation of the entire SAR over a particular area, and over
all people within such an area. Even if the LEXNET EI, which we also use as metric in
this paper, highly depends of the transmit power of each node, it is not identical to this,
especially due to its accumulated nature. In our work we indeed use the instant transmit
power as a proxy for the more complicated EI metric, whenever this was appropriate,
but in the end our routing decision at each node’s level is taken with respect to the entire
accumulated exposure of each node, that is, the sum of all the transmit powers that the node
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had to use at various previous moments in time. This way, besides minimizing the induced
nodes’ exposure, the algorithm and protocol that we have designed and implemented
also leverage a load balancing of the decentralized distributed system, namely it does
not over-stress a popular route and thus does not create EMF hotspots. We achieve this
avoidance of EMF hotspots by gradually increasing costs for any route, when the exposure
of the involved nodes becomes too high. This yields a changing network topology, since
some graph edges from the initial multi-hop network may be un-usable after having been
used too intensively, thus favoring less popular routes.

In our work, we were more interested in the network and node behavior as theoretical
models, rather on the particular details of a technique to route the packets between the
nodes. This is why we have chosen, as the underlying routing protocol, the well-known
Ad hoc On-Demand Distance Vector Routing (AODV) [7], modified to solve the minimum
cost flow problem that arises from minimizing the exposure, as we will describe in the
following sections. In particular, we adopt the Cycle Canceling Algorithm (CCA) algorithm
to solve the corresponding optimization problem. The integration of CCA into the AODV
operation leads to the so-called EMF Aware AODV (EA-AODV). On top of the routing
protocol and algorithm, we have used techniques similar to peer-to-peer relay networks,
in order to minimize each node’s exposure, as defined in the LEXNET EI.

Before designing the routing protocol, we formulate an optimization problem and
propose an algorithm based on graph theory to solve it. This will establish the performance
baseline for the routing protocol. In particular, by adding virtual nodes, the network model
does not only account for static metrics, but also for both the cumulative characteristic of
the EMF exposure, and for the dynamic network. The optimum paths are finally obtained
by means of a modified version of the CCA solution.

Afterwards, we strictly define the proxies for the EI that will be used to assess the
performance of the proposed protocol. The operation of EA-AODV relies on the theoretical
models of the aforementioned EI proxies. Its performance is studied by means of an
extensive simulation campaign carried out over the NS-3 framework, where we compare
EA-AODV to more traditional approaches. Throughout the analysis, we assume that nodes
can dynamically adapt their transmission power, based on the characteristics of the links
they have with their corresponding neighbors.

Altogether, this work makes the following contributions:

• Definition of a general exposure model for wireless multi-hop networks;
• Introduction of an optimization problem to include the EMF exposure in routing

schemes;
• Proposal of a novel EMF-aware routing protocol based on AODV, coined EA-AODV,

that practically solves the aforementioned optimization problem;
• Implementation of EA-AODV protocol in the NS-3 framework;
• Evaluation of the EA-AODV operation in comparison with legacy solutions.

The paper is structured as follows. Section 2 discusses some related works, and places
the contributions that are presented herewith in the state of the art context. Then, Section 3
presents our proposal for EMF-aware routing scheme. To this end, it first depicts the
corresponding optimization problem, introducing an algorithm that uses graph theory to
solve it. Afterwards, an analytical model for EMF exposure in wireless multi-hop networks is
presented. This model is then used to define the operation of the EA-AODV protocol. Then,
in Section 4 we assess the exposure model presented before and analyze the performance of
the proposed solution, comparing it with legacy approaches. Finally, Section 5 concludes
the paper, outlining possible future research directions.

2. Related Work

As discussed in Section 1, we have witnessed, in recent years, an upturn on the
research regarding multi-hop topologies. Their original purpose, as emergency scenarios,
has led to other innovative applications and use cases. Nowadays, either Wireless Sensor
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Networks (WSN) or device-to-device (D2D) communications can have a significant impact
on the individual exposure of humans, due to the body proximity of the involved devices.

Indeed, routing in WSN is still actively investigated for different application use cases
related to 5G and beyond 5G. For instance, in [8] the authors propose a novel ad-hoc routing
protocol, so-called VARP, specially designed to enhance the performance of 5G wireless
networks leveraging D2D capabilities. In addition, depending on the specific targets
and scenarios, different methods are applied to solve the routing problem. In this sense,
Pattnaik et al. [9] applied genetic algorithms to select the best routing from a set of them
in Mobile Ad-hoc Networks (MANET) scenarios, exploiting the On-demand Multipath
Distance Vector (AOMDV). Following a different approach, fuzzy Petri nets and ant colony
optimization techniques are used in [10] to improve the QoS parameters, such as delivery
ratio, throughput, or delay.

Similar to the number of methods, the range of application use cases is also very broad.
In this regard, the authors of [11] study routing for D2D communications using mmWave
technology. Another routing solution in a MANET scenario is presented in [12], as part of
a mobile edge computing setup embracing drones. In particular, this work combines data
forwarding and task offloading. Similarly, Wang et al. apply in [13] routing over a Vehicular
Ad-hoc Netorks (VANET) scenario for intelligent transportation systems, as a key service
vertical addressed by 5G communication technology. The authors propose a protocol
named low-latency and energy efficient routing based on network connectivity (LENC),
which is able to outperform legacy solutions. As can be observed from the literature review,
routing in multi-hop wireless networks is still a key technique for present and forthcoming
use cases.

As for routing metrics, they have traditionally focused on QoS parameters, such as
delay, hop count, or power [14,15]. Based on these parameters, the routing metrics can
be divided into two main categories [16]: (1) single-radio, and (2) multi-radio. From the
single-radio category, the Expected Transmission Count (ETX) [17] and the Expected Trans-
mission Time (ETT) [18] are two of the most widespread alternatives, and they have
been enhanced and broadened with the Weighted Cummulative Expected Transmission
Time (WCETT) [18], the Exclusive Expected Transmission Time (EETT) [19], or with other
solutions that take into consideration the interference phenomenon. The Metric for Inter-
ference and Channel Switching (MIC) [20] or the Interference Aware (iAWARE) [21] are
examples belonging to the multi-radio category. Somehow related to EMF exposure, Green
Networking gathered the attention from the scientific community. The main idea behind
it is promoting an energy-aware behavior, mostly by means of reducing the transmitted
power, increasing at the same time the battery life-time. Most of the existing propos-
als [22,23] deal with cellular communications, while not much attention has been paid to
wireless multi-hop topologies. As of today, novel solutions pursue optimizing the same
performance parameters, but energy, alone or combined with other criteria, is becoming
more relevant. In this regard, Veeraiah et al. propose in [24] a routing technique to trade
off energy efficiency and security. Similarly, a joint optimization problem, accounting for
power control and routing, is posed and solved, using Benders decomposition, in [25].
The authors focus on the performance of the analytical solution, rather than addressing it
from a protocol perspective. Slightly different to other works, the authors of [26] extend
routing to drones, leading to the so called flying ad-hoc network (FANET), again paying
attention to energy consumption.

However, only a few works have specifically used EMF exposure, or other related
parameters as a routing parameter in the past. One of them is the one presented in [27].
In this work, the authors introduce a band selection scheme for D2D, where Nearest
Neighbor Routing (NRR) is used as the routing solution. Nevertheless, this work differs
from ours in various aspects. First, it does not propose a routing solution, but it exploits an
existing one (NRR) and provides a band-selection scheme. In addition, the work presented
in [27] addresses the routing problem from a theoretical perspective. On the other hand,
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we provide a whole framework for EMF routing, ranging from the metrics definition to a
concrete protocol implementation.

Based on a newly minted routing metric that considers the EMF exposure, in this
work we define and evaluate a novel routing protocol, which is an extension of the ones
described in [28,29], where preliminary ideas and partial implementations were presented.
Regarding legacy routing solutions, two main approaches exist for multi-hop wireless
networks: (1) reactive, in which nodes trigger route discovery procedures only when they
need to; and (2) proactive, where nodes periodically send topology-related information,
which is afterwards used to establish the corresponding routes. One of the main advantages
of the reactive protocols is that, especially for moderate traffic loads, they exhibit a better
energy consumption behavior. Hence, since the main goal of this work is to reduce the
exposure, the core functionality of one the most widespread reactive protocols, AODV [7],
was exploited to develop the solution proposed herewith.

The effect sought by the novel protocol is twofold: (1) a reduction of the overall
exposure, closely related to the transmitted power; (2) the aim to avoid EMF hot-spots, thus
copying the behavior of load-balancing solutions. The reader might refer to the survey by
Rathan et al. [30] for a succinct discussion of the most interesting load balancing proposals.

3. EMF-Aware Routing Framework for WMNs

In this section we present several components defined to address the EMF exposure in
Wireless Mesh Networkss (WMNs). First, we present a theoretical framework to consider
the exposure on a WMN in Section 3.1. Then we describe the algorithm defined for EMF-
aware routing, and the protocol that implements it in Sections 3.2 and 3.3, respectively.

3.1. Theoretical Approach of EMF Exposure on WMNs

We first introduce a mathematical function that could be used to characterize the EMF
exposure in a WMN. This will be afterwards used to identify performance indicators to
be used in the EMF-aware routing protocol for this type of networks. In a nutshell, we
consider the EMF in wireless networks as a cumulative effect that is induced in an area
surrounding a transmitter. This way, the higher the transmission power and number of
times a node transmits, the higher the exposure. In this work we will not take into account
other effects such as antenna directionality, which may have a strong impact on the induced
exposure, but we focus on the routing networking techniques.

3.1.1. General Description of the Exposure Model

We consider a WMN of N nodes and define ξ(t) = {ξ1(t), ξ2(t) . . . ξN(t)} as a vector
with the exposure induced by all nodes at a particular moment of time t. From the routing
point of view, the exposure grows every time a node sends or forwards a packet and remains
constant in those moments in which the node is idle. We will use the transmission power
required to send a packet as a proxy metric for the exposure. Furthermore, we assume that
nodes are able to dynamically adapt their transmission power. It seems sensible to state
that the growth rate of the exposure induced by a node, when transmitting a packet, can be
expressed as a function of its transmission power. Hence, the exposure proxy can also be
seen as the slope (first derivative) of the exposure, and which without the loss of generality
is defined as a function (α) of the transmission power, α(Ptx), as defined in Equation (2).

ξ ′k(t) =

{
α(Ptx) if node k transmits a packet at time t
0 otherwise

(2)

A reduction of the slope of this per node accumulated exposure function, would
actually yield a smaller exposure. For instance, it would be beneficial to always establish
the minimum power for transmitting or forwarding, i.e., selecting the next hop according
to the power required to reach it. On the other hand, it would also be interesting studying
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how the accumulated exposure pace varies along the time. This can be matched to the
second derivative, ξ ′′k (t), of the accumulated exposure at each individual node.

3.1.2. Computing the Exposure on WMNs

Let us focus on the accumulated exposure induced by a particular node k up to time t
(ξk(t)), and let us assume that both the first and second derivative functions (ξ ′k(t), ξ ′′k (t),
respectively) exist. Under these hypotheses we can establish the following properties:

1. Since the exposure is accumulative, ξk(t + δt) ≥ ξk(t), ∀k, δt > 0;
2. Consequently, ξ ′k(t) ≥ 0, corresponding to this growing function over t;
3. Depending on the value of ξ ′′k (t), we can establish various circumstances, as can be

seen below:

• If ξ ′′k (t) > 0, the rhythm of accumulating exposure on node k is increasing;
• If ξ ′′k (t) = 0, the pace of accumulating exposure on node k is constant;
• If ξ ′′k (t) < 0, the rhythm of accumulating exposure on node k is decreasing.

Based on these three properties, we can find an appropriate proxy for the exposure,
which can be used as a means to design EMF-aware routing mechanisms over multi-hop
wireless networks. We assume, without loss of generality, that time is slotted. We do
not impose any limitation on the number of packets transmitted within one slot. Hence,
the exposure induced by node k will increase between two consecutive time slots, provided
it transmits any packet in-between; otherwise it will remain constant. In addition, the pace
at which ξk increases depends on both the number of transmitted packets and the trans-
mission power required for the node k’s packet to reach its destination. Based on these
observations, Theorem 1 defines the exposure for continuous time.

Theorem 1. The exposure induced by node k in t can be calculated as follows

ξk(t) = ξk(t0) + ξ ′k(t0)(t− t0) +
∫ t

t0

∫ x

t0

ξ ′′k (t)dtdx (3)

where ξk(t0) and ξ ′k(t0) are known constants. The proof is given in Appendix A.

Since we have assumed that time is discretized, we can express the double integral in
Theorem 1 by summing the values of ξ ′′k in the various slots, yielding Theorem 2.

Theorem 2. Assuming that the exposure induced by node k is zero at slot 0, we can express the
exposure induced by node k at slot n as follows:

ξk[n] =
n

∑
i=0

ξ ′k[i] =
n

∑
i=0

(n− i + 0.5)ξ ′′k [i] (4)

The proof is given in Appendix B.

3.1.3. Integrating the EMF Exposure into Routing

According to the previous definitions, the exposure induced by a node grows ac-
cording to how it sends packets. It is worth highlighting that the theoretical model is not
constrained by the power used to send each packet, but it only considers the event of
sending. Depending on the technology, as well as on the power used to reach the next hop
within the route, the accumulated exposure will grow differently.

In order to illustrate the use of the proposed theoretical framework to evaluate the
behavior of a routing protocol, Figure 1 shows a temporal sequence in an arbitrary node.
In this figure, on the central axis we represent the packet sending events; on the upper axis
we illustrate the evolution of the accumulated exposure. Finally, the axis at the bottom
shows the pace of exposure accumulation. From a protocol point of view, the objective is
twofold: first that the accumulated exposure of each node k, ξk, is kept as low as possible;
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second, that the rhythm of exposure accumulation ξ ′′k is compensated among all nodes
within the network.

t (slots)

ξ
′′ k

ξ
′ k

ξ k

Figure 1. Evolution of the exposure and its second derivative upon transmission events.

In order to consider the EMF exposure within a routing protocol, there are two key
aspects to take into account: first, minimizing the total transmission power of a route, since
it would reduce the overall EMF exposure within the whole scenario. On the other hand,
by considering the exposure accumulation pace as a routing cost, the routing protocol is
able to balance the traffic between various routes, avoiding exposure peaks over a particular
area. The latter would be the consequence of keeping the same route, as it would be the
case of traditional routing mechanisms. This exposure model allows considering dynamic
route changes, by means of taking into account the temporal evolution of the exposure
accumulation pace.

3.2. EMF-Aware Routing Algorithm

This section presents a routing algorithm that is used to better describe the behavior of
the proposed routing protocol. We begin by posing an optimization problem, which consid-
ers both the instantaneous transmission power and the accumulated exposure. Afterwards,
we propose an algorithm that can be used to solve the stated problem, exploiting graph
theory and transformation techniques that we introduce for taking into account the two
aforementioned parameters or routing metrics.

3.2.1. Network Model

The main distinctive characteristic of the proposed model is the need to consider both
the instantaneous and accumulated transmitted power as routing metrics. The minimiza-
tion of the transmission power would yield a reduction of the overall exposure within the
whole scenario, but it would not avoid the appearance of exposure peaks, as well as great
variability between different network areas. In order to avoid this, we need to also consider
the accumulated transmitted power (or a function of it), as a proxy of the EMF exposure
induced by each node. Hence, those nodes that have caused a higher exposure should be
avoided in the future establishment of additional routes, thus leading to a fairer exposure
distribution throughout the whole scenario. Note that the metrics used in this section are
abstract, since the network model aims to integrate the two previously mentioned costs.

The network is modeled as a graph G = (V,E), where V is the set of vertices and
E the set of the corresponding edges. We assume that two nodes are connected if the
euclidean distance between them is shorter than the coverage area of the corresponding
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communication technology. Since the two routing metrics that we seek to optimize have
different characteristics, they are attributed to either nodes or edges:

• Node accumulated exposure Ki: this cost represents the accumulated exposure that
has been induced by a node i up to a certain time. In this sense, it does not depend on
the amount of traffic traversing a node at a particular time, since we are interested in
just considering its transmission history. It is worth noting that the proposed routing
framework would allow using different definitions of this cost, provided it remains
independent of the traffic currently traversing the node. Since the EMF exposure
grows with the transmission power, we will later consider Ki to be proportional to
the power transmitted by the node until a particular moment. Nevertheless, more
accurate models could be used, for instance considering advanced antenna patterns,
or user density around the node;

• Edge power exposure Pe: this reflects the transmission power that the node requires
to send a packet to the next hop through an edge e. It is therefore attributed to each of
the edges. Pe should be proportional to the traffic load over every link, since the more
a node is traversed by traffic, the more packets it will need to forward. This way, we
can define the cost of an edge e connecting two nodes {i, j} as Pe = Pi,j · Ti,j; where Pi,j
is the required transmission power, and Ti,j represents the traffic load in that edge.

Given the fact that our approach also assigns a cost to each node, we need to apply
some network transformations before describing the algorithm, which will be used to
establish the optimum routes. The reason for this is that most of the routing algorithms
assume just edge costs, and so we introduce virtual edges to bear the cost Ki. For our
algorithm, each node i is split into two virtual vertices, which are then connected with an
edge, having a cost Ki: i′ and i′′, ingress and egress, respectively. The incoming edges at
the original node n are now connected to i′, while the outgoing edges are now starting at i′′.

As an illustrative example, Figure 2 shows the transformation applied to a simple
graph of three nodes. Here, Tij and Pij are the traffic load and the required transmission
power, between nodes i and j, respectively. On the other hand, Ki models the overall
exposure caused by node i up to a certain time. It can be easily inferred that the proposed
transformation increases the complexity of the graph; if we start from an initial graph
G = (V,E), we obtain a new one G′ = (V′,E′), where |V|′ = 2|V| and |E′| = |V|+ |E|.
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(b) Transformed Graph
Figure 2. Simple example of graph transformation with 3 nodes. Initial graph G is shown above
and transformed graph G

′
is shown below

3.2.2. An optimization problem to minimize the EMF exposure365

Once we have presented the network model, we pose the optimization problem that366

needs to be solved, in order to establish those routes that would minimize the exposure.367

Since the overall cost (at least the one related to the transmission power) is proportional368

to the flow traversing an edge, we can state a problem similar to the Minimum Cost369

Flow Problem (MCF) one, whose main goal is to distribute the overall traffic throughout370

the graph, so that the global transportation cost is minimized. The
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min ∑ ∀(i,j)∈E∀(i,j)∈E
:::::

cij · xij (5)

s.t. ∀i ∈ NV
: ∑

j:(i,j)∈EE:

xij − ∑
j:(j,i)∈EE:

xji = b(i)

∀(i, j) ∈ E uij ≥ xij ≥ 0

∑
i=1

nb(i)|V|b(i)
:::::

= 0

(6a)

(6b)

(6c)
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3.2.2. An Optimization Problem to Minimize the EMF Exposure

Once we have presented the network model, we pose the optimization problem that
needs to be solved, in order to establish those routes that would minimize the exposure.
Since the overall cost (at least the one related to the transmission power) is proportional
to the flow traversing an edge, we can state a problem similar to the Minimum Cost Flow
Problem (MCF) one, whose main goal is to distribute the overall traffic throughout the
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graph, so that the global transportation cost is minimized. We represent values assigned
to edges using the indexes of the nodes connected by the corresponding edge. This way,
the edge connecting nodes i and j are represented by the pair (i, j). Then, for any edge (i, j)
in graph G, the problem can be expressed analytically as follows:

min ∑
∀(i,j)∈E

cij · xij (5)

s.t. ∀i ∈ V ∑
j:(i,j)∈E

xij − ∑
j:(j,i)∈E

xji = b(i)

∀(i, j) ∈ E uij ≥ xij ≥ 0
|V|
∑
i=1

b(i) = 0

(6a)

(6b)

(6c)

where cij and uij represent the cost per flow unit and the edge capacity, respectively; b(i)
accounts for the traffic originated (b(i) > 0) or received (b(i) < 0) by each node; xij is the
flow traversing every link of the graph. Constraint (6a) corresponds to the flow balance at
every node (if b(i) equals 0, the node is neither a source or a sink), constraint (6b) ensures
that the edge capacities are respected, and constraint (6c) ensures that the global flow
balance is maintained.

3.2.3. The Algorithm That Addresses the Minimization Problem

There exist various algorithmic solutions for the minimum cost flow problem. Since
we are more interested in the network model, rather than in the particular technique to
solve it, we make use of a classical solution, namely the Cycle Canceling Algorithm (CCA).
This algorithm exploits the optimality property, which establishes that a feasible solution
x∗ is optimal if, and only if, the residual graph G(x∗) has no negative cycles [31]. The basic
operation of the algorithm is described in Algorithm 1, where rij represents the residual
capacity of the edge (i, j).

The aforementioned algorithm was originally introduced for networks having one
single (source, destination) pair. In order to handle more realistic scenarios, where a number
of nodes (gateways) might provide access to external networks, we propose adding two
additional virtual nodes. A overall virtual source is connected to the actual traffic sources,
while the real gateways are attached to a virtual destination that receives all the traffic. We
fix the capacity of the links between the virtual and the real sources to one unit, ensuring
that the sources are not generating more than one traffic flow. Besides, there is no upper
limit for the amount of traffic on the link between gateways and the virtual destination.
This way, although we could consider an arbitrary number of sources and gateways,
the algorithm just needs to solve a problem with one single (source, destination) pair.

Algorithm 1: Cycle Canceling Algorithm.
Require: G(N,E)

1: Establish possible one flow x
2: while G(x) contains a negative cycle do
3: Identify one negative cycle W
4: δ := min{rij : (i, j) ∈W}
5: Increment δ flow units in the flow W and update G(x)
6: end while

It is worth pointing out that, according to the graph transformation presented in
Section 3.2.1, the cost of the virtual edges that are added (the ones connecting the ingress
and the egress virtual nodes) should not be proportional to the flow, since these edges are
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meant to model the exposure accumulated at the current real node level, up to now. It
follows that, we can define the cost cij as follows:

cij =

{
α · Pij for original edges

Ki
∑∀(i,n)∈E xin

for new (virtual) edges
(7)

where Pij is the transmission power, used by node i to reach node j, α is a constant factor, Ki
represents the accumulated exposure of node i, and xin is the amount of flow traversing the
link (i, n). In order to implement this, we heuristically modify the cost of the virtual links
during the algorithm execution according to Equation (7), so that they are always constant.
Although this could break the isotonicity of the corresponding graph, the obtained results
empirically show that this approach was indeed valid.

3.3. EMF-Aware AODV Protocol

In this section we describe the basic principles of the proposed EMF-aware routing pro-
tocol, the so-called EA-AODV, which is theoretically grounded by the algorithm described
in Section 3.2. Our implementation is based on the well known AODV protocol, whose
operation has been modified to account for the new EMF related metrics. Hereinafter,
we introduce the most significant protocol procedures, which are able to disseminate the
evolution of the accumulated exposure, as well as the messages format. Other procedures
that are not mentioned (i.e., neighbor discovery) are inherited from AODV. The reader
may refer to the AODV specification in [7] for a detailed description.

Before describing the protocol in detail, we highlight some general considerations,
with a clear impact on the protocol’s specification and implementation. We assume that
nodes are able to dynamically adapt their transmission power, according to the link with
their neighbors (next hop) and that the protocol is itself aware of such power, leveraging a
cross-layer solution. An off-line training procedure was carried out in order to establish the
power required to reach the next hop.

3.3.1. Signaling in EA-AODV

Regarding the signaling that the protocol uses, all messages carry the protocol version
and message type fields. The former is included for future protocol modifications, and the
latter allows distinguishing between the following messages:

• HELLO: this message is periodically broadcasted with a twofold purpose. First, it
allows neighbor discovery. Furthermore, we also use it to notify about a change in
the node’s cost, due to an accumulated exposure modification. Figure 3 depicts the
fields of this message. As can be seen, it includes two flags to indicate the role of the
message: M determines whether the packet is used for neighbor discovery purposes
(M = 0) or for notifying a change in the corresponding cost (M = 1). In the latter case,
the S flag indicates the sign of such modification (0 or 1 for positive or negative change,
respectively). Finally, the COST field carries the corresponding value;

• ROUTE_DISC: a broadcast message initiated by a source to find the route to a particular
destination. Each node receiving this packet forwards it, until the packet reaches its
destination. It carries the route accumulated costs, so as to populate it during the route
discovery process. Each node increments the cost, proportionally to the transmission
power that would have been required by the previous node to reach it. The fields of
this type of message can be observed in Figure 4;

• DISC_ACK: this message follows a ROUTE_DISC, and it is sent by the destination as
a unicast transmission towards the corresponding source. Its format corresponds
to the one presented for the ROUTE_DISC message, the only difference being in the
corresponding TYPE field. Since the nodes follow the same procedure as the one
depicted for the management of the ROUTE_DISC message, the protocol is able to
handle asymmetric links, in which the power required to send a packet depends on
the particular direction. The fields of this type of message can be observed in Figure 4;
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• REPORT: used to disseminate a cost change, either an increase or a decrease of the
accumulated exposure. Although the accumulated exposure does not physically
decrease, the protocol considers this option to include aging functions. For instance,
if a node is not used for a while, the cost related to the accumulated exposure can
be reduced to foster the use of such a node. It thus follows a HELLO with M = 1, and
it is propagated to ensure that all affected nodes receive the information. Figure 5
illustrates the format of this message.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

VERSION TYPE Reserved M S COST
SRC-ID

SRC-SEQ-NUMB

Figure 3. Structure of the HELLO message.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

VERSION TYPE Reserved NUM_HOPS
COST K
COST P
SRC-ID

SRC-SEQ-NUMBER
DST-ID

DST-SEQ-NUMBER

Figure 4. Message structure of ROUTE_DISC and DISC_ACK.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

VERSION TYPE TYPE_REPORTR S VALUE
SRC-ID

SRC-SEQ-NUMBER
ROUTES_NUM

ROUTE-DST-ID1
· · ·

Figure 5. Structure of the REPORT message.

One of the main novel aspects of the proposed protocol is that it is able to dynamically
manage the dynamic route costs, caused by the evolution of the accumulated exposure,
as was previously done for the algorithmic analysis in Section 3.2. In what follows, we
thoroughly depict how the actual calculation is carried out. First, the evolution of the cost
with respect to the accumulated exposure does not follow any particular pattern, thus
resulting in an asynchronous behavior. Furthermore, each node locally stores a routing
table whose entries are identified by the destination/next-hop pair obtained during the route
establishment procedure. Each route entry is linked to a timer that is re-started every time
the entry is used. This way unused entries are removed, and the size of the table is kept
small. We have extended the legacy AODV route table format, adding an additional field
to represent the route state, which uses the following values:

• InUse: the route is being used to send locally generated data. This means that the
node is the actual source of such an entry;

• Active: the route is being used to forward data. This is used when the node acts as a
forwarding entity;

• Active_InUse: this state applies when the two previous conditions apply;
• Valid: the entry is not currently being used, but it has not yet expired.

3.3.2. Updating the Cost of a Node in EA-AODV

Figure 6 shows the message exchange that would be triggered upon a change of a
node’s cost. We assume that there already existed a route from A to D, B and C being
intermediate nodes. At a certain time, C needs to inform about a modification of the
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accumulated exposure, for instance upon crossing a predefined threshold. This would
eventually impact the cost stored at the routing tables at the remaining nodes within the
route. A being the source, it has an InUse route to D, while the state of the corresponding
entry in both B and C is Active.

A B C D

HELLO(∆C)

CostD± = ∆C

Update RotUpdate Rot

REPORT(DST = D, ∆C)

CostD± = ∆C

Update RotUpdate Rot

HELLO(∆C)

Discard

Update RotUpdate Rot

Cost update: node C changes state and increments cost by ±∆CCost update: node C changes state and increments cost by ±∆C

Figure 6. Sequence diagram of cost change. Dashed lines are used to show lifetimes of the involved
nodes, rectangles depict operations performed by the node, and arrows represent messages sending.

First, C sends a HELLO message with the flag M = 1, informing about a cost change.
Upon receiving it, B and D check whether they have any route entry with an Active
state using C as the next hop. In this particular example, D does not have any affected
entry, and the message is thus silently discarded. On the other hand, when B receives
the HELLO message, it confirms that it actually has an Active entry with C as the next hop.
First, it updates the cost stored to reach D, increasing or decreasing (as represented by the
±symbol) it according to the S flag in the HELLO message. A cost decrease may be due to the
adoption of aging functions, which would mitigate the effect of the cost associated to the
accumulated exposure. Then, it builds a REPORT message: the field ROUTES_NUM carries the
number of the routes that are affected by the received change, followed by the identifiers
of all the corresponding destinations (i.e., ROUTE-DST-ID1). In this illustrative example,
ROUTES_NUM equals 1, followed by the identifier of the corresponding destination, D. It
is worth noting that a cost change in one node may impact several routes, so that it is
necessary to notify affected nodes of each one.

Finally, when A receives the REPORT message, it parses the ROUTES_NUM field, checking
whether it has any entry towards one of the identifiers that are included within it, having
B as the next hop. In Figure 6, there is a match with an entry towards D, and its cost is
therefore modified, according to the information carried in the REPORT message. In addition,
A would also forward it, if the entry would be either Active or Active_InUse.

Another key issue is how the routing protocol calculates the value of the cost of a node
(K) and notifies its change. This cost is computed as a function that depends on the number
of transmitted packets until that moment, and the corresponding transmission power
required to send each of them. As mentioned before, different functions could be assumed,
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depending on how the exposure is modeled (i.e., effect of antenna pattern). On the other
hand, in order to avoid the flooding of the network due to cost change dissemination, cost
change notifications are limited by means of thresholds and temporal windows.

4. Results

In this section we evaluate the proposed EMF-aware routing framework. First, we
analyze the performance of the proposed routing algorithm, comparing it with legacy
solutions. Then, the behavior of EA-AODV is studied by means of an extensive simulation
campaign. To this end, the EA-AODV protocol has been implemented within the NS-3
framework, based on the existing AODV implementation.

4.1. Network Model Analysis

In this section we present the main results obtained from the evaluation of the al-
gorithm that was presented in Section 3.2. We compare the proposed algorithm with a
traditional one, based on the minimum cost, where costs are assigned to links according to
the minimum transmission power required to reach the next node. Both algorithms are
sequentially applied to the graph, in two different scenarios. This evaluation has been per-
formed using the NS-3 framework, but without the actual implementation of EA-AODV.
We start by generating the same traffic flows for each scenario and the algorithms are
periodically executed, establishing the routes in all nodes. It is worth noting that the
route definition in this case does not use protocol signaling, but it is set using the facilities
provided by the simulation environment.

Before re-executing an algorithm, the information regarding the accumulated exposure
is updated to appropriately capture the temporal evolution. We will study both the overall
transmitted power, as well as how the exposure is accumulated. This way, the entire
procedure will reflect the behavior of the protocol and reach the global optimum. This
methodology allows the use of an ad-hoc implementation, which considers the temporal
evolution due to different traffic flows, without using heavier tools, which would greatly
impact the computation time.

We account for the accumulated exposure with the variable K, which is used as a
proxy of the physical exposure. To this end, the value of K for a given node is defined as
the power that such a node transmits within a given time interval. We assume that all flows
are alike, so that if a node is part of a route (i.e., source, destination or relaying entity) the
exposure induced by each node to its neighborhood grows linearly with the number of
flows traversing it. Thus, the value of K in each node increases by a constant value ε for
every flow traversing the node.

The performance of the proposed algorithm is assessed by comparing it with that
yielded by a minimum power algorithm, where the selected route is the one that requires
less power to send a packet from the source to the destination. This minimum power
algorithm is a shortest-path search, in which the cost of each edge represents the transmis-
sion power required to get to the next hop, without taking into account the overall flow
traversing that particular edge. We will refer to these two approaches as EMFaware and
MinPower, respectively.

This analysis aims to study how the proposed algorithm is able to yield a reduction of
both the transmission power and the accumulated exposure.

We have studied scenarios with 50 nodes, having a wireless technology with a coverage
range of 15 m, nodes being randomly deployed over a square area. Then we varied the
density of nodes in the scenario by varying the side of the area, while keeping the coverage
range of the nodes constant. The analyzed topologies are defined in Table 1. In all scenarios,
four nodes are chosen as traffic sinks, a varying number of nodes play the role of traffic
sources, and the rest are simple traffic forwarders. As can be seen, the scenarios differ in
the number of traffic sources and density of nodes, while the overall number of nodes is
kept at 50. The last row shows the Probability Density Function (PDF) of the number of
gateways, or possible destinations, which can be reached in the corresponding scenarios.
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Table 1. Configuration of the static topology.

Topology

TP1 TP2 TP3 TP4

Sources {2, 4} {2, 4} {2, 4, 6, 8} {2, 4, 6, 8}
Area m2 120× 120 130× 130 140× 140 150× 150

PDF of reachable
gateways 1 2 3 4

0

1

1 2 3 4
0

1

1 2 3 4
0

1

1 2 3 4
0

1

In each topology we deploy four traffic sinks so as to maximize the covered area.
The number of traffic sources, and thus the traffic flows, is varied, and routes are estab-
lished without any preference that could favor any of them. From a network perspective,
the destinations are considered as generic traffic gateways, which provide access to an
external network. Note that this is reflected by the virtual destination, which was included
in the network graph.

It is worth explaining how the accumulated exposure, K, is measured. For each
configuration (topology and number of sources) we run experiments of T time units, where
T = 100. Then, we updated the accumulated exposure induced by each node according to
the number of flows traversing it and recalculated the route. This way, if a node is selected
in one route during the entire experiment, its accumulated exposure would reach a value
of ε · T. On the other hand, the cost associated to the transmitted power is assumed to be
proportional to the distance between the two nodes in the corresponding link. For each
configuration we run 100 independent experiments of T time units to get statistically
tight results.

We assign the cost values as follows: we increase from 0 to 15 the cost associated with
the transmission power (the longer the distance, the higher power would be required to
send packets over the link). Based on that particular range of values, we establish K to
be increased by 5 units for each flow forwarded by the node during a time slot. Besides,
we do not give a higher priority to any of the two costs, i.e., accumulated exposure or
instantaneous transmit power, with respect to one another. Although the costs selection is
arbitrary, it will permit us to validate the performance of the EMFaware algorithm when
compared to legacy ones, and to analyze its behavior.

First, we studied the accumulated exposure at the different nodes during one exper-
iment. Figure 7 shows the exposure PDF by considering all nodes for both algorithms
and by using the TP1 topology, with both two and four sources. We can argue that the
value ε · T corresponds to the exposure accumulated by a single node, if it had been active
for one path during the whole experiment (duration T). Hence, a multiple of ε · T would
reflect nodes that were active in more than one route. For instance, if the PDF at 2 · ε · T
equals 0.1, that would imply that 10% of the nodes have been active in two routes during
the whole experiment. This can be easily seen for the legacy shortest path (minimum
power algorithm), which shows a discrete behavior. Indeed, the PDF is greater than 0
only in points multiple of ε · T, reflecting that the routes are kept static during the whole
experiment, not changing due to the high accumulated exposure. On the other hand,
the proposed EMFaware algorithm is able to balance the exposure. In particular, we can
observe a relevant decrease on the PDF for ε · T, which is around 30% and 20% for the two
and four sources scenarios, respectively. This reduction is reflected on the smaller bins, as
can be seen for values within the interval [0, ε · T], which were not observed for the legacy
routing solution.
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using the EMFaware algorithm, while the columns represent the results of the MinPower alternative
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Figure 7. Joint probability distribution of accumulated exposure for topology TP1, accounting for the
values obtained in every node. (a) Two sources. (b) Four sources.

After validating that the EMFaware algorithm is actually able to modulate the accu-
mulated exposure, the analysis is broadened to consider different topologies and traffic
loads. In this context, Figure 8 shows the average value of the exposure, after 100 indepen-
dent experiments, for different network deployments, considering various source nodes.
The bars correspond to the values observed for the legacy shortest path minimum power
solution, while the horizontal line represents the results brought by the proposed EMFaware
solution. As can be seen, the degree of improvement for our novel algorithm reduces as
long as we decrease the node density. The gain over topology TP1 is greater than the one
observed for TP4. The reason for this behavior is that lower dense topologies offer fewer
routing alternatives, and so the proposed algorithm is not able to balance the accumulated
exposure. Furthermore, the results also evince that there is not a clear impact of the number
of traffic flows (simultaneous number of sources).

TP1 TP2 TP3 TP4

E · T

2E · T

Topologies
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su
re

2 Sources 4 Sources 6 Sources 8 Sources

Figure 8. Mean value of the reached exposure per experiment. We represent the values yielded by
the EMFaware and MinPower algorithms with markers and bars, respectively.

Taking into account that the exposure induced by the whole network should be directly
related to the overall transmitted power, it is interesting to ascertain the performance of
the proposed algorithm in terms of the overall transmitted power. This is important,
especially since we are comparing it to a solution that seeks exactly the minimization of
this parameter. Figure 9 shows the average value of the overall required transmission
power. It is worth recalling that, in the case of the MinPower solution, the transmitted
power does not change during the experiment, since the routes remain unchanged, while
this might not be the case in the EMFaware algorithm. In this sense, when a change of route
is enforced in the proposed solution, the required transmission power might be different.
The results in Figure 9 evince that, although there is a slight penalization regarding the
overall transmitted power, the increase is rather small, and it even becomes negligible for
the scenarios with lower densities (TP3 and TP4). For both solutions, we can clearly see
that the smaller the density, the higher the required power, due to the longer distances that
would be required in order to connect the source nodes to one of the available gateways.



Mathematics 2022, 10, 668 16 of 24

TP1 TP2 TP3 TP4
0

10

20

30

Topologies

Po
w

er
(m

W
)

2 Sources 4 Sources 6 Sources 8 Sources

Figure 9. Mean power obtained per generated route. We represent the values yielded by the EMFaware
and MinPower algorithms with markers and bars, respectively.

4.2. Dynamic Traffic Flows

We now analyze the performance of the proposed solution in a more dynamic setup,
where traffic sources are changed during the experiment. We carry out this analysis only
over the TP3 scenario, using nine traffic destinations. The system configuration is similar to
the one described in the previous section, except for the fact that traffic sources are changed
every 25 time slots. This way, the accumulated exposure of a node, being part of one route
during the whole experiment, would be no greater than ε · T.

Over this setup we study the relationship between K and P in two different ways. First,
we vary the growing pace of K, so that its relative importance compared to P also varies.
In addition, we apply an aging function to K, so that the effect of the accumulated exposure
vanishes when a node is not traversed by any traffic flow. Table 2 shows the configurations
we used. P is computed as described earlier (proportional to the distance), while the
accumulated cost of a node is increased by ε, each time unit, for each flow traversing the
node. For convenience, we use ∆K instead of ε. Then if a node is not used by any route, its
accumulated exposure cost is reduced by ∇K units, each time slot. Altogether, in each slot
t every node updates the accumulated exposure metric, K(t), as shown in Equation (8).

K(t) =

{
K(t− 1) + n · ∆K if there were n > 0 active routes within the interval [t− 1, t]
min {0,K(t− 1)−∇K} if there was not any active route within the interval [t− 1, t]

(8)

Table 2. Costs configuration.

Cost Parameter Value

P distance (m)
∆K(ε) {3, 6, 9, 12, 15}
∇K {0, ..., ∆K}

Figure 10 depicts the average value of the accumulated exposure obtained from
100 independent runs. It is represented using the generic quantity ε, to allow a fair
comparison between the different configurations. In general we can see a negative impact
of changing the traffic sources. In this sense, the exposure gain compared with the MinPower
solution in Figure 10, when∇K equals 0, is lower than the one observed in Figure 8. On the
other hand, we can see that the use of aging functions has a positive effect. In short, when
they are not used, nodes that were previously selected are unlikely to be part of a new
route until other nodes reach similar accumulated exposure, which might lead to longer
routes and therefore higher overall exposure. On the other hand, when we included the
aging function, nodes might get re-selected sooner, lowering the overall system exposure.
In addition, the results also evince that the aging function is only noticeable when ∆K is
equal or greater that 6.
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Figure 10. Average exposure reached at the end of a experiment. We represent the values yielded by
the EMFaware and MinPower algorithms with bars and dotted line, respectively.

4.3. Protocol Evaluation

We now discuss the results that were obtained for the evaluation of the proposed
EA-AODV protocol, described in Section 3.3. The protocol performance will be analyzed
using different configurations, including the one that provides a power minimization
behavior. Although legacy protocols that pursue minimizing transmitted power may have
different signaling procedures, the obtained routes would be the same. In such a case,
assuming that the user traffic is much higher than the signaling overhead, the results
obtained with EA-AODV with minimum power configuration would be similar to the ones
yielded by legacy solutions. On the other hand, we discard comparing EA-AODV with
min-hop solutions (i.e., legacy AODV), since they do not seek minimizing the transmitted
power, and the comparison would therefore be unfair.

We have carried out extensive simulations with the NS-3 [32] simulation framework,
where the protocol has been implemented and integrated. We consider static scenarios com-
prising nodes equipped with 802.11 g wireless technology, with a maximum transmission
power of 16 dBm.

The protocol itself does not strictly define the cost computation procedure, but it
provides a framework to incorporate a dynamic cost adaptation scheme, including the
mechanisms to appropriately propagate the corresponding changes. In particular, two
different costs have been implemented within the protocol, based on the abstract ones that
were previously used in Section 3.2. We have used the same naming as for the EMF-aware
algorithm, and P corresponds to the transmission power that is required to reach the next
hop, while K accounts for the accumulated exposure.

Differently to the algorithm evaluation, the costs in the protocol are calculated using
actual power values. During the simulations, P is established as the transmission power
in mW, within the range [1, 40], required to reach the next hop. On the other hand, K is
assessed every T seconds, by monitoring the total transmission power during the last
slot. In order to be able to study the impact of assigning a different weight to either of
the two costs, K is scaled by a factor of ω. We will afterwards analyze how it impacts the
protocol performance. The computed values are used during the route discovery procedure,
where each node updates the corresponding cost values of the ROUTE_DISC message (see
Section 3.3.1), locally computing P and ω ·K. Eventually, the source selects the route
with minimum cost, and updates it according to the information provided during the cost
update procedure, as was described Section 3.3.2.

As can be observed, the costs P and K in the protocol are particular definitions of the
abstract ones that were used in Section 3.2. Furthermore, they both have a clear relationship
with the theoretical framework presented in Section 3.1. Indeed, the exposure growing ξ ′k
of each node (measured in mW), as well as the overall one (pertaining to the whole network),
can be minimized by reducing the transmission power, i.e., with P. On the other hand, ξ ′′k
(measured in mW/s), which modulates the pace at which the accumulated exposure varies,
is considered by the latter cost component, K. In particular, nodes that have transmitted
more power during the last slot (higher mW/s), are penalized in the route decision process,
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and so the pace at which exposure accumulation varies is also taken into account by the
proposed protocol.

We have first studied the protocol behavior over a simple network, in order to analyze
the impact of the ω parameter. It is worth noting that the configuration with ω = 0 yields a
minimum power solution.

The corresponding network topology is shown in Figure 11, where three traffic sources
send traffic to three potential gateways, with several available routing alternatives. A simu-
lation of 120 s has been performed where each source sends one traffic flow, with a rate
of 120 Kbps, to any gateway. In addition, we establish the time windows to assess the
accumulated exposure to 5 s.

S1

S2

S3

I1

I2

I3

I4

I5

I6

I7

I8

I9

I10

I11

D1

D2

D3

Figure 11. Network topology with three sources and three destinations.

Figure 12 shows the rhythm at which the accumulated exposure grows for the three
potential intermediate nodes (I5, I6, and I7) over time, and for different ω values. The re-
sults show that for high ω values (ω = 1 or ω = 5), the proposed protocol is actually
able to modulate this corresponding rhythm, and so the ξ ′′ parameter fluctuates during
the simulation.
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exposure grows at the intermediate nodes.727

Afterwards, we also evaluated the impact of the ω parameter over the accumulated728

transmitted power. Figure 13a shows its standard deviation for different values of ω. We729

can see a clear influence of the K cost, resulting in a much more homogeneous exposure730

when the factor ω is higher. Besides, Figure 13b also illustrates the power that was731

transmitted by the entire network. In this setup we can also see a slight improvement for732

the highest ω value, which was not expected, since higher ω values usually lead to using733

routes that are not favoring the minimum power criterion. However, the traffic balancing734

between the various routes leveraged by this configuration causes fewer collision events735
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After assessing the correct behavior of the routing protocol, we have analyzed its737

performance over more complex scenarios, considering random topologies. We assume738
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However, when the weight given to this cost decreases, the protocol favors the route
with the lowest transmission power (minimum P), which is maintained throughout all the
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simulation, and so there is no change to the rhythm at which the accumulated exposure
grows at the intermediate nodes.

Afterwards, we also evaluated the impact of the ω parameter over the accumulated
transmitted power. Figure 13a shows its standard deviation for different values of ω. We
can see a clear influence of the K cost, resulting in a much more homogeneous exposure
when the factor ω is higher. Besides, Figure 13b also illustrates the power that was trans-
mitted by the entire network. In this setup we can also see a slight improvement for the
highest ω value, which was not expected, since higher ω values usually lead to using
routes that are not favoring the minimum power criterion. However, the traffic balancing
between the various routes leveraged by this configuration causes fewer collision events
and re-transmissions.
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Figure 12 shows the rhythm at which the accumulated exposure grows for the three719

potential intermediate nodes (I5, I6 and I7) over time, and for different ω values. The720

results show that for high ω values (ω = 1 or ω = 5), the proposed protocol is actually721

able to modulate this corresponding rhythm, and so the ξ ′′ parameter fluctuates during722

the simulation.723

However, when the weight given to this cost decreases, the protocols favors the724

route with the lowest transmission power (minimum P), which is maintained throughout725

all the simulation, and so there is not any change on the rhythm at which the accumulated726

exposure grows at the intermediate nodes.727

Afterwards, we also evaluated the impact of the ω parameter over the accumulated728

transmitted power. Figure 13a shows its standard deviation for different values of ω. We729

can see a clear influence of the K cost, resulting in a much more homogeneous exposure730

when the factor ω is higher. Besides, Figure 13b also illustrates the power that was731

transmitted by the entire network. In this setup we can also see a slight improvement for732

the highest ω value, which was not expected, since higher ω values usually lead to using733

routes that are not favoring the minimum power criterion. However, the traffic balancing734

between the various routes leveraged by this configuration causes fewer collision events735

and re-transmissions.736

After assessing the correct behavior of the routing protocol, we have analyzed its737

performance over more complex scenarios, considering random topologies. We assume738
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Figure 12 shows the rhythm at which the accumulated exposure grows for the three719

potential intermediate nodes (I5, I6 and I7) over time, and for different ω values. The720
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the simulation.723
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Figure 13. Power transmission statistics upon variation of ω. (a) Standard deviation. (b) Total
power transmitted.

After assessing the correct behavior of the routing protocol, we have analyzed its
performance over more complex scenarios, considering random topologies. We assume
a square scenario of 500× 500 m2, where four arbitrary sources send traffic to any of the
four gateways, which are deployed to maximize their coverage. We increase the number
of intermediate nodes, and therefore the network density, from 50 to 200, and we modify
the value of ω ∈ 1, 3, 5. We run 100 independent simulations for each ω value, and for the
two different network densities (50 and 200 intermediate nodes). As was done with the
algorithm evaluation previously discussed, we discard those network deployments where
there is no route from each source to one of the available gateways. We also use the same
traffic characteristics and window time (T) as in the previous analysis.

First, Figure 14 shows the Complementary Cumulative Distribution Functions (CCDFs)
of the power transmitted by each node during the whole experiment. As can be observed,
there is a slight improvement when moderate weight (ω = 1 and ω = 3) is given to the
metric that considers the accumulated exposure, K, while such an improvement is no
longer evinced as we increase the weight (ω = 5). This enhancement is slightly higher for
more dense networks, as can be seen in Figure 14b for 200 intermediate nodes. In any case,
the difference with the configuration in which the protocol just seeks the minimization of
the transmitted power (ω = 0) is not very relevant.

Afterwards, in Figure 15 we assessed the influence of the K metric over the average
and overall transmission power. Figure 15a shows the average transmitted power per
node. We can observe a monotonic decrease of the average transmission power due to
the fact that the denser the network, the more routing alternatives become available. This,
in turn, implies that it is more likely to find routes requiring less power. The results show
that the use of higher ω values leads to a clear benefit in terms of the transmitted power.
Furthermore, the same effect can be observed for the overall transmitted power. Then,
Figure 15b exhibits a behavior similar to the one seen for the standard deviation of the
transmit power.
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We can finally conclude that, for the considered network topologies, the use of the
dynamic metric that accounts for the accumulated exposure yields a reduction of the total
power transmitted by the complete network. This reduction is achieved by means of a fairer
distribution of the exposure induced by the different nodes. This exposure distribution
avoids concentrating traffic in some particular nodes or geographical areas, so leading
to a certain traffic load balancing between the available paths. In turn, this reduces the
number of wireless collisions and traffic retransmissions, causing the power savings that
are evinced in the analyzed scenarios. On the other hand, we believe that this effect may
not appear in other scenarios with lower density, and that it may have some impact in
other QoS parameters, such as delay. A further analysis of this effect will be tackled in our
future work.

In addition, we have also observed that the the proposed solution yields a certain
traffic balance between the available paths. We have also validated the correct operation
of the EA-AODV protocol, which provides an open implementation to include the EMF
exposure in the routing procedure, where costs can be customized for both the accumulated
exposure and instantaneous transmission power.
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also validated the correct operation of the EA-AODV protocol, which provides an open777

implementation to include the EMF exposure in the routing procedure, where costs778

can be customized for both the accumulated exposure and instantaneous transmission779

power.780

5. Conclusion781

In this paper we have proposed a novel routing framework for wireless multi-hop782

networks, which considers minimizing the exposure to Electromagnetic Fields, lever-783

aging an original and novel approach for these scenarios. In the last years we have784

observed a growing concern on the effects of the EMF induced by wireless communica-785

tions may have over people. Indeed, this concern has increased with the appearance of786

novel wireless technologies for 5G systems, such as mmWave. In order to address this,787

we have proposed an aware
::::::::::
EMF-aware

:
solution that can be used in multi-hop wireless788

networks, such as the ones used for D2D or WSN for Internet of Things (IoT).789

We have carried out a holistic approach, combining both theoretical and simulation-790

based analysis. First, we studied the optimum performance by means of a novel algo-791

rithm based on graph theory. Afterwards, taking into account that the exposure cannot792

be directly embedded within a routing protocol, we have presented an analytical model793

of the exposure, where we identified a sensible metric that could be used in order to794

effectively reduce the exposure. Afterwards, we have presented the design and speci-795

fication of a routing protocol that tackles the exposure reduction, and we assessed its796

performance by means of an extensive simulation campaign.797

The results offer the evidence that the proposed solutions (both the algorithm798

and the protocol) are able to fairly balance the EMF exposure within the network, also799

yielding a decrease on the average exposure. We have also seen that the observed gain800

is more relevant for higher node densities, since the proposed approach benefits from801

a larger number of alternative paths. In addition, the analysis evinces that there is not802

a relevant trade-off in terms of the consumed power, and our solution roughly keeps803

the overall transmit power as the one that minimizes this particular metric. Moreover,804

the evaluation results show that the use of the dynamic cost that accounts for the805

accumulated exposure brings remarkable benefits, by reducing the average emitted806

power. On top of it, the same benefits can be observed in the overall transmitted power807

by the network. This reduction is obtained thanks to the fair distribution of the exposure808

induced by different nodes and so a better traffic balance among alternative paths.809

In our future work, we will study the proposed scheme over more dynamic (adding810

mobility) and complex (with higher densities) scenarios. We will also look at the weights811

given to the two parameters, and their impact over the algorithm/protocol perfor-812

mance, assessing whether there is any optimum configuration that might yield better813

performances.814
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5. Conclusions

In this paper we have proposed a novel routing framework for wireless multi-hop
networks, which considers minimizing the exposure to Electromagnetic Fields, leveraging
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an original and novel approach for these scenarios. In the last years we have observed a
growing concern regarding the effects that EMF induced by wireless communications may
have over people. Indeed, this concern has increased with the appearance of novel wireless
technologies for 5G systems, such as mmWave. In order to address this, we have proposed
an EMF-aware solution that can be used in multi-hop wireless networks, such as the ones
used for D2D or WSN for Internet of Things (IoT).

We have carried out a holistic approach, combining both theoretical and simulation-
based analysis. First, we studied the optimum performance by means of a novel algorithm
based on graph theory. Afterwards, taking into account that the exposure cannot be
directly embedded within a routing protocol, we have presented an analytical model of the
exposure, where we identified a sensible metric that could be used in order to effectively
reduce the exposure. Afterwards, we have presented the design and specification of a
routing protocol that tackles the exposure reduction, and we assessed its performance by
means of an extensive simulation campaign.

The results offer the evidence that the proposed solutions (both the algorithm and the
protocol) are able to fairly balance the EMF exposure within the network, also yielding
a decrease on the average exposure. We have also seen that the observed gain is more
relevant for higher node densities, since the proposed approach benefits from a larger
number of alternative paths. In addition, the analysis evinces that there is not a relevant
trade-off in terms of the consumed power, and our solution roughly keeps the overall
transmit power as the one that minimizes this particular metric. Moreover, the evaluation
results show that the use of the dynamic cost that accounts for the accumulated exposure
brings remarkable benefits, by reducing the average emitted power. On top of it, the same
benefits can be observed in the overall transmitted power by the network. This reduction is
obtained thanks to the fair distribution of the exposure induced by different nodes and so a
better traffic balance among alternative paths.

In our future work, we will study the proposed scheme over more dynamic (adding
mobility) and complex (with higher densities) scenarios. We will also look at the weights
given to the two parameters, and their impact over the algorithm/protocol performance,
assessing whether there is any optimum configuration that might yield better performances.
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NS-3 Network Simulator 3
D2D device-to-device
QoS Quality of Service
AODV Ad hoc On-Demand Distance Vector Routing
EA-AODV EMF Aware AODV
CCA Cycle Canceling Algorithm
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CCDF Complementary Cumulative Distribution Function
ICNIRP International Commission on Non-ionizing Radiation Protection
mmWave Millimeter Waves
NRR Nearest Neighbor Routing
MANET Mobile Ad-hoc Networks
VANET Vehicular Ad-hoc Network
MCF Minimum Cost Flow Problem
EMF Electromagnetic Fields
LEXNET Low EMF Exposure Networks
EI Exposure Index
WMN Wireless Mesh Networks
WSN Wireless Sensor Networks
PDF Probability Density Function
ETX Expected Transmission Count
ETT Expected Transmission Time
WCETT Weighted Commutative Expected Transmission Time
MIC Metric for Interference and Channel Switching
iAWARE Interference Aware
EETT Exclusive Expected Transmission Time
SAR Specific Absorption Rate
IoT Internet of Things

Appendix A. Proof of the Continuous Individual Exposure

It is well-known that the area between 2 points, a and x, below the curve of any one
variable function h that is derivable, can be formally expressed by means of the Riemann
integral:

∫ x
a h′(t)dt = h(x)− h(a). If we consider a to be a fixed initial real value and x to

be variable, we get:

h(x) = h(a) +
∫ x

a
h′(t)dt

Now, if the function h is two times derivable, considering that we know the expression
or shape of the function h′′, we could similarly express h′ as:

h′(x) = h′(a) +
∫ x

a
h′′(t)dt

If we integrate this once again, between a and b, we get:∫ b
a h′(x)dx =

∫ b
a h′(a)dx +

∫ b
a

∫ x
a h′′(t)dtdx

⇐⇒ h(b)− h(a) = (b− a)h′(a) +
∫ b

a

∫ x
a h′′(t)dtdx

⇐⇒ h(b) = h(a) + (b− a)h′(a) +
∫ b

a

∫ x
a h′′(t)dtdx

Appendix B. Proof of the Discrete Individual Exposure

Let h be a staircase function, the value of h in a point n, h[n], can be expressed as the
double summation of its second derivative as follows:

h[n] =
n

∑
i=0

i

∑
j=0

h′′[j]

which, in turn, can be expressed as

n

∑
j=0

n

∑
i=j

h′′[j] =
n

∑
j=0

(n− j + 1)h′′[j]

Since it follows from Section 3.1.1 that the value of ξ2(x) could only change in points
x ∈ N, we have a stairlike function whose value is constant on each interval [S, S + 1),
where S ∈ N.
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Thus, we can write the innermost integral of the double integral from Theorem 1 as a
sum of integrals on each unit length interval, [S, S + 1), where S ∈ N. Then, we can apply
the mean value theorem for integrals for each integral from S to S + 1, and consequently
follow the same two steps for the outermost integral. If we do the corresponding maths,
we get to:

ξk(t) = ξk(t0) + ξ ′k(t0)(t− t0) +
∫ t

t0

∫ x

t0

ξ ′′k (t)dtdx (A1)
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