# The Solutions of Initial (-Boundary) Value Problems for Sharma-Tasso-Olver Equation 

<br>1 School of Mathematics \& Statistics, Henan University of Science \& Technology, Luoyang 471000, China; mlwang@haust.edu.cn (M.W.); 9901914@haust.edu.cn (J.Z.)<br>2 School of Mathematics \& Statistics, Lanzhou University, Lanzhou 730000, China<br>* Correspondence: lilingxiao@haust.edu.cn


#### Abstract

A nonlinear transformation from the solution of linear KdV equation to the solution of Sharma-Tasso-Olver (STO) equation is derived out by using simplified homogeneous balance (SHB) method. According to the nonlinear transformation derived here, the exact explicit solution of initial (-boundary) value problem for STO equation can be constructed in terms of the solution of initial (-boundary) value problem for the linear KdV equation. The exact solution of the latter problem is obtained by using Fourier transformation.
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## 1. Introduction

In recent years, many researchers [1-11] (and refs. therein) pay more attention to the Sharma-Tasso-Olver (STO) equation due to its appearance in scientific applications. STO equation reads,

$$
\begin{equation*}
u_{t}+3 \alpha u^{2} u_{x}+3 \alpha\left(u u_{x}\right)_{x}+\alpha u_{x x x}=0 \tag{1}
\end{equation*}
$$

Equation (1) appears as an evolution equation that possesses an infinitely many symmetries [12], and can be regarded as a member of the hierarchy of higher order Burgers Equation [13] in the form,

$$
u_{t}+\left[\sum_{n=0}^{N} \alpha_{n}\left(\frac{\partial}{\partial x}+u\right)^{n} u\right]_{x}=0
$$

where $N$ is a positive integer.
In fact, $N=2, \alpha_{0}=\alpha_{1}=0, \alpha_{2}=\alpha$, the higher order Burgers equation becomes STO Equation (1).

In the present paper, first of all, we consider the initial value problem of STO equation as follows,

$$
\begin{gather*}
u_{t}+3 \alpha u^{2} u_{x}+3 \alpha\left(u u_{x}\right)_{x}+\alpha u_{x x x}=0, t>0,-\infty<x<\infty  \tag{2}\\
u(x, 0)=f(x),-\infty<x<\infty \tag{3}
\end{gather*}
$$

Second, we consider the initial-boundary value problem of STO equation in the form,

$$
\begin{gather*}
u_{t}+3 \alpha u^{2} u_{x}+3 \alpha\left(u u_{x}\right)_{x}+\alpha u_{x x x}=0, t>0, x>0  \tag{4}\\
u(0, t)=0, t \geq 0, u(x, 0)=f(x), x \geq 0 \tag{5}
\end{gather*}
$$

Third, we consider the initial-boundary value problem of STO equation with nonlinear boundary condition as follows,

$$
\begin{equation*}
u_{t}+3 \alpha u^{2} u_{x}+3 \alpha\left(u u_{x}\right)_{x}+\alpha u_{x x x}=0, t>0, x>0 \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\left(u_{x x}+3 u u_{x}+u^{3}\right)_{x=0}=\mu(t), u(x, 0)=f(x), x \geq 0 \tag{7}
\end{equation*}
$$

The boundary condition in (6) means the flux is given at $x=0, f(x)$ and $\mu(t)$ are given continuous functions. To the first problem, we will find a function $u=u(x, t)$ such that $u=u(x, t)$ satisfies STO Equation (1) in the domain $-\infty<x<\infty, t>0$, and when $t$ goes to zero, $u(x, t)$ approaches to $f(x)$, namely $u(x, t)$ satisfies the initial condition (2); To the second problem, we will find a function $u=u(x, t)$ such that $u=u(x, t)$ satisfies STO Equation (3) in the domain $0<x<\infty, t>0$, and when $t$ goes to zero, $u(x, t)$ approaches to $f(x), x \geq 0$, and when $x$ goes to zero, $u(x, t)$ approaches to $u(0, t)=0, t \geq 0$. To the third problem, we will find a function $u(x, t)$ such that $u=u(x, t)$ satisfies STO Equation (5) in the domain $0<x<\infty, t>0$, and when $t$ goes to zero, $u(x, t)$ approaches to $f(x)$, $x \geq 0$ and when $x$ goes to zero, the boundary condition in (6) is satisfied.

The paper is organized as follows: In Section 2, using simplified homogeneous balance (SHB) method, we will derive out a nonlinear transformation from the solution of a linear equation to the solution of STO equation. In Sections 3-5, based on the nonlinear transformation derived in Section 2, the solutions of the first problem, the second problem and the third problem are constructed in terms of the solutions of corresponding linear problems, respectively. In Section 6, some conclusions are made.

## 2. Derivation of Nonlinear Transformation

The STO Equation (1) can be rewritten as the conservation law form,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=0 \tag{8}
\end{equation*}
$$

Considering homogeneous balance between $u_{x x}$ and $u^{3}$ (or $\left.u u_{x}\right)(m+2=3 m$, or $m+2=2 m+1$, both equations imply $m=1$ ), according to the SHB method [14-17], we suppose that the solution of Equation (1) is of the form,

$$
\begin{equation*}
u(x, t)=A \frac{\varphi_{x}}{\varphi} \tag{9}
\end{equation*}
$$

where the constant $A$ and function $\varphi=\varphi(x, t)$ are to be determined later. From (7) it is easy to derive out that,

$$
\left\{\begin{array}{l}
u_{t}=A\left(\frac{\varphi_{x t}}{\varphi}-\frac{\varphi_{t} \varphi_{x}}{\varphi^{2}}\right), u_{x x}=A\left(\frac{\varphi_{x x x}}{\varphi}-\frac{3 \varphi_{x} \varphi_{x x}}{\varphi^{2}}+2 \frac{\varphi_{x}^{3}}{\varphi^{3}}\right),  \tag{10}\\
u u_{x}=A^{2}\left(\frac{\varphi_{x} \varphi_{x x}}{\varphi^{2}}-\frac{\varphi_{x}^{3}}{\varphi^{3}}\right), u^{3}=A^{3} \frac{\varphi_{x}^{3}}{\varphi^{3}}
\end{array}\right.
$$

Substituting (8) into (1), yields,

$$
\begin{align*}
& \frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=A \frac{\varphi_{x t}}{\varphi}-A \frac{\varphi_{x} \varphi_{t}}{\varphi^{2}}+\alpha A \frac{\partial}{\partial x}\left(\frac{\varphi_{x x x}}{\varphi}\right) \\
& +\alpha \frac{\partial}{\partial x}\left[\left(3 A^{2}-3 A\right) \frac{\varphi_{x} \varphi_{x x}}{\varphi^{2}}\right]+\alpha \frac{\partial}{\partial x}\left[\left(A^{3}-3 A^{2}+2 A\right) \frac{\varphi_{x}^{3}}{\varphi^{3}}\right]=0 . \tag{11}
\end{align*}
$$

Setting the coefficient of $\frac{\varphi_{x} \varphi_{x x}}{\varphi^{2}}$ and $\frac{\varphi_{x}^{3}}{\varphi^{3}}$ in expression (9) to zero, yields,

$$
\begin{equation*}
A^{3}-3 A^{2}+2 A=0 \text { and } 3 A^{2}-3 A=0 \rightarrow A=1 \tag{12}
\end{equation*}
$$

Using the result (10), the expression (7) becomes,

$$
\begin{equation*}
u(x, t)=\frac{\varphi_{x}}{\varphi} \tag{13}
\end{equation*}
$$

And the expression (9) can be simplified as,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=\frac{1}{\varphi}\left(\frac{\partial}{\partial x}-\frac{\varphi_{x}}{\varphi}\right)\left(\varphi_{t}+\alpha \varphi_{x x x}\right)=0 \tag{14}
\end{equation*}
$$

Provided that $\varphi=\varphi(x, t)$ satisfies the linear KdV equation,

$$
\begin{equation*}
\varphi_{t}+\alpha \varphi_{x x x}=0 \tag{15}
\end{equation*}
$$

From (11)-(13), we come to the conclusion that if $\varphi=\varphi(x, t)$ is a solution of linear KdV Equation (13), substituting it into the expression (11), we have the solution of STO Equation (1). Thus, the expression (11) and the linear KdV Equation (13) together comprises a nonlinear transformation from the solution of linear KdV Equation (13) to the solution of STO Equation (1).

## 3. The Solution of Initial Value Problem for STO Equation

Based on the nonlinear transformation derived in Section 2, we will solve initial value problem in the following,

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=0, t>0,-\infty<x<\infty  \tag{16}\\
u(x, 0)=f(x),-\infty<x<\infty \tag{17}
\end{gather*}
$$

According to the nonlinear transformation, the solution of STO equation (1) is given by (11),

$$
\begin{equation*}
u(x, t)=\frac{\varphi_{x}}{\varphi} \tag{18}
\end{equation*}
$$

where $\varphi=\varphi(x, t)$ is the solution of Equation (13). When $t$ goes to zero, from (11) and initial condition (2), yields,

$$
f(x)=u(x, 0)=\frac{\varphi_{x}(x, 0)}{\varphi(x, 0)}
$$

Which implies that,

$$
\begin{equation*}
\varphi(x, 0)=\exp \left[\int_{-\infty}^{x} f(\xi) \mathrm{d} \xi\right] \tag{19}
\end{equation*}
$$

Thus, we acquire the initial value problem of linear Equation (13) with initial condition (14) as follows,

$$
\begin{gather*}
\varphi_{t}+\alpha \varphi_{x x x}=0, t>0,-\infty<x<+\infty  \tag{20}\\
\varphi(x, 0)=\exp \left[\int_{-\infty}^{x} f(\xi) \mathrm{d} \xi\right],-\infty<x<\infty \tag{21}
\end{gather*}
$$

We will prove that if $\varphi=\varphi(x, t)$ solves initial value problems (13) and (14) for linear KdV equation, then expression (11) solves the initial value problems (1) and (2) for STO equation.

In fact, the solution of initial value problems (13) and (14) is given by,

$$
\begin{equation*}
\varphi(x, t)=\int_{-\infty}^{\infty} E(x-\xi, t) \exp \left[\int_{-\infty}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi \tag{22}
\end{equation*}
$$

where $E(x, t)$ is the solution of the initial value problem in the following,

$$
\begin{align*}
E_{t}+\alpha E_{x x x} & =0, t>0,-\infty<x<\infty  \tag{23}\\
E(x, 0) & =\delta(x),-\infty<x<\infty \tag{24}
\end{align*}
$$

where $\delta(x)$ is $\delta$ function. $E(x, t)$ is called the fundamental solution of initial value problems (13) and (14), and $E(x, t)$ can be obtained by using Fourier transformation [13], as follows,

$$
\begin{equation*}
E(x, t)=\frac{1}{(3 \alpha t)^{\frac{1}{3}}} A_{i}\left[\frac{x}{(3 \alpha t)^{\frac{1}{3}}}\right] \tag{25}
\end{equation*}
$$

where,

$$
A_{i}[y]=\frac{1}{\pi} \int_{0}^{\infty} \cos \left(y s+\frac{1}{3} s^{3}\right) \mathrm{d} s
$$

which is called Airy function [18]. When the variable $t$ goes to zero, $E(x, t)$ approaches to the $\delta$ function,

$$
\begin{equation*}
E(x, 0)=\delta(x) \tag{26}
\end{equation*}
$$

Substituting (18) into (15), we have the solution of initial value problems (13) and (14) as,

$$
\begin{equation*}
\varphi(x, t)=\frac{1}{\pi(3 \alpha t)^{\frac{1}{3}}} \int_{-\infty}^{\infty}\left[\int_{0}^{\infty} \cos \left(\frac{x-\xi}{(3 \alpha t)^{\frac{1}{3}}} s+\frac{1}{3} s^{3}\right) \mathrm{d} s\right] \exp \left[\int_{-\infty}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi \tag{27}
\end{equation*}
$$

and when $t$ goes to zero, (20) approaches to (see ref. [13]),

$$
\begin{equation*}
\varphi(x, 0)=\int_{-\infty}^{\infty} \delta(x-\xi) \exp \left[\int_{-\infty}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi=\exp \left[\int_{-\infty}^{x} f(\eta) \mathrm{d} \eta\right] \tag{28}
\end{equation*}
$$

Substituting (20) into (11), canceling the factor $\frac{1}{\pi(3 \alpha t)^{\frac{1}{3}}}$, we have the solution of initial value problems (1) and (2) for STO equation, as follows,

$$
\begin{equation*}
u(x, t)=\frac{\frac{\partial}{\partial x} \int_{-\infty}^{\infty}\left[\int_{0}^{\infty} \cos \left(\frac{x-\xi}{(3 \alpha t)^{\frac{1}{3}}} s+\frac{1}{3} s^{3}\right) \mathrm{d} s\right] \exp \left[\int_{-\infty}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi}{\int_{-\infty}^{\infty}\left[\int_{0}^{\infty} \cos \left(\frac{x-\xi}{(3 \alpha t)^{\frac{1}{3}}} s+\frac{1}{3} s^{3}\right) \mathrm{d} s\right] \exp \left[\int_{-\infty}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi} \tag{29}
\end{equation*}
$$

When $t$ goes to zero, using (21) and (22), yields,

$$
u(x, 0)=f(x),-\infty<x<\infty
$$

The initial condition (2) is satisfied.

## 4. The Solution of Initial-Boundary Value Problem for STO Equation

The initial-boundary value problems (3) and (4) can be rewritten as,

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=0, x>0, t>0  \tag{30}\\
u(0, t)=0, t \geq 0 ; u(x, 0)=f(x), x \geq 0 \tag{31}
\end{gather*}
$$

Similarly, based on the nonlinear transformation expressed by (11) with (13), and using the boundary condition and initial condition (4), we can acquire the corresponding initial-boundary value problem of linear KdV equation as follows,

$$
\begin{align*}
& \varphi_{t}+\alpha \varphi_{x x x}=0, t>0,0<x<\infty  \tag{32}\\
& \varphi_{x}(0, t)=0, t \geq 0 ; \\
& \varphi(x, 0)=\exp \left[\int_{0}^{x} f(\eta) \mathrm{d} \eta\right], 0 \leq x<\infty . \tag{33}
\end{align*}
$$

It is obvious that if $\varphi=\varphi(x, t)$ solves initial-boundary value problems (23) and (24) for linear equation, then expression (11) solves the initial-boundary value problems (3) and (4) for STO equation.

Now using an even extension technique, we solve the initial-boundary problems (23) and (24).

Consider the following initial value problem,

$$
\begin{equation*}
\Phi_{t}+\alpha \Phi_{x x x}=0, t>0,-\infty<x<\infty \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
\Phi(x, 0)=\Phi_{0}(x),-\infty<x<+\infty \tag{35}
\end{equation*}
$$

where $\Phi_{0}(x)$ is an even function: $\Phi_{0}(x)=\Phi_{0}(-x)$, which is defined by,

$$
\Phi_{0}(x)=\exp \left[\int_{0}^{x} f(\eta) \mathrm{d} \eta\right], x>0 \Phi_{0}(x)=\exp \left[\int_{0}^{-x} f(\eta) \mathrm{d} \eta\right], x<0
$$

According to the discussion that from (13) to (21) in Section 3, the solution of initial value problems (25) and (26) is given by,

$$
\begin{equation*}
\Phi(x, t)=\int_{-\infty}^{\infty} E(x-\xi, t) \Phi_{0}(\xi) \mathrm{d} \xi \tag{36}
\end{equation*}
$$

where $E(x, t)$ is expressed by (18).
Since $\Phi_{0}(x)$ is an even function, $\frac{\partial}{\partial x} \Phi_{0}=0$. if $x=0$, So, when $x>0$, the function (27) satisfies the initial-boundary value problems (23) and (24), thus the solution of which can be written as,

$$
\begin{align*}
& \varphi(x, t)=\Phi(x, t)_{x>0}=\int_{-\infty}^{\infty} E(x-\xi, t) \Phi_{0}(\xi) \mathrm{d} \xi \\
& =\int_{-\infty}^{0} E(x-\xi, t) \exp \left[\int_{0}^{-\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi+\int_{0}^{\infty} E(x-\xi, t) \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi  \tag{37}\\
& =\int_{0}^{\infty}[E(x-\xi, t)+E(x+\xi, t)] \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi
\end{align*}
$$

Substituting (28) into (11) we have the solution of initial-boundary value problems (3) and (4) for STO equation, as follows,

$$
\begin{equation*}
u(x, t)=\frac{\frac{\partial}{\partial x} \int_{0}^{\infty}[E(x-\xi, t)+E(x+\xi, t)] \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi}{\int_{0}^{\infty}[E(x-\xi, t)+E(x+\xi, t)] \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi} \tag{38}
\end{equation*}
$$

where $E(x, t)$ is expressed by (18).

## 5. Initial-Boundary Value Problem for STO Equation with Nonlinear Boundary Condition

The initial-boundary value problems (5) and (6) can be rewritten as,

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\alpha \frac{\partial}{\partial x}\left(u_{x x}+3 u u_{x}+u^{3}\right)=0, x>0, t>0  \tag{39}\\
\left(u_{x x}+3 u u_{x}+u^{3}\right)_{x=0}=\mu(t), u(x, 0)=f(x), x \geq 0 \tag{40}
\end{gather*}
$$

Using the nonlinear transformations expressed in Equations (11) and (13), the initialboundary value problems (5) and (6) can be changed into the initial-boundary value problem for linear KdV equation as,

$$
\begin{align*}
& \varphi_{t}+\alpha \varphi_{x x x}=0, t>0,0<x<\infty  \tag{41}\\
& \varphi(0, t)=\exp \left[-\alpha \int_{0}^{t} \mu(\eta) \mathrm{d} \eta\right], t \geq 0  \tag{42}\\
& \varphi(x, 0)=\exp \left[\int_{0}^{x} f(\eta) \mathrm{d} \eta\right], x \geq 0 \tag{43}
\end{align*}
$$

We can prove that if $\varphi=\varphi(x, t)$ solves initial-boundary value problems (30)-(32) for linear KdV equation, then expression (11) solves the initial-boundary value problems (5) and (6) for STO equation.

In fact, it is obvious that the expression (11) satisfies Equation (5) and initial condition (6). We only examine the boundary condition (6) is satisfied. Substituting (11) into the left hand side of the boundary condition (when $x>0$ ) in (6), and using Equation (6), yields,

$$
\begin{equation*}
u_{x x}+3 u u_{x}+u^{3}=\left(\frac{\varphi_{x}}{\varphi}\right)_{x x}+3\left(\frac{\varphi_{x}}{\varphi}\right)\left(\frac{\varphi_{x}}{\varphi}\right)_{x}+\left(\frac{\varphi_{x}}{\varphi}\right)^{3}=\frac{\varphi_{x x x}}{\varphi}=\frac{-\frac{1}{\alpha} \varphi_{t}}{\varphi} \tag{44}
\end{equation*}
$$

When $x$ goes to zero, using boundary condition (31), then (33) becomes,

$$
\left(u_{x x}+3 u u_{x}+u^{3}\right)_{x=0}=\mu(t)
$$

This completes the proof.
Based on the superposition principle of a linear problem, the solution of initialboundary value problems (30)-(32) for linear KdV equation is given by,

$$
\begin{equation*}
\varphi(x, t)=\varphi^{(1)}(x, t)+\varphi^{(2)}(x, t) \tag{45}
\end{equation*}
$$

where $\varphi^{(1)}(x, t)$ satisfies the initial-boundary value problem as,

$$
\begin{gather*}
\varphi_{t}^{(1)}+\alpha \varphi_{x x x}^{(1)}=0, t>0,0<x<\infty  \tag{46}\\
\varphi^{(1)}(0, t)=0, t \geq 0  \tag{47}\\
\varphi^{(1)}(x, 0)=\exp \left[\int_{0}^{x} f(\eta) \mathrm{d} \eta\right], x \geq 0 \tag{48}
\end{gather*}
$$

and $\varphi^{(2)}(x, t)$ satisfies the initial-boundary value problem as,

$$
\begin{gather*}
\varphi_{t}^{(2)}+\alpha \varphi_{x x x}^{(2)}=0, t>0,0<x<\infty  \tag{49}\\
\varphi^{(2)}(0, t)=\exp \left[-\alpha \int_{0}^{t} \mu(\eta) \mathrm{d} \eta\right], t \geq 0  \tag{50}\\
\varphi^{(2)}(x, 0)=0, x \geq 0 \tag{51}
\end{gather*}
$$

Now using an odd extension technique, we solve the initial-boundary problems (35)-(37).

Consider the following initial value problem,

$$
\begin{gather*}
\Phi_{t}+\alpha \Phi_{x x x}=0, t>0,-\infty<x<\infty  \tag{52}\\
\Phi(x, 0)=\Phi_{0}(x) \tag{53}
\end{gather*}
$$

where $\Phi_{0}(x)$ is an odd function: $\Phi_{0}(x)=-\Phi_{0}(-x)$, which is defined by,

$$
\begin{aligned}
& \Phi_{0}(x)=\exp \left[\int_{0}^{x} f(\eta) \mathrm{d} \eta\right], x>0 \\
& \Phi_{0}(x)=-\exp \left[\int_{0}^{-x} f(\eta) \mathrm{d} \eta\right], x<0
\end{aligned}
$$

According to the discussion that from (13) to (21) in Section 3, the solution of initial value problems (41) and (42) is given by,

$$
\begin{equation*}
\Phi(x, t)=\int_{-\infty}^{\infty} E(x-\xi, t) \Phi_{0}(\xi) \mathrm{d} \xi \tag{54}
\end{equation*}
$$

where $E(x, t)$ is expressed by (18).

Since $\Phi_{0}(x)$ is an odd function, $\Phi_{0}=0$, if $x=0$. So, when $x>0$, the function (43) satisfies the initial-boundary value problems (35)-(37), thus the solution of which can be written as,

$$
\begin{align*}
& \varphi^{(1)}(x, t)=\Phi(x, t)_{x>0}=\int_{-\infty}^{\infty} E(x-\xi, t) \Phi_{0}(\xi) \mathrm{d} \xi \\
& =-\int_{-\infty}^{0} E(x-\xi, t) \exp \left[\int_{0}^{-\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi+\int_{0}^{\infty} E(x-\xi, t) \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi  \tag{55}\\
& =\int_{0}^{\infty}[E(x-\xi, t)-E(x+\xi, t)] \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi
\end{align*}
$$

where $E(x, t)$ is expressed by (18).
Using Duhamel principle [13,19], the solution of problems (38)-(40) is given by,

$$
\begin{equation*}
\varphi^{(2)}=\frac{\partial}{\partial t} \int_{0}^{t} K(x, t-\tau) \exp \left[-\alpha \int_{0}^{\tau} \mu(\eta) \mathrm{d} \eta\right] \mathrm{d} \tau \tag{56}
\end{equation*}
$$

where,

$$
K(x, t)=1-\int_{0}^{\infty}[E(x-\xi, t)-E(x+\xi, t)] \mathrm{d} \xi
$$

which is the solution of the following problem,

$$
K_{t}+\alpha K_{x x x}=0, t>0,0<x<\infty K(0, t)=1, t \geq 0, K(x, 0)=0, x \geq 0
$$

Substituting (44) and (45) into (34) we have the solution of problems (30)-(32) as,

$$
\begin{align*}
& \varphi=\int_{0}^{\infty}[E(x-\xi, t)-E(x+\xi, t)] \exp \left[\int_{0}^{\xi} f(\eta) \mathrm{d} \eta\right] \mathrm{d} \xi  \tag{57}\\
& +\frac{\partial}{\partial t} \int_{0}^{t} K(x, t-\tau) \exp \left[-\alpha \int_{0}^{\tau} \mu(\eta) \mathrm{d} \eta\right] \mathrm{d} \tau
\end{align*}
$$

Substituting (46) into (11), we have the solution of the problems (5) and (6).

## 6. Conclusions

In this paper, solving the initial (-boundary) value problem of STO equation has been changed into solving the initial (-boundary) value problem of the linear KdV equation based on the nonlinear transformation which has been derived by using SHB method for STO equation. The initial (boundary) condition in the latter problem is derived from the given initial (boundary) condition in the former one. Using Fourier transformation, we have obtained the solution of initial value problem for the linear KdV equation. Using an even (odd) extension technique, we have obtained the solution of initial-boundary value problem for the linear $K d V$ equation.
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