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Abstract: This paper investigates the problem of computing the time-varying {2,3}- and {2,4}-inverses
through the zeroing neural network (ZNN) method, which is presently regarded as a state-of-the-art
method for computing the time-varying matrix Moore–Penrose inverse. As a result, two new ZNN
models, dubbed ZNN23I and ZNN24I, for the computation of the time-varying {2,3}- and {2,4}-
inverses, respectively, are introduced, and the effectiveness of these models is evaluated. Numerical
experiments investigate and confirm the efficiency of the proposed ZNN models for computing the
time-varying {2,3}- and {2,4}-inverses.
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1. Introduction and Preliminaries

Generalized inverses are widely utilized in engineering because they are essential
to mathematics, particularly algebra. Applications in engineering include monitoring
humanoid robot movements [1], regulating orbit and attitude control systems through
force and torque actuators [2], regulating the short-period mode’s fault tolerant control of
an aircraft [3], and tracking angle-of-arrival in localization systems [4], wireless communi-
cations [5] and navigation [6]. The following four Penrose equations are intimately related
to the representation and calculation of many generalized inverses:

(1) AXA = A, (2) XAX = X, (3) (AX)∗ = AX, (4) (XA)∗ = XA.

The set of all matrices satisfying the conditions included in a subset S ⊆ {1, 2, 3, 4} is
signified by A{S}. The set of all S-inverses of A with rank s is denoted A{S}s. Those in-
verses that satisfy (2) and (3) of Penrose equations are known as {2,3}-inverses, while those
that satisfy (2) and (4) of Penrose equations are known as {2,4}-inverses. For additional
significant properties of generalized inverses, see [7,8]. The most famous of all generalized
inverses is the Moore–Penrose inverse (MPI), or pseudoinverse, A† of a matrix A, and
it is a generalization of the regular inverse of a matrix A−1. The Moore–Penrose inverse

Mathematics 2022, 10, 4759. https://doi.org/10.3390/math10244759 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math10244759
https://doi.org/10.3390/math10244759
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0002-8299-9916
https://orcid.org/0000-0002-8208-9656
https://doi.org/10.3390/math10244759
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10244759?type=check_update&version=2


Mathematics 2022, 10, 4759 2 of 13

satisfies all Penrose equations and has been studied thoroughly over the years. Usually, the
MPI is computed using the singular value decomposition method [7,8]. However, over the
last decades, a variety of methods for computing the MPI have been developed, such as
in [9,10]. Fast computation algorithms are proposed for the calculation of the MPI in [9]
for singular square matrices and rectangular matrices, whereas an error-bounds method
that is applicable without restrictions on the rank of the matrix is presented in [10] for the
calculation of the MPI of an arbitrary rectangular or singular complex matrix.

The zeroing neural network (ZNN) method is presently regarded as a state-of-the-
art method for computing the time-varying MPI. Particularly, ZNN dynamical systems
were initially developed for tracing the time-varying matrix inverse [11], but subsequent
versions were dynamic models for determining the time-varying MPI of full-column or
full-row rank matrices [12–15]. The creation of multiple models for computing various
generalized inverses [16,17], including the ML-weighted MPI [18], the Drazin inverse [19],
and outer inverses [20], has resulted from subsequent evolution. Additionally, the ZNN
method has been extensively studied and has been applied to a wide range of time-varying
problems, with problems of linear matrix equations systems [21–24], problems of quadratic
optimization [25,26], and approximation of many matrix functions [27–29] constituting its
main applications.

This paper proposes, for the first time, two ZNN models, dubbed ZNN23I and ZNN24I,
for the computation of two special classes of generalized inverses, the time-varying {2,3}-
and {2,4}-inverses, respectively.

A few of the paper’s basic symbols are worth noting: Rm×n and Cm×n, respectively,
signify the set of all real and complex m× n matrices; Rm×n

r and Cm×n
r , respectively, signify

the set of all real and complex m × n matrices of rank r; 0m×n and 1m×n, respectively,
denote the zero and all-ones m × n matrices; In signifies the identity n × n matrix; ⊗
signifies the Kronecker product; vec(·) signifies the vectorization procedure; ‖·‖F signifies
the matrix Frobenius norm; ()T denotes transposition; r(A) denotes the rank of matrix A;
t ∈ [0, t f ) ⊆ [0,+∞) denotes the time; and (̇) denotes the time derivative.

The general representations of {2,3}- and {2,4}-inverses are restated from [30–32] in the
following Proposition 1.

Proposition 1 ([30]). Let A ∈ Cm×n
r be an arbitrary matrix and 0 < s ≤ r, where s ∈ Z, and

assume the two arbitrary matrices G ∈ Cs×m
s and F ∈ Cn×s

s with the properties r(GA) = r(G)
and r(AF) = r(F). The next declarations for {2,3}- and {2,4}-inverses are then true:

(a) A{2, 4}s = {(GA)∗(GA(GA)∗)−1G|G ∈ Cs×m
s , GA ∈ Cs×n

s },
(b) A{2, 3}s = {F((AF)∗AF)−1(AF)∗|F ∈ Cn×s

s , AF ∈ Cm×s
s }.

Based on Proposition 1 and without loss of generality, we consider a time-varying
matrix A(t) ∈ Cm×n

r and two constant arbitrary real matrices G ∈ Rs×m
s and F ∈ Rn×s

s
with the properties r(GA(t)) = r(G) and r(A(t)F) = r(F). It is important to keep in mind
that although Proposition 1 applies for complex G, F matrices, it also holds for real G, F
matrices. As a result, our research is focused on the following Proposition 2.

Proposition 2. Let A(t) ∈ Cm×n
r be a time-varying arbitrary matrix and 0 < s ≤ r, where

s ∈ Z, and assume the two arbitrary matrices G ∈ Rs×m
s and F ∈ Rn×s

s with the properties
r(GA(t)) = r(G) and r(A(t)F) = r(F). The next declarations for time-varying {2,3}- and
{2,4}-inverses are then true:

(a) A{2, 4}s(t) = {(GA(t))∗(GA(t)(GA(t))∗)−1G|G ∈ Rs×m
s , GA(t) ∈ Cs×n

s },
(b) A{2, 3}s(t) = {F((A(t)F)∗A(t)F)−1(A(t)F)∗|F ∈ Rn×s

s , A(t)F ∈ Cm×s
s }.

Proof. The proof follows the same arguments as in the proof of Lemma 2.1 from [30].

The subject of this paper is the computation of the time-varying {2,3}- and {2,4}-inverses
based on the concept of Proposition 2 using the ZNN method [11]. ZNN is inspired by the
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Hopfield neural network, which falls within the class of recurrent neural networks and is
utilized to generate online solutions to time-varying problems by zeroing matrix equations.
Defining an error matrix equation, E(t) ∈ Rm×n, for the underlying problem is the initial
step in producing ZNN dynamics. The next step employs the dynamical evolution:

Ė(t) =
dE(t)

dt
= −λF (E(t)), (1)

where λ > 0 is a design parameter for scaling the convergence, whereas F (·) : Rm×n →
Rm×n denotes element-wise use of an odd and increasing activation function on E(t). The
ZNN evolution (1) is explored under the linear activation function in our research, which
yields the next formula:

Ė(t) = −λE(t). (2)

Below are the key points of this research:

• Two new ZNN models, called ZNN23I and ZNN24I, respectively, for the computation
of the time-varying {2,3}- and {2,4}-inverses are introduced and investigated.

• The ZNN23I and ZNN24I models are effective for the computation of the time-varying
{2,3}- and {2,4}-inverses, respectively, according to three representative numerical
experiments.

The following Sections 2–6 make up the rest of the paper’s layout. Particularly,
the ZNN24I model for the computation of the time-varying {2,4}-inverse is defined and
analysed in Section 2, while the ZNN23I model for the computation of the time-varying
{2,3}-inverse is described and analysed in Section 3. The computational complexity of the
ZNN23I and ZNN24I models is presented in Section 4. The results of three experiments for
the computation of the time-varying {2,3}- and {2,4}-inverses are shown and analysed in
Section 5. Last, Section 6 includes the last comments and inferences.

2. Design of a ZNN Model for Computing Time-Varying {2,4}-Inverses

This section introduces and analyses the ZNN model, called ZNN24I, that computes
the time-varying {2,4}-inverse. Consider that A(t) ∈ Cm×n

r is a differentiable matrix, and
G ∈ Rs×m with s ≤ r is a matrix of normally distributed random numbers. Then, replacing
W(t) = (GA(t)(GA(t))∗)−1 ∈ Cs×s and X(t) = A{2, 4}s(t) ∈ Cn×m in Proposition 2, the
following group of equations holds in the case of the {2,4}-inverse:{

W(t)GA(t)(GA(t))∗ − Is = 0,
X(t)− (GA(t))∗W(t)G = 0.

(3)

In the ZNN24I model, we consider the two unknowns, W(t) and X(t), of (3) to be found.
However, since (3) contains several unknowns, the ZNN method is more effective when
the complex matrices are decomposed into real and imaginary parts [28].

By decomposing the matrices A(t), X(t), and W(t) into real and imaginary parts:

A(t) = Ar(t) + Ai(t)ı, X(t) = Xr(t) + Xi(t)ı, W(t) = Wr(t) + Wi(t)ı, (4)

where ı2 = −1, (3) can be rewritten in the following form:{
(Wr(t) + Wi(t)ı)G(Ar(t) + Ai(t)ı)(G(Ar(t) + Ai(t)ı))∗ − Is = 0,
Xr(t) + Xi(t)ı− (G(Ar(t) + Ai(t)ı))∗(Wr(t) + Wi(t)ı)G = 0.

(5)
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For zeroing the real and imaginary parts of (5), we set the following group of error matrix
equations (GEME):

E1(t) = Wr(t)(Zr(t)ZT
r (t)− Zi(t)ZT

i (t))−Wi(t)(Zi(t)ZT
r (t) + Zr(t)ZT

i (t))− Is,
E2(t) = Wr(t)(Zi(t)ZT

r (t) + Zr(t)ZT
i (t)) + Wi(t)(Zr(t)ZT

r (t)− Zi(t)ZT
i (t)),

E3(t) = Xr(t)− (ZT
r (t)Wr(t)− ZT

i (t)Wi(t))G,
E4(t) = Xi(t)− (ZT

r (t)Wi(t) + ZT
i (t)Wr(t))G,

(6)

where Zr(t) = GAr(t) and Zi(t) = GAi(t). Furthermore, considering Żr(t) = GȦr(t) and
Żi(t) = GȦi(t), the first derivative of GEME (6) is:

Ė1(t) = Ẇr(t)(Zr(t)ZT
r (t)− Zi(t)ZT

i (t)) + Wr(t)(Żr(t)ZT
r (t)− Żi(t)ZT

i (t)
+Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t))− Ẇi(t)(Zi(t)ZT

r (t) + Zr(t)ZT
i (t))

−Wi(t)(Żi(t)ZT
r (t) + Żr(t)ZT

i (t) + Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t)),
Ė2(t) = Ẇr(t)(Zi(t)ZT

r (t) + Zr(t)ZT
i (t)) + Wr(t)(Żi(t)ZT

r (t) + Żr(t)ZT
i (t)

+Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t)) + Ẇi(t)(Zr(t)ZT
r (t)− Zi(t)ZT

i (t))
+Wi(t)(Żr(t)ZT

r (t)− Żi(t)ZT
i (t) + Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t)),

Ė3(t) = Ẋr(t)− (ŻT
r (t)Wr(t)− ŻT

i (t)Wi(t) + ZT
r (t)Ẇr(t)− ZT

i (t)Ẇi(t))G,
Ė4(t) = Ẋi(t)− (ŻT

r (t)Wi(t) + ŻT
i (t)Wr(t) + ZT

r (t)Ẇi(t) + ZT
i (t)Ẇr(t))G.

(7)

Substituting Ėi(t), i = 1, . . . , 4 defined in (7) in place of Ė(t) into (2) and solving in terms of
Ẇr(t), Ẇi(t), Ẋr(t), Ẋi(t), one obtains:

Ẇr(t)(Zr(t)ZT
r (t)− Zi(t)ZT

i (t))− Ẇi(t)(Zi(t)ZT
r (t) + Zr(t)ZT

i (t)) = −λE1(t)
−Wr(t)(Żr(t)ZT

r (t)− Żi(t)ZT
i (t) + Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t))

+Wi(t)(Żi(t)ZT
r (t) + Żr(t)ZT

i (t) + Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t)),
Ẇr(t)(Zi(t)ZT

r (t) + Zr(t)ZT
i (t)) + Ẇi(t)(Zr(t)ZT

r (t)− Zi(t)ZT
i (t)) = −λE2(t)

−Wr(t)(Żi(t)ZT
r (t) + Żr(t)ZT

i (t) + Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t))
−Wi(t)(Żr(t)ZT

r (t)− Żi(t)ZT
i (t) + Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t)),

Ẋr(t)− ZT
r (t)Ẇr(t)G + ZT

i (t)Ẇi(t)G = −λE3(t) + (ŻT
r (t)Wr(t)− ŻT

i (t)Wi(t))G,
Ẋi(t)− ZT

r (t)Ẇi(t)G− ZT
i (t)Ẇr(t)G = −λE4(t) + (ŻT

r (t)Wi(t) + ŻT
i (t)Wr(t))G.

(8)

To simplify the dynamic model of (8), the Kronecker product and vectorization techniques
are applied as below:

((Zr(t)ZT
r (t)− Zi(t)ZT

i (t))⊗ Is)vec
(
Ẇr(t)

)
− ((Zi(t)ZT

r (t) + Zr(t)ZT
i (t))⊗ Is)vec

(
Ẇi(t)

)
= vec

(
− λE1(t)−Wr(t)(Żr(t)ZT

r (t)− Żi(t)ZT
i (t) + Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t))

+Wi(t)(Żi(t)ZT
r (t) + Żr(t)ZT

i (t) + Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t))
)
,

((Zi(t)ZT
r (t) + Zr(t)ZT

i (t))⊗ Is)vec
(
Ẇr(t)

)
+ ((Zr(t)ZT

r (t)− Zi(t)ZT
i (t))⊗ Is)vec

(
Ẇi(t)

)
= vec

(
− λE2(t)−Wr(t)(Żi(t)ZT

r (t) + Żr(t)ZT
i (t) + Zi(t)ŻT

r (t) + Zr(t)ŻT
i (t))

−Wi(t)(Żr(t)ZT
r (t)− Żi(t)ZT

i (t) + Zr(t)ŻT
r (t)− Zi(t)ŻT

i (t))
)
,

vec
(
Ẋr(t)

)
− (GT ⊗ ZT

r (t))vec
(
Ẇr(t)

)
+ (GT ⊗ ZT

i (t))vec
(
Ẇi(t)

)
=

vec
(
− λE3(t) + (ŻT

r (t)Wr(t)− ŻT
i (t)Wi(t))G

)
,

vec
(
Ẋi(t)

)
− (GT ⊗ ZT

r (t))vec
(
Ẇi(t)

)
− (GT ⊗ ZT

i (t))vec
(
Ẇr(t)

)
=

vec
(
− λE4(t) + (ŻT

r (t)Wi(t) + ŻT
i (t)Wr(t))G

)
.

(9)
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Additionally, by setting

k1(t) =(Zr(t)ZT
r (t)− Zi(t)ZT

i (t))⊗ Is, k3(t) = −GT ⊗ ZT
r (t),

k2(t) =− (Zi(t)ZT
r (t) + Zr(t)ZT

i (t))⊗ Is, k4(t) = GT ⊗ ZT
i (t),

K(t) =


k1(t) k2(t) 0s2×mn 0s2×mn
−k2(t) k1(t) 0s2×mn 0s2×mn
k3(t) k4(t) Imn 0mn
−k4(t) k3(t) 0mn Imn

,

v(t) =



vec
(
− λE1(t)−Wr(t)(Żr(t)ZT

r (t)− Żi(t)ZT
i (t) + Zr(t)ŻT

r (t)− Zi(t)ŻT
i (t))

+Wi(t)(Żi(t)ZT
r (t) + Żr(t)ZT

i (t) + Zi(t)ŻT
r (t) + Zr(t)ŻT

i (t))
)
,

vec
(
− λE2(t)−Wr(t)(Żi(t)ZT

r (t) + Żr(t)ZT
i (t) + Zi(t)ŻT

r (t) + Zr(t)ŻT
i (t))

−Wi(t)(Żr(t)ZT
r (t)− Żi(t)ZT

i (t) + Zr(t)ŻT
r (t)− Zi(t)ŻT

i (t))
)
,

vec
(
− λE3(t) + (ŻT

r (t)Wr(t)− ŻT
i (t)Wi(t))G

)
,

vec
(
− λE4(t) + (ŻT

r (t)Wi(t) + ŻT
i (t)Wr(t))G

)
,

u(t) =[vec
(
Wr(t)

)
, vec

(
Wi(t)

)
, vec

(
Xr(t)

)
, vec

(
Xi(t)

)
]T,

u̇(t) =[vec
(
Ẇr(t)

)
, vec

(
Ẇi(t)

)
, vec

(
Ẋr(t)

)
, vec

(
Ẋi(t)

)
]T,

(10)

the next ZNN model, called ZNN24I, for computing the time-varying {2,4}-inverse of an
input matrix A(t) ∈ Cm×n

r is obtained:

K(t)u̇(t) = v(t), (11)

which may effectively be addressed by utilizing an ode MATLAB solver. It is worth noting
that u̇(t), u(t), v(t) ∈ R(2s2+2mn), while K(t) ∈ R(2s2+2mn)×(2s2+2mn) is a nonsingular mass
matrix. According to Theorem 1, the ZNN24I model (11) converges to the theoretical
solution (TS) of the time-varying {2,4}-inverse.

Theorem 1. Assume that A(t) ∈ Cm×n
r is a differentiable matrix and G ∈ Rs×m with s ≤ r

is a matrix of normally distributed random numbers. At each time t ∈ [0, t f ) ⊆ [0,+∞), the
ZNN24I model (11) converges to the TS u∗(t) exponentially, beginning from any starting point
u(0). Additionally, the TS of the time-varying {2,4}-inverse is the last 2mn components of u∗(t).

Proof. To obtain the TS of the time-varying {2,4}-inverse, the GEME is defined as in (6).
Using the linear ZNN design (2) for zeroing (6), the model for (8) is acquired. From ([11],
Theorem 1), each equation in the GEME (8) converges to the TS when t → ∞. Therefore,
the solution of (8) converges to the TS when t→ ∞. Since (11) is actually another form of
(8), the ZNN24I model (11) also converges to the TS u∗(t) when t→ ∞. According to (10),
the TS of the time-varying {2,4}-inverse is the last 2mn components of u∗(t). The proof is
thus completed.

3. Design of a ZNN Model for Computing Time-Varying {2,3}-Inverses

This section introduces and analyses the ZNN model, called ZNN23I, that computes
the time-varying {2,3}-inverse. Consider that A(t) ∈ Cm×n

r is a differentiable matrix and
F ∈ Rn×s with s ≤ r is a matrix of normally distributed random numbers. Then, replacing
W(t) = ((A(t)F)∗A(t)F)−1 ∈ Cs×s and X(t) ∈ Cn×m in Proposition 2, the following group
of equations holds in the case of the {2,3}-inverse:{

(A(t)F)∗A(t)FW(t)− Is = 0,
X(t)− FW(t)(A(t)F)∗ = 0.

(12)

Similar to the ZNN24I model, we consider the two unknowns, W(t) and X(t), of (12) to
be found in the ZNN23I model, which, as previously stated, performs better when the
complex matrices are divided into real and imaginary parts.
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By decomposing the matrices A(t), X(t), and W(t) into real and imaginary parts, as
in (4), (12) can be rewritten in the following form:{

((Ar(t) + Ai(t)ı)F)∗(Ar(t) + Ai(t)ı)F(Wr(t) + Wi(t)ı)− Is = 0,
Xr(t) + Xi(t)ı− F(Wr(t) + Wi(t)ı)((Ar(t) + Ai(t)ı)F)∗ = 0.

(13)

For zeroing the real and imaginary parts of (13), we set the following GEME:
E1(t) = (PT

r (t)Pr(t)− PT
i (t)Pi(t))Wr(t)− (PT

i (t)Pr(t) + PT
r (t)Pi(t))Wi(t)− Is,

E2(t) = (PT
i (t)Pr(t) + PT

r (t)Pi(t))Wr(t) + (PT
r (t)Pr(t)− PT

i (t)Pi(t))Wi(t),
E3(t) = Xr(t)− F(Wr(t)PT

r (t)−Wi(t)PT
i (t)),

E4(t) = Xi(t)− F(Wi(t)PT
r (t) + Wr(t)PT

i (t)),

(14)

where Pr = Ar(t)F and Pi = Ai(t)F. Moreover, considering Ṗr = Ȧr(t)F and Ṗi = Ȧi(t)F,
the first derivative of GEME (14) is:

Ė1(t) = (PT
r (t)Pr(t)− PT

i (t)Pi(t))Ẇr(t) + (PT
r (t)Ṗr(t)− PT

i (t)Ṗi(t)
+ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t))Wr(t)− (PT

r (t)Pi(t) + PT
i (t)Pr(t))Ẇi(t)

−(PT
r (t)Ṗi(t) + PT

i (t)Ṗr(t) + ṖT
r (t)Pi(t) + ṖT

i (t)Pr(t))Wi(t),
Ė2(t) = (PT

r (t)Pi(t) + PT
i (t)Pr(t))Ẇr(t) + (PT

r (t)Ṗi(t) + PT
i (t)Ṗr(t)

+ṖT
r (t)Pi(t) + ṖT

i (t)Pr(t))Wr(t) + (PT
r (t)Pr(t)− PT

i (t)Pi(t))Ẇi(t)
+(PT

r (t)Ṗr(t)− PT
i (t)Ṗi(t) + ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t))Wi(t),

Ė3(t) = Ẋr(t)− F(Wr(t)ṖT
r (t)−Wi(t)ṖT

i (t) + Ẇr(t)PT
r (t)− Ẇi(t)PT

i (t)),
Ė4(t) = Ẋi(t)− F(Wi(t)ṖT

r (t) + Wr(t)ṖT
i (t) + Ẇi(t)PT

r (t) + Ẇr(t)PT
i (t)).

(15)

Substituting Ėi(t), i = 1, . . . , 4 defined in (15) in place of Ė(t) into (2) and solving in terms
of Ẇr(t), Ẇi(t), Ẋr(t), Ẋi(t), one obtains:

(PT
r (t)Pr(t)− PT

i (t)Pi(t))Ẇr(t)− (PT
i (t)Pr(t) + PT

r (t)Pi(t))Ẇi(t) = −λE1(t)
−(ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t) + PT

r (t)Ṗr(t)− PT
i (t)Ṗi(t))Wr(t)

+(ṖT
i (t)Pr(t) + ṖT

r (t)Pi(t) + PT
i (t)Ṗr(t) + PT

r (t)Ṗi(t))Wi(t),
(PT

i (t)Pr(t) + PT
r (t)Pi(t))Ẇr(t) + (PT

r (t)Pr(t)− PT
i (t)Pi(t))Ẇi(t) = −λE2(t)

−(ṖT
i (t)Pr(t) + ṖT

r (t)Pi(t) + PT
i (t)Ṗr(t) + PT

r (t)Ṗi(t))Wr(t)
−(ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t) + PT

r (t)Ṗr(t)− PT
i (t)Ṗi(t))Wi(t),

Ẋr(t)− FẆr(t)PT
r (t) + FẆi(t)PT

i (t) = −λE3(t) + F(Wr(t)ṖT
r (t)−Wi(t)ṖT

i (t)),
Ẋi(t)− FẆi(t)PT

r (t)− FẆr(t)PT
i (t) = −λE4(t) + F(Wi(t)ṖT

r (t) + Wr(t)ṖT
i (t)).

(16)

To simplify the dynamic model of (16), the Kronecker product and vectorization techniques
are applied as below:

(Is ⊗ (PT
r (t)Pr(t)− PT

i (t)Pi(t)))vec
(
Ẇr(t)

)
− (Is ⊗ (PT

i (t)Pr(t) + PT
r (t)Pi(t)))vec

(
Ẇi(t)

)
= vec

(
− λE1(t)− (ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t) + PT

r (t)Ṗr(t)− PT
i (t)Ṗi(t))Wr(t)

+(ṖT
i (t)Pr(t) + ṖT

r (t)Pi(t) + PT
i (t)Ṗr(t) + PT

r (t)Ṗi(t))Wi(t)
)
,

(Is ⊗ (PT
i (t)Pr(t) + PT

r (t)Pi(t)))vec
(
Ẇr(t)

)
+ (Is ⊗ (PT

r (t)Pr(t)− PT
i (t)Pi(t)))vec

(
Ẇi(t)

)
= vec

(
− λE2(t)− (ṖT

i (t)Pr(t) + ṖT
r (t)Pi(t) + PT

i (t)Ṗr(t) + PT
r (t)Ṗi(t))Wr(t)

−(ṖT
r (t)Pr(t)− ṖT

i (t)Pi(t) + PT
r (t)Ṗr(t)− PT

i (t)Ṗi(t))Wi(t)
)
,

vec
(
Ẋr(t)

)
− (Pr(t)⊗ F)vec

(
Ẇr(t)

)
+ (Pi(t)⊗ F)vec

(
Ẇi(t)

)
=

vec
(
− λE3(t) + F(Wr(t)ṖT

r (t)−Wi(t)ṖT
i (t))

)
,

vec
(
Ẋi(t)

)
− (Pr(t)⊗ F)vec

(
Ẇi(t)

)
− (Pi(t)⊗ F)vec

(
Ẇr(t)

)
=

vec
(
− λE4(t) + F(Wi(t)ṖT

r (t) + Wr(t)ṖT
i (t))

)
.

(17)
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Additionally, by setting

k1(t) =Is ⊗ (PT
r (t)Pr(t)− PT

i (t)Pi(t)), k3(t) = −Pr(t)⊗ F,

k2(t) =− Is ⊗ (PT
i (t)Pr(t) + PT

r (t)Pi(t)), k4(t) = Pi(t)⊗ F,

K(t) =


k1(t) k2(t) 0s2×mn 0s2×mn
−k2(t) k1(t) 0s2×mn 0s2×mn
k3(t) k4(t) Imn 0mn
−k4(t) k3(t) 0mn Imn

,

v(t) =



vec
(
− λE1(t)− (ṖT

r (t)Pr(t)− ṖT
i (t)Pi(t) + PT

r (t)Ṗr(t)− PT
i (t)Ṗi(t))Wr(t)

+(ṖT
i (t)Pr(t) + ṖT

r (t)Pi(t) + PT
i (t)Ṗr(t) + PT

r (t)Ṗi(t))Wi(t)
)
,

vec
(
− λE2(t)− (ṖT

i (t)Pr(t) + ṖT
r (t)Pi(t) + PT

i (t)Ṗr(t) + PT
r (t)Ṗi(t))Wr(t)

−(ṖT
r (t)Pr(t)− ṖT

i (t)Pi(t) + PT
r (t)Ṗr(t)− PT

i (t)Ṗi(t))Wi(t)
)
,

vec
(
− λE3(t) + F(Wr(t)ṖT

r (t)−Wi(t)ṖT
i (t))

)
,

vec
(
− λE4(t) + F(Wi(t)ṖT

r (t) + Wr(t)ṖT
i (t))

)
,

u(t) =[
(
vec
(
Wr(t)

))T,
(
vec
(
Wi(t)

))T,
(
vec
(
Xr(t)

))T,
(
vec
(
Xi(t)

))T
]T,

u̇(t) =[
(
vec
(
Ẇr(t)

))T,
(
vec
(
Ẇi(t)

))T,
(
vec
(
Ẋr(t)

))T,
(
vec
(
Ẋi(t)

))T
]T,

(18)

the next ZNN model, called ZNN23I, for computing the time-varying {2,3}-inverse of an
input matrix A(t) ∈ Cm×n

r is obtained:

K(t)u̇(t) = v(t), (19)

which may effectively be addressed by utilizing an ode MATLAB solver. It is worth noting
that u̇(t), u(t), v(t) ∈ R(2s2+2mn), while K(t) ∈ R(2s2+2mn)×(2s2+2mn) is a nonsingular mass
matrix. According to Theorem 2, the ZNN23I model (19) converges to the TS of the
time-varying {2,3}-inverse.

Theorem 2. Assume that A(t) ∈ Cm×n
r is a differentiable matrix and F ∈ Rn×s with s ≤ r

is a matrix of normally distributed random numbers. At each time t ∈ [0, t f ) ⊆ [0,+∞), the
ZNN23I model (19) converges to the TS u∗(t) exponentially, beginning from any initial point u(0).
Additionally, the TS of the time-varying {2,3}-inverse is the last 2mn components of u∗(t).

Proof. The proof follows the same rules as the proof of Theorem 1 and is thus omitted.

4. Computational Complexity of the ZNN23I and ZNN24I Models

Overall computational complexity of the ZNN24I and ZNN23I models involves the
complexity of generating and solving (11) and (19), respectively. Since, per iteration, (11)
and (19) contain (2s2 + 2mn)2 multiplication operations and 2s2 + 2mn addition operations,
the computational complexity of generating (11) and (19) is O((2s2 + 2mn)2) operations.
It is worth mentioning that an implicit solver such as ode15s solves a linear system of
equations at each step. Since (11) and (19) involve a (2s2 + 2mn)× (2s2 + 2mn) matrix, the
complexity of solving them is O((2s2 + 2mn)3). Therefore, each of the proposed explicit
designs, (11) and (19), has an overall complexity of O((2s2 + 2mn)3).

5. Computational Evaluation of the ZNN23I and ZNN24I Models

This section investigates the performance of the ZNN24I (11) and ZNN23I (19) models
in three numerical experiments (NEs) that involve computing time-varying {2,3}- and
{2,4}-inverses. The initial conditions in all NEs have been set to

Wr(0) = Zr(0)ZT
r (0)− Zi(0)ZT

i (0),
Wi(0) = Zr(0)ZT

i (0) + Zi(0)ZT
r (0),

Xr(0) = ZT
r (0)Wr(0)G− ZT

i (0)Wi(0)G,
Xi(0) = ZT

r (0)Wi(0)G + ZT
i (0)Wr(0)G,
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for the ZNN24I model and
Wr(0) = PT

r (0)Pr(0)− PT
i (0)Pi(0),

Wi(0) = PT
r (0)Pi(0) + PT

i (0)Pr(0),
Xr(0) = FWr(0)PT

r (0)− FWi(0)PT
i (0),

Xi(0) = FWi(0)PT
r (0) + FWr(0)PT

i (0),

for the ZNN23I model, whereas the matrices F and G are generated through MATLAB
function randn with s = r − 1. We also used the functions α(t) = sin(t) and β(t) =
cos(t) in the declaration of the input matrix A(t). During the computation of all NEs, the
MATLAB solver ode15s is used under the time interval [0, 10]. Additionally, for the NEs in
Sections 5.1 and 5.2, ode15s was utilized with the default relative error tolerance of 10−5,
whereas for the NEs in Sections 5.3 and 5.4, the relative error tolerance was set to 10−10.
Finally, the ZNN design parameter was set to λ = 10 for the NEs in Sections 5.1 and 5.2,
λ = 10, 102 in Section 5.3, and λ = 10, 102, 103 in Section 5.4.

5.1. Numerical Experiment 1

Consider a 3× 4 input matrix A(t) of rank 3 with the following real and imaginary
parts:

Ar(t) =

9 + 3α(t) 5 + α(t) 2 + β(3t) 1
5− α(t) 1/2 + β(t) 6− β(t) 2− β(t)

2 + β(2t) 5 + β(t) 3/2 + α(2t) 3 + α(t)

,

Ai(t) =

2α(t) + 10 2α(t) + 5 −β(2t)− 3 α(t) + 2
−α(t)− 2 β(3t) 2α(t)− 2 3/2 + β(2t)
−β(t)− 1 β(2t) + 2 α(t) 2α(t) + 10

.

The findings of the ZNN23I and ZNN24I models are depicted in Figures 1a–c and 2a–c,
respectively.

5.2. Numerical Experiment 2

Consider a 10× 4 input matrix A(t) of rank 3 with the following real and imaginary
parts:

B(t) =
[

3 + α(t) 3/(t + 20) 5 + β(2t) 5 + β(2t)
2 + α(t) 3 + α(2t) 4− α(t) 1

]
,

C(t) =
[

2α(t) + 10 β(2t) + 3 4 + α(t) β(t) + 2
0 2α(t) + 5 4 + α(t) α(t) + 2

]
,

Dk×n(t) =[1 + α(t), 1 + 1/2α(t), . . . , 1 + 1/kα(t)]T � 1k×n,

Ar(t) =
[

B(t)
D8×4(t)

]
, Ai(t) =

[
C(t)

−18×4 − D8×4(t)

]
,

where � signifies the Hadamard (or element-wise) product. The results of the ZNN23I and
ZNN24I models are depicted in Figures 1d–f and 2d–f, respectively.

5.3. Numerical Experiment 3

Consider a 5× 4 input matrix A(t) of rank 3 with the following real and imaginary
parts:

Ar(t) =


4α(t) + 8 1 + β(t) 2t 2t
6− α(t) 3/(t + 9) 5− α(t) 5− α(t)

5/2 + α(4t) 3 + tβ(t) 2/(t + 1) 2/(t + 1)
2α(t) tβ(t)− 16 5/2 + α(4t) 5/2 + α(4t)

5− α(t) α(t) + 1 3β(t) 3β(t)

,

Ai(t) =− 15×4 − Ar.

The results of the ZNN23I and ZNN24I models are depicted in Figures 1g–i and 2g–i,
respectively.
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Figure 1. GEME convergence, {2,4}-inverse errors, and trajectories of the ZNN24I model’s X(t)
solutions for the NEs in Sections 5.1–5.4.
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Figure 2. GEME convergence, {2,3}-inverse errors, and trajectories of the ZNN23I model’s X(t)
solutions for the NEs in Sections 5.1–5.4.
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5.4. Numerical Experiment 4

Consider a 3× 3 input matrix A(t) of rank 2 with the following real and imaginary
parts:

Ar(t) =

2 + 3α(t) 4 + t 1 + 2/(t + 1)
2 + 3α(t) 4 + t 1 + 2/(t + 1)

5− t β(t) 3

,

Ai(t) =

2t + 10 2α(t) + 3 −2β(2t)
2t + 10 2α(t) + 3 −2β(2t)
−tα(t) 2/(t + 1) 2α(t)− 2

.

The results of the ZNN23I and ZNN24I models are depicted in Figures 1j–l and 2j–l,
respectively.

5.5. Discussion and Analysis of Numerical Experiments

The performance of the ZNN23I and ZNN24I models for computing time-varying
{2,3}- and {2,4}-inverses, respectively, is investigated through the NEs in Sections 5.1–5.4. In
the case of the ZNN24I model, the findings for computing a time-varying {2,4}-inverse are
presented in Figure 1, while in the case of the ZNN23I model, the findings for computing a
time-varying {2,3}-inverse are presented in Figure 2. Particularly, the GEME convergence of
the ZNN24I model is depicted in Figure 1a,d,g,j for the NEs is Sections 5.1–5.4, respectively,
and the GEME convergence of the ZNN23I model is depicted in Figures. Figure 2a,d,g,j for
the NEs in Sections 5.1–5.4, respectively. In all these figures, we observe that the GEME
convergence begins at t = 0 in the range [0, 106], but it ends in different periods t depending
on the value of λ. Particularly, in Figure 1a,d,g,j, we observe that the GEME convergence
ends before t = 2.5, with the lowest values in the range [10−6, 10−4]. In Figures 1d,j and 2d,j,
we observe that the GEME convergence ends before t = 2.5 for λ = 10 and before t = 0.5
for λ = 102, with the lowest values in the range [10−9, 10−5]. In Figures 1j and 2j, we
observe that the GEME convergence ends before t = 2.5 for λ = 10, before t = 0.5 for
λ = 102, and before t = 0.05 for λ = 103, with the lowest values in the range [10−9, 10−5].
That is, the GEME of the ZNN23I and ZNN24I models begins from a non-optimal initial
condition and converges to the zero matrix. It is important to note that the relative error
tolerance value defined in ode15s determines the GEME’s lowest values.

Furthermore, the {2,4}-inverse errors of the ZNN24I model are depicted in Figure 1b,e,h,k
for the NEs in Sections 5.1–5.4, respectively, and the {2,3}-inverse errors of the ZNN23I
model are depicted in Figure 2b,e,h,k for the NEs in Sections 5.1–5.4, respectively. In all
these figures, we observe that the error begins at t = 0 in the range [103, 1010], but it ends
in different periods t depending on the value of λ, while its lowest values depend on
the relative error tolerance value defined in ode15s. In other words, the {2,3}- and {2,4}-
inverse errors of the ZNN23I and ZNN24I models exhibit the same convergence tendency
as their associated GEMEs. Finally, the X(t) solution trajectories of the ZNN24I model
are depicted in Figure 1c,f,i,l for the NEs in Sections 5.1–5.4, respectively, and the X(t)
solution trajectories of the ZNN23I model are depicted in Figure 2c,f,i,l for the NEs in
Sections 5.1–5.4, respectively. In all these figures, we observe that a particular pattern
emerges in the {2,3}- and {2,4}-inverse trajectories before t = 2 for λ = 10, before t = 0.5 for
λ = 102, and before t = 0.05 for λ = 103.

The following is deduced from the NEs of this section. The convergence of the ZNN23I
and ZNN24I models begins from a non-optimal initial condition and converges to the zero
matrix in a short amount of time. The relative error tolerance value defined in ode15s
determines the GEME’s lowest values, while the GEME convergence ending period t
depends on the value of λ. The {2,3}- and {2,4}-inverses errors and the X(t) solution
trajectories behave in the same way due to the convergence tendency of the GEMEs. It is
also crucial to note that when the value of the design parameter λ is higher, the models
converge faster and the overall error is lowered even further. In essence, the time-varying
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{2,3}- and {2,4}-inverses are computed with outstanding and effective performance by the
ZNN23I and ZNN24I models, respectively.

6. Conclusions

In this paper, the problem of computing the time-varying {2,3}- and {2,4}-inverses
through the ZNN method was investigated. As a consequence, this study proposed
and examined two new ZNN models, called ZNN23I and ZNN24I, respectively, for the
computation of the time-varying {2,3}- and {2,4}-inverses. Theoretical results as well as
three NEs show that the ZNN23I and ZNN24I models are effective for the computation of
the time-varying {2,3}- and {2,4}-inverses, respectively.

Some potential study topics are listed below.

1. Future studies might examine the use of nonlinear activation functions [33,34] to
accelerate the convergence speed of the ZNN dynamics.

2. ZNN designs with terminal convergence [35,36] could be employed to enhance the
ZNN23I and ZNN24I models.

3. Since generalized inverses are crucial to mathematics, and specifically linear algebra,
special types of generalized inverses, such as the time-varying {1,3}- and {1,4}-inverses,
can be investigated in future works.
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31. Stanimirović, P.S.; Katsikis, V.N.; Pappas, D. Computation of {2,4} and {2,3}-inverses based on rank-one updates. Linear
Multilinear Algebra 2018, 66, 147–166. [CrossRef]

32. Shaini, B. Computing {2,4} and {2,3}-inverses using SVD-like factorizations and QR factorization. Filomat 2016, 30, 403–418.
[CrossRef]

33. Liao, B.; Zhang, Y. From different ZFs to different ZNN models accelerated via Li activation functions to finite-time convergence
for time-varying matrix pseudoinversion. Neurocomputing 2014, 133, 512–522. [CrossRef]
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