Article

# Numerical and Stability Investigations of the Waste Plastic Management Model in the Ocean System 

Mohammad Izadi ${ }^{1(1)}$, Mahmood Parsamanesh ${ }^{2(1)}$ and Waleed Adel ${ }^{3,4, *}$ (D)<br>1 Department of Applied Mathematics, Faculty of Mathematics and Computer, Shahid Bahonar University of Kerman, Kerman 76169-14111, Iran<br>2 Department of Mathematics, Technical and Vocational University (TVU), Tehran 14357-61137, Iran<br>3 Department of Technology of Informatics and Communications, Université Francaise d’Egypte, Ismailia Desert Road, El Shorouk, Cairo 11837, Egypt<br>4 Department of Mathematics and Engineering Physics, Faculty of Engineering, Mansoura University, Mansoura 35516, Egypt<br>* Correspondence: waleedadel@mans.edu.eg

Citation: Izadi, M.; Parsamanesh, M.; Adel, W. Numerical and Stability Investigations of the Waste Plastic Management Model in the Ocean System. Mathematics 2022, 10, 4601. https:/ /doi.org/10.3390/math10234601

Academic Editor: Dongfang Li

Received: 30 October 2022
Accepted: 24 November 2022
Published: 5 December 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.


Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

This study investigates the solution of an ocean waste plastic management system model. The model is represented by a nonlinear system which is divided into three compartments: the waste plastic materials $\mathcal{W}(\tau)$, marine debris $\mathcal{M}(\tau)$, and the process of recycling $\mathcal{R}(\tau)$. These compartments form a simulated model that is solved using two collocation techniques based on a shifted version of the Morgan-Voyce (MV) functions, while the first matrix collocation procedure is directly applied to the given model, in the second approach we fuse the technique of quasilinearization together with the shifted MV (SMV) collocation strategy. Moreover, we give the basic reproduction number and discuss the existence of equilibria and the local stability of equilibria are investigated. The basic definitions of the SMV polynomials are introduced and detailed convergence analysis of the related power series expansion in both weighted $L_{2}$ and $L_{\infty}$ norms are presented. Diverse numerical simulations are performed to prove the accurateness and effectiveness of the presented approaches and the results ate illustrated through tables and figures.
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## 1. Introduction

Over time, people have been trying to introduce plastic waste into the marine and oceanic environment in several direct or indirect ways, damaging the ecosystem and also putting human lives at risk. With the lag-of control intervention of marine protection, most of the oceans all over the world are filled with a different form of plastic waste [1]. The increased rate of plastic use is referred to as the fact of being low in cost and better in performance compared to other natural materials pushing the world to increase the use of plastic and thus the increase of the produced waste flushing eventually to the oceans and increasing the risk [2]. The initial estimation of the annual plastic waste being delivered to the oceanic world was estimated in 2010 to be almost 100 million within 50 km of the coastal region, including approximately 240,000 microplastic materials which are considered a big threat to the environment. These microplastics affect both oceanic entities while digesting them and the possibility of releasing toxic metals that may harm marine ecology. About 54 parentages of the known marine species are estimated to be affected by this plastic waste according to [3]. The United Nations Environment Program (UNEP) issued a report on a global assessment of the effect of oceanic plastic waste and its effect on different marine species ranging from plankton, birds, mammals, and shellfish [4]. They issued
a warning that every living creature in the ocean is affected by this plastic waste in one way or another, either by poisoning, starvation, or suffocation. The thrown plastic bottles manufactured from poly (ethylene terephthalate) (PET) in the ocean have been proved through several studies that they can be recycled after being found floating into the ocean but the missing part is the application of collection methods [5]. The presence of plastic waste in the ocean comes from the increasing demand for plastic use in several parts of multiple industries. The use of plastic, for example, in the medical field, can save human lives through the manufacturing of prostatic parts for people with disabilities. On the other side, the disadvantages of using a large amount of plastic also have a prominent part since plastic does not decompose easily in the environment and this may result in its accumulation in the Ocean exponentially [6]. The accumulative productivity of plastic exceeds more than 8 million tons per year and around 80 percent of this amount is dumped into the ocean illegally through countries from the Middle East and Asia [7]. With the rapid and increasing economy of these countries and with the lack of wastewater management systems, 16 out of the top 20 countries come from middle-income countries [8]. The overcome this crisis, countries have to come up with a plan to limit the amount of plastic waste dumped into their oceans to support marine protection. The "G20 Action Plan on Marine Litter" targets the limitation of such plastic garbage through some approaches depending on the circular economy. To find some solution to this problem, researchers have been trying to find some suitable ways to overcome this problem with the aid of mathematical modeling which may help in giving more understanding in dealing with such issues. For more details, the reader may refer to [9,10] and references therein.

Mathematical modeling for such problems gains over the past few years and increasing interest in these issues arising with the present need for efficient solutions. These models have many applications in different areas of science including physics, chemistry, biology, and earth since. These mathematical models have proven to be valuable tools for simulating several areas in biology. For example, Yoram et al. [11] have investigated the modeling of pancreatic cancer growth, suggesting some treatment strategies to encounter such a dangerous disease. In addition, the simulation of brain tumors and the immunotherapy effect on the glioma-immune interaction have been simulated by Khajanchi in [12] concluding reducing the growth of the glioma cell population and increasing the cell count of macrophages. Furthermore, some types of cancer such as bladder cancer have been analyzed, taking into account different treatments such as BCG immunotherapy as indicated by Lazebnik et al. [13]. In epidemiology, understanding the dynamics of diseases through mathematical modeling represents a critical factor in controlling these diseases. Gude et al. [14] developed a decision support system for detecting and understanding the COVID-19 virus through system dynamics. Shtilerman et al. [15] adapted a novel version of the Laplace method to predict the number of species in a cretin region. The effect of memory is witnessed while simulating these diseases and the use of fractional calculus helps in this regard. For example, Shaikh et al. [16] considered a fractional order definition of the with Mittag-Leffler kernel to simulate the HIV / AIDS model. The fractional-order HIV-1 infection of CD4+ T-cells considering the impact of antiviral drug treatment is investigated in [17]. For more details on the modeling of real life phenomenon, see [18-22] and references therein.

In this paper, we are concerned with the (local) stability properties and the simulation of a system describing the waste plastic management (WPM) in the ocean. The waste plastic management (WPM) includes three compartments: waste plastic material, marine debris, and reprocess (recycle). The amount (size) of each compartment at time $\tau$ is, respectively, denoted by $\mathcal{W}(\tau), \mathcal{M}(\tau)$, and $\mathcal{R}(\tau)$. The marine debris comes from the transformation of plastic waste. This process occurs at a bilinear incidence rate and it is added by $\beta \mathcal{W} \mathcal{M}$ per unit of time. The waste plastic is recycled directly at a rate $\gamma$, while an amount of $\lambda$ of new waste plastic is reproduced per unit of time. The recycling rate of marine debris is $\alpha$, while recycled material may become waste again at the rate $\mu$ or may be lost from the system of
plastic management at the rate $\theta$. The transitions among compartments in the waste plastic management are shown in Figure 1.


Figure 1. Flow diagram of the waste plastic management.
Thus, the WPM is stated through the following three differential equations with quadratic nonlinearity system given by [23]

$$
\begin{align*}
& \frac{d \mathcal{W}}{d \tau}(\tau)=-\mathcal{W}(\tau)(\gamma+\beta \mathcal{M}(\tau))+\mu \mathcal{R}(\tau)+\lambda \\
& \frac{d \mathcal{M}}{d \tau}(\tau)=\mathcal{M}(\tau)(\beta \mathcal{W}(\tau)-\alpha)  \tag{1}\\
& \frac{d \mathcal{R}}{d \tau}(\tau)=\gamma \mathcal{W}(\tau)+\alpha \mathcal{M}(\tau)-(\mu+\theta) \mathcal{R}(\tau)
\end{align*}
$$

where $\tau>0$. Along with (1), the given initial conditions are

$$
\begin{equation*}
\mathcal{W}(0)=\mathcal{W}_{0}, \quad \mathcal{M}(0)=\mathcal{M}_{0}, \quad \mathcal{R}(0)=\mathcal{R}_{0} \tag{2}
\end{equation*}
$$

In the model (1), the three constants $\mathcal{W}_{0}, \mathcal{M}_{0}, \mathcal{R}_{0}$ are the initial amounts of the variables $\mathcal{W}(\tau), \mathcal{M}(\tau)$, and $\mathcal{R}(\tau)$ at the beginning, which are non-negative.

In this work, we first analyze stability properties of the WPM system (1) from the viewpoint of dynamical system. To this end, the existence of two equilibria of this nonlinear dynamic systems are obtained in the first place. Then, we utilize the next-generation method to find the basic reproduction number of the system. Hence, by imposing some reasonable conditions on this number we prove that the given system is locally asymptotically stable at each equilibrium point.

To solve (1) numerically, we propose a novel collocation approach using a shifted version of the known Morgan-Voyce polynomials. Collocation techniques have been widely used through the use of different bases including Legendre, Chebyshev, Bernoulli, Bessel, Genocchi, Lucas, and Vieta-Fibonacci polynomials, see [24-27]. Each of these polynomials has its own set of parameters and orthogonality properties that help us to prove their convergence whenever they are used in the approximation procedures. In this paper, we investigate the application of the shifted Morgan-Voyce (SMV) polynomials for simulating system (1). The MV polynomials are related to the well-known Fibonacci polynomials and were first introduced in 1960 [28] and ever since the MV polynomials have been widely used for solving different real-life problems with complex geometry. For example, the MV polynomial has been used for simulating the delay integral differential equations in [29]. In addition, the authors in [30] adapted a matrix collocation technique with the aid of the MV polynomials for simulating the nonlinear ordinary differential equations with cubic and quadratic nonlinearity. To the best of our knowledge, this is the first attempt toward solving such a model by the shifted MV polynomials, and with the efficiency of the use of such polynomials, we were interested to see how this novel technique shall deal with such a problem. In order to get rid of the nonlinearity of WPM (1), we employ the quasilinearization method (QLM) combined to SMV collocation approach, which is more
efficient than the direct approach. Another novelty of this paper is that the convergence analysis of SMV functions are established in two norms rigorously.

This content of this research paper is organized as follows: We introduce the details of the MV polynomials of the second kind in Section 2. Then, the uniform convergence analysis of SMV series is carried out. In Section 3, the direct SMV collocation approach is developed and then used to solve the presented model. Section 4 is devoted to the combined QLMSMV approach based on the quasilinearization and collocation technique. The accuracy of the proposed techniques is tested through the calculation of the residual error analysis in Sections 3 and 4. The numerical results are illustrated in Section 5. Furthermore, some comparisons are made with the outcomes of ode 45 and the results of an available existing computational scheme. The conclusion of the study is summarized in Section 6. In Appendix A, we calculate the equilibrium points, the basic reproduction number and discuss the locally asymptotic stability of each equilibrium point.

## 2. The Shifted Morgan-Voyce Functions and Their Convergence Results

Here, in the first part, we review the definition of the original second-kind MorganVoyce (MV) functions and review some main properties of them. The shifted version of these polynomial is then introduced. The convergence analysis of shifted MV functions is established finally.

### 2.1. The Main Ingredients of Morgan-Voyce Functions: A Shifted Version

The second-kind of Morgan-Voyce (MV) polynomials are defined by [28,31]

$$
\begin{equation*}
\mathrm{B}_{q}(t)=\frac{\sin [(q+1) \phi]}{\sin \phi}, \quad 2 \cos \phi=t+2 \tag{3}
\end{equation*}
$$

for $t \in[-4,0]$. For $q=0$, we clearly obtain $\mathrm{B}_{0}(t)=1$. By setting $q=1$, we use the trigonometric relation $\sin 2 \phi=2 \sin \phi \cos \phi$ to arrive at $\mathrm{B}_{1}(t)=t+2$. In order to obtain the rest of MV polynomials for $q \geq 2$, it is sufficient to expand $\sin (1+q) \phi$, which gives us the following recurrence

$$
\begin{equation*}
\mathrm{B}_{q}(t)=(2+t) \mathrm{B}_{q-1}(t)-\mathrm{B}_{q-2}(t), \quad q=2,3, \ldots \tag{4}
\end{equation*}
$$

In addition, one may write them in an explicit representation form as

$$
\begin{equation*}
\mathrm{B}_{q}(t)=\sum_{p=0}^{q}\binom{q+p+1}{q-p} t^{p}, \quad q \in \mathbb{N} . \tag{5}
\end{equation*}
$$

One can check that these polynomial functions are the (unique) solutions of the following differential equations

$$
\begin{equation*}
\left(4 t+t^{2}\right) \mathrm{B}_{q}^{\prime \prime}(t)+3(t+2) \mathrm{B}_{q}^{\prime}(t)=q(q+2) \mathrm{B}_{q}(t), \quad q \in \mathbb{N} . \tag{6}
\end{equation*}
$$

Let us derive the orthogonality property of the MV functions of the second kind. It is just mentioned in [31] that the set of MV functions are orthogonal with regard to $\omega(t)=\left(4-(t+2)^{2}\right)^{1 / 2}=\sqrt{-t(t+4)}$ for $t \in[-4,0]$.

Lemma 1. The set of MV polynomials are orthogonal with respect to weighting function $\omega(t) \equiv$ $\sqrt{-t(t+4)}$ on $[-4,0]$,

$$
\int_{-4}^{0} \mathrm{~B}_{q}(t) \mathrm{B}_{p}(t) \omega(t) d t= \begin{cases}2 \pi, & q=p  \tag{7}\\ 0, & q \neq p\end{cases}
$$

Proof. By utilizing the change of variable $2 \cos \phi=t+2$ one can easily seen that $\sqrt{-t}=$ $2 \sin \frac{\phi}{2}$ and $\sqrt{t+4}=2 \cos \frac{\phi}{2}$. Thus, we obtain $\omega(t)=2 \sin \phi$. Thus, we have

$$
\int_{-4}^{0} \mathrm{~B}_{q}(t) \mathrm{B}_{p}(t) w(t) d t=\int_{\pi}^{0} \frac{\sin [(q+1) \phi] \sin [(p+1) \phi]}{\sin ^{2} \phi} 2 \sin \phi(-2 \sin \phi d \phi)
$$

We now simplify the terms and exploit the trigonometric relations to render

$$
\int_{-4}^{0} \mathrm{~B}_{q}(t) \mathrm{B}_{p}(t) \omega(t) d t=2 \int_{0}^{\pi}(\cos [(q-p) \phi]-\cos [(q+p+2) \phi]) d \phi
$$

The result is obviously zero when we take $q \neq p$. In contrast to this, for $q=p$ the result of integral is not zero and is equal to $2 \pi$. Thus, the proof is completed.

The locations of zeros of the second kind MV polynomial $\mathrm{B}_{q}(t)$ are determined in the following Lemma. They are all on $(-4,0)$, see [28].

Lemma 2. The roots of $\mathrm{B}_{q}(t)$ of degree $q$ are all distinct, real, and negative given by

$$
\begin{equation*}
t_{\zeta}=-4 \sin ^{2}\left[\frac{\zeta \pi}{2 q+2}\right], \quad \zeta=1,2, \ldots, q . \tag{8}
\end{equation*}
$$

In real applications, we are mainly interested in utilizing of the MV functions on an arbitrary interval $\left[\tau_{a}, \tau_{b}\right]$. Therefore, the shifted MV polynomials are considered next:

Definition 1. The shifted MV functions (SMVFs) on $\left[\tau_{a}, \tau_{b}\right]$ will be denoted by $\mathrm{B}_{q}^{\star}(\tau)$ and are defined as

$$
\begin{equation*}
\mathrm{B}_{q}^{\star}(\tau)=\mathrm{B}_{q}(t), \quad t=4\left(\frac{\tau-\tau_{b}}{\tau_{b}-\tau_{a}}\right), \quad \tau \in \Omega_{a, b}:=\left[\tau_{a}, \tau_{b}\right] \tag{9}
\end{equation*}
$$

In the explicit form, they are given by

$$
\begin{equation*}
\mathrm{B}_{q}^{\star}(\tau)=\sum_{p=0}^{q}\left(\frac{4}{L}\right)^{p}\binom{q+p+1}{q-p}\left(\tau-\tau_{b}\right)^{p}, \quad q \in \mathbb{N} . \tag{10}
\end{equation*}
$$

where $L=\tau_{b}-\tau_{a}$.
According to (7), it is not a difficult task to prove that the set of shifted MV polynomials $\left\{\mathrm{B}_{q}^{\star}(\tau)\right\}_{q=0}^{\infty}$ are orthogonal with regard to weight function $\omega_{\star}(\tau)=\sqrt{\left(\tau_{b}-\tau\right)\left(\tau-\tau_{a}\right)}$. It is sufficient to utilize the change of variable (9) in the orthogonality condition (7). The resulting relation is

$$
\begin{equation*}
\int_{\Omega_{a, b}} \mathrm{~B}_{q}^{\star}(\tau) \mathrm{B}_{p}^{\star}(\tau) \omega_{\star}(\tau) d \tau=\frac{L \pi}{2} \delta_{q p} \tag{11}
\end{equation*}
$$

where $\delta_{q p}$ represents the Kronecker delta function,which is $\delta_{q p}=1$ if $q \neq p$, and is zero otherwise. It is also interesting to specify the locations of zeros associated with SMV functions. The proof of the next result is given in Appendix B and is based on Lemma 2 and Definition 1.

Lemma 3. All roots of the shifted $M V$ functions $\mathrm{B}^{\star}(\tau)$ are located inside $\Omega_{a, b}$ defined by

$$
\begin{equation*}
\tau_{\zeta}=t_{\zeta} \frac{L}{4}+\tau_{b}, \quad \zeta=1,2, \ldots, q \tag{12}
\end{equation*}
$$

where $t_{\zeta}$ are given in (8). These points will be utilized as the collocation points in our algorithm, below.
Finally, let us consider the transformed SMV differential equation. Based on the given change of variable, the new equation can be obtained via (6) given by

$$
\left(\tau-\tau_{a}\right)\left(\tau-\tau_{b}\right) \frac{d^{2}}{d \tau^{2}} \mathrm{~B}_{q}^{\star}(\tau)+3\left(\tau-\frac{1}{2}\left(3 \tau_{b}-\tau_{a}\right)\right) \frac{d}{d \tau} \mathrm{~B}_{q}^{\star}(\tau)=q(q+2) \mathrm{B}_{q}^{\star}(\tau)
$$

### 2.2. Convergent and Error Analysis

Our goal now is to establish the convergence of the SMVFs of the second kind. Any function $h(\tau) \in L_{2}\left(\Omega_{a, b}\right)$ can be expressed as a linear of combination of SMVFs. Therefore, we write

$$
\begin{equation*}
h(\tau)=\sum_{q=0}^{\infty} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau) \tag{13}
\end{equation*}
$$

By virtue of orthogonality relation (11), it is concluded that the coefficients $\eta_{q}, q \geq 1$ can be written in the form

$$
\begin{equation*}
\eta_{q}:=\frac{2}{L \pi} \int_{\Omega_{a, b}} \mathrm{~B}_{q}^{\star}(\tau) h(\tau) \omega_{\star}(\tau) d \tau, \quad q=1,2, \ldots \tag{14}
\end{equation*}
$$

In order to show that the series solution (13) is uniformly convergent, we need to estimate the coefficients $\eta_{q}$. The following Theorem provides an upper bound for these coefficients.

Theorem 1. Suppose that a function $h \in C^{(2)}\left(\Omega_{a, b}\right) \cap L_{\omega_{\star}}^{2}\left(\Omega_{a, b}\right)$ can be written as (13) and $M_{2}:=\max _{\tau \in \Omega_{a, b} \mid}\left|h^{\prime \prime}(\tau)\right|$. Then, we have the following upper bound for the coefficients of SMVFs functions in (14)

$$
\begin{equation*}
\left|\eta_{q}\right|<C q^{-5}, \quad q>1 \tag{15}
\end{equation*}
$$

where $C=\frac{8 L^{3} M_{2}}{\pi}$.
Proof. By utilizing the substitution $\tau=\frac{S}{2}+\frac{L}{2} \cos \phi=: g(\phi)$, where $S=\tau_{a}+\tau_{b}$ in (14) one obtains

$$
\begin{equation*}
\eta_{q}=\frac{L}{2 \pi} \int_{0}^{\pi} h(g(\phi)) \sin [(q+1) \phi] \sin \phi d \phi=\frac{L}{4 \pi} \int_{0}^{\pi} h(g(\phi))(\cos [q \phi]-\cos [(q+2) \phi]) d \phi \tag{16}
\end{equation*}
$$

Twice integration by parts on (16) reveals

$$
\begin{equation*}
\eta_{q}=\frac{L^{3}}{32 \pi} \int_{0}^{\pi} h^{\prime \prime}(g(\phi)) \chi_{q}(\phi) \sin (\phi) d \phi \tag{17}
\end{equation*}
$$

where

$$
\chi_{q}(\phi):=\frac{1}{q}\left(\frac{\sin ((q-1) \phi)}{q-1}-\frac{\sin ((q+1) \phi)}{q+1}\right)-\frac{1}{q+2}\left(\frac{\sin ((q+1) \phi)}{q+1}-\frac{\sin ((q+3) \phi)}{q+3}\right)
$$

By using $|\sin (\phi)| \leq 1$ and the assumption on the second derivative we claim that

$$
\begin{equation*}
\left|\eta_{q}\right| \leq \frac{L^{3} M_{2}}{32 \pi}\left|\int_{0}^{\pi} \chi_{q}(\phi) d \phi\right| \tag{18}
\end{equation*}
$$

We now estimate the integral term in (18). By utilizing the change of variables $v=m \phi$, for $m=q \pm 1, q+3$ we obtain

$$
\int_{0}^{\pi} x_{q}(\phi) d \phi=\frac{1-(-1)^{q-1}}{(q-1)^{2} q}+\frac{(-1)^{q+1}-1}{q(q+1)^{2}}+\frac{(-1)^{q+1}-1}{(q+1)^{2}(q+2)}+\frac{1-(-1)^{q+3}}{(q+2)(q+3)^{2}}
$$

It can be clearly observed that for an odd $q>1$, the value of integral is zero. On the other hand, for an even $q>1$ we have

$$
\int_{0}^{\pi} \chi_{q}(\phi) d \phi=\frac{2}{(q-1)^{2} q}+\frac{-2}{q(q+1)^{2}}+\frac{-2}{(q+1)^{2}(q+2)}+\frac{2}{(q+2)(q+3)^{2}}
$$

An easy calculation shows that

$$
\int_{0}^{\pi} \chi_{q}(\phi) d \phi=\frac{8}{(q-1)^{2}(q+1)^{2}}-\frac{8}{(q+1)^{2}(q+3)^{2}}=\frac{64}{(q-1)^{2}(q+1)(q+3)^{2}}
$$

Note that the inequality $q-1 \geq \frac{q}{2}$ is true for all $q \geq 2$. Thus, we obtain

$$
\begin{equation*}
\left|\int_{0}^{\pi} x_{q}(\phi) d \phi\right|<\frac{256}{q^{5}} \tag{19}
\end{equation*}
$$

Inserting (19) into (18), we completed the the desired result (15).
In practice, we take a finite series solution to approximate $h(\tau)$ rather than an infinite series solution given in (13). This implies that we cut this series solution and take only $(Q+1)$ SMVFs as

$$
\begin{equation*}
h(\tau) \approx h_{Q}(\tau)=\sum_{q=0}^{Q} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau) . \tag{20}
\end{equation*}
$$

We proceed by defining the error between two consecutive approximations $h_{Q}$ and $h_{Q+1}$. We will denote it by $e_{Q}$ and is defined by

$$
\begin{equation*}
e_{Q}(\tau):=h_{Q+1}(\tau)-h_{Q}(\tau) . \tag{21}
\end{equation*}
$$

In addition, we use $\|f\|_{2, \star}$ to denote the weighted $L_{2, \star}$ norm on $\Omega_{a, b}$ with regard to weight function $\omega_{\star}(\tau)$. An error estimation for the error $e_{Q}$ in the weighted $L_{2}$ norm is given in the next Theorem.

Theorem 2. Under the assumptions of Theorem 1, the following error estimate his valid

$$
\left\|e_{Q}(\tau)\right\|_{2, \star}<C_{1} Q^{-5}, \quad C_{1}=\frac{L \pi}{2} C
$$

where the constant $C$ is defined in (15).
Proof. According to the definition of error and (20) we obtain

$$
\begin{aligned}
\left\|e_{Q}(\tau)\right\|_{2, \star} & =\left\|h_{Q+1}(\tau)-h_{Q}(\tau)\right\|_{2, \star} \\
& =\left\|\sum_{q=0}^{Q+1} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)-\sum_{q=0}^{Q} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)\right\|_{2, \star} \\
& =\left\|\eta_{Q+1} \mathrm{~B}_{Q+1}^{\star}(\tau)\right\|_{2, \star} \\
& =\left|\eta_{Q+1}\right|\left\|\mathrm{B}_{Q+1}^{\star}(\tau)\right\|_{2, \star}
\end{aligned}
$$

It is now sufficient to use the orthogonality condition (11) and the result of Theorem 1 to obtain

$$
\begin{aligned}
\left\|e_{Q}(\tau)\right\|_{2, \star} & =\left|\eta_{Q+1}\right| \frac{L \pi}{2} \\
& <C(Q+1)^{-5} \frac{L \pi}{2} \\
& <C L \pi Q^{-5} / 2 .
\end{aligned}
$$

Finding an upper bound for (global) error between the infinite series expansion of $h(\tau)$ in (13) and its cut series solution $h_{Q}(\tau)$ in (20) is performed next. To this end, we define $E_{Q}(\tau)=h(\tau)-h_{Q}(\tau)$. We first prove the result in the weighted $L_{2, \star}\left(\Omega_{a, b}\right)$ norm.

Theorem 3. Under the hypotheses of Theorem 1, let us assume that $h(\tau)$ satisfies the cut series (20). Then, the following estimate for the (global) error $E_{Q}(\tau)$ in the $L_{2, \star}\left(\Omega_{a, b}\right)$ norm

$$
\left\|E_{Q}\right\|_{2, \star}<C_{2} Q^{-\frac{9}{2}}, \quad C_{2}:=\sqrt{\frac{\pi L}{18}} C
$$

where the constant $C$ is defined in (15).
Proof. Using (13) and (20) we have

$$
\left\|E_{Q}\right\|_{2, \star}^{2}=\left\|\sum_{q=0}^{\infty} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)-\sum_{q=0}^{Q} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)\right\|_{2, \star}^{2}=\left\|\sum_{q=Q+1}^{\infty} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)\right\|_{2, \star}^{2} .
$$

Utilizing the orthogonality condition (11) reveals that

$$
\left\|E_{Q}\right\|_{2, \star}^{2}=\frac{\pi L}{2} \sum_{q=Q+1}^{\infty} \eta_{q}^{2} .
$$

By employing the inequality (15) given in Theorem 3 to the former equality to obtain

$$
\begin{equation*}
\left\|E_{Q}\right\|_{2, \star}^{2} \leq \frac{\pi L}{2} C^{2} \sum_{q=Q+1}^{\infty} \frac{1}{q^{10}} \tag{22}
\end{equation*}
$$

Now, the well-known Integral Test from calculus gives us [32]

$$
\sum_{q=Q+1}^{\infty} \frac{1}{q^{10}} \leq \int_{Q}^{\infty} \frac{d x}{x^{10}}=\frac{1}{9 Q^{9}}
$$

We finally insert the former inequality into (22). By taking the square root, the proof is accomplished.

In order to obtain an error estimate for the global error (21) in the $L_{\infty}$ norm, the following Lemma is required.

Lemma 4. The following upper bound for the SMV functions holds for all $q \geq 0$

$$
\begin{equation*}
\left|\mathrm{B}_{q}^{\star}(\tau)\right| \leq q+1, \quad \tau \in \Omega_{a, b} . \tag{23}
\end{equation*}
$$

Proof. To prove the result, we use the fact that MV functions (3) satisfies [31]

$$
\mathrm{B}_{q}(t)=U_{q}\left(1+\frac{t}{2}\right)
$$

Here, $U_{q}(z)$ represents the Chebyshev functions of the second kind. Furthermore, we know that [33]

$$
\left|U_{q}(z)\right| \leq q+1, \quad \forall|z| \leq 1
$$

Now the proof is straightforward by changing of variable $t=4\left(\tau-\tau_{b}\right) / L$ and then taking the absolute values.

Theorem 4. Let assumptions of Theorem 1 hold for $h(\tau)$ and $h_{Q}(\tau)$ is the truncated series in (20). Then, the following estimate for the (global) error $E_{Q}(\tau)=\sum_{q=Q+1}^{\infty} \eta_{q} \mathrm{~B}_{q}^{\star}(\tau)$ in the $L_{\infty}\left(\Omega_{a, b}\right)$ norm is valid

$$
\begin{equation*}
\left\|E_{Q}\right\|_{\infty}<C_{3} Q^{-3}, \quad C_{3}:=\frac{2}{3} C \tag{24}
\end{equation*}
$$

where the constant $C$ is defined in (15).

Proof. We first apply the inequality (23) given in Lemma (4) to arrive at

$$
\begin{aligned}
\left|E_{Q}(\tau)\right| & \leq \sum_{q=Q+1}^{\infty}\left|\eta_{q}\right|\left|\mathrm{B}_{q}^{\star}(\tau)\right| \\
& \leq \sum_{q=Q+1}^{\infty}(q+1)\left|\eta_{q}\right| \leq \sum_{q=Q+1}^{\infty} 2 q\left|\eta_{q}\right|
\end{aligned}
$$

By applying the inequality (15) in Theorem 3 render

$$
\left|E_{Q}(\tau)\right|<2 C \sum_{q=Q+1}^{\infty} \frac{1}{q^{4}}
$$

A repeated application of the Integral Test [32] yields

$$
\sum_{q=Q+1}^{\infty} \frac{1}{q^{4}} \leq \int_{Q}^{\infty} \frac{d x}{x^{4}}=\frac{1}{3 Q^{3}}
$$

The required result is immediately followed by taking the supremum over all values of $\tau \in \Omega_{a, b}$.

## 3. The SMV Matrix Approach

We continue by writing the WPM system (1) in the following matrix form

$$
\begin{equation*}
\frac{d}{d \tau} \boldsymbol{v}(\tau)-\boldsymbol{c} \boldsymbol{v}(\tau)-\boldsymbol{p} \boldsymbol{v}_{12}(\tau)=\boldsymbol{h} \tag{25}
\end{equation*}
$$

Here, $\boldsymbol{v}_{12}(\tau)=[\mathcal{W}(\tau) \cdot \mathcal{M}(\tau)]$ denotes the nonlinear term in (1) and we have utilized the following vectors and matrix

$$
\boldsymbol{v}(\tau)=\left(\begin{array}{c}
\mathcal{W}(\tau) \\
\mathcal{M}(\tau) \\
\mathcal{R}(\tau)
\end{array}\right), \quad \boldsymbol{c}=\left(\begin{array}{ccc}
-\gamma & 0 & \mu \\
0 & -\alpha & 0 \\
\gamma & \alpha & -\mu-\theta
\end{array}\right), \quad \boldsymbol{p}=\left(\begin{array}{c}
-\beta \\
\beta \\
0
\end{array}\right), \quad \boldsymbol{h}=\left(\begin{array}{c}
\lambda \\
0 \\
0
\end{array}\right)
$$

The aim is to approximate the unknown solutions as a combination of cutted SMV series solutions (20) with $(Q+1)$-terms. Thus, we have

$$
\left\{\begin{array}{l}
\mathcal{W}(\tau) \approx \mathcal{W}_{Q}(\tau)=\sum_{q=0}^{Q} \eta_{q, 1} \mathrm{~B}_{q}^{\star}(\tau),  \tag{26}\\
\mathcal{M}(\tau) \approx \mathcal{M}_{Q}(\tau)=\sum_{q=0}^{Q} \eta_{q, 2} \mathrm{~B}_{q}^{\star}(\tau), \quad \tau \in \Omega_{a, b} . \\
\mathcal{R}(\tau) \approx \mathcal{R}_{Q}(\tau)=\sum_{q=0}^{Q} \eta_{q, 3} \mathrm{~B}_{q}^{\star}(\tau),
\end{array}\right.
$$

Below, we seek the unknown coefficients $\left\{\eta_{q, s}\right\}_{q=0}^{Q}$ for $s=1,2,3$ through a matrix collocation technique based on SMVFs. To proceed, we state the following Lemma, proof of which is straightforward.

Lemma 5. The cut series solutions in (26) can be written for $s=1,2,3$ as

$$
\begin{equation*}
\sum_{q=0}^{Q} \eta_{q, s} \mathrm{~B}_{q}^{\star}(\tau)=B_{Q}(\tau) E_{Q, s} \tag{27}
\end{equation*}
$$

where $E_{Q, s}=\left[\begin{array}{llll}\eta_{0, s} & \eta_{1, s} & \ldots & \eta_{Q, s}\end{array}\right]^{T}$ and $\mathbf{B}_{Q}(\tau)=\left[\begin{array}{llll}\mathrm{B}_{0}^{\star}(\tau) & \mathrm{B}_{1}^{\star}(\tau) & \ldots & \mathrm{B}_{Q}^{\star}(\tau)\end{array}\right]$ is the vector of SMVFs.

Next Lemma provides a decomposition for the vector $\boldsymbol{B}_{Q}(\tau)$.

Lemma 6. The vector of SMVFs can be decomposed as

$$
\begin{equation*}
\boldsymbol{B}_{Q}(\tau)=\boldsymbol{T}_{Q}(\tau) \boldsymbol{M}_{Q} \tag{28}
\end{equation*}
$$

where $\boldsymbol{T}_{Q}(\tau)=\left[\begin{array}{lllll}1 & \left(\tau-\tau_{b}\right) & \left(\tau-\tau_{b}\right)^{2} & \ldots . & \left(\tau-\tau_{b}\right)^{Q}\end{array}\right]$ is the vector of shifted monomials and $\boldsymbol{M}_{Q}$ is an upper triangular matrix given by

$$
\boldsymbol{M}_{Q}=\left(\begin{array}{cccccc}
d^{0} & \binom{2}{1} & \binom{3}{2} & \ldots & \binom{Q}{Q-1} & \binom{Q+1}{Q} \\
0 & d^{1} & d^{1}\binom{4}{1} & \ldots & d^{1}\binom{Q+1}{Q-2} & d^{1}\binom{Q+2}{Q-1} \\
0 & 0 & d^{2} & \ldots & d^{2}\binom{Q+2}{Q-3} & d^{2}\binom{Q+3}{Q-2} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & d^{Q-1} & d^{Q-1}\binom{2 Q}{1} \\
0 & 0 & 0 & \ldots & 0 & d^{Q}
\end{array}\right), d=\frac{4}{L}
$$

Proof. The proof is straightforward in view of relation (10) in Definition (1). It is sufficient to multiply the matrix $\boldsymbol{M}_{Q}$ by $\boldsymbol{T}_{Q}$ from the left.

It should be noted that this matrix $M_{Q}$ is non-singular as one can easily observe that $\operatorname{det}\left(\boldsymbol{M}_{Q}\right)=d^{Q(Q+1) / 2}$. An immediate consequence of combining the results of two former Lemmas (two relations (27) and (28)) to arrive at

$$
\left\{\begin{array}{l}
\mathcal{W}_{Q}(\tau)=\boldsymbol{B}_{Q}(\tau) \boldsymbol{E}_{Q, 1}=\boldsymbol{T}_{Q}(\tau) \boldsymbol{M}_{Q} \boldsymbol{E}_{Q, 1}  \tag{29}\\
\mathcal{M}_{Q}(\tau)=\boldsymbol{B}_{Q}(\tau) \boldsymbol{E}_{Q, 2}=\boldsymbol{T}_{Q}(\tau) \boldsymbol{M}_{Q} \boldsymbol{E}_{Q, 2 \prime} \quad \tau \in \Omega_{a, b} \\
\mathcal{R}_{Q}(\tau)=\boldsymbol{B}_{Q}(\tau) \boldsymbol{E}_{Q, 3}=\boldsymbol{T}_{Q}(\tau) \boldsymbol{M}_{Q} \boldsymbol{E}_{Q, 3}
\end{array}\right.
$$

A simple calculation shows that

$$
\frac{d}{d \tau} \boldsymbol{T}_{Q}(\tau)=\boldsymbol{T}_{Q}(\tau) \boldsymbol{D}_{Q}, \quad \boldsymbol{D}_{Q}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{30}\\
0 & 0 & 2 & \ldots & 0 \\
\vdots & \vdots & 0 & \vdots & \vdots \\
0 & 0 & 0 & \ddots & Q \\
0 & 0 & 0 & \ldots & 0
\end{array}\right)_{(Q+1) \times(Q+1)}
$$

It follows that the derivatives of the cut series solutions in (29) can be written as

$$
\left\{\begin{array}{l}
\frac{d}{d \tau} \mathcal{W}_{Q}(\tau)=\boldsymbol{T}_{Q}(\tau) \boldsymbol{D}_{Q} \boldsymbol{M}_{Q} E_{Q, 1},  \tag{31}\\
\frac{d}{d \tau} \mathcal{M}_{Q}(\tau)=\boldsymbol{T}_{Q}(\tau) \boldsymbol{D}_{Q} \boldsymbol{M}_{Q} E_{Q, 2}, \quad \tau \in \Omega_{a, b} \\
\frac{d}{d \tau} \mathcal{R}_{Q}(\tau)=\boldsymbol{T}_{Q}(\tau) \boldsymbol{D}_{Q} \boldsymbol{M}_{Q} E_{Q, 3} .
\end{array}\right.
$$

We now return to the matrix form of WPM (25). Two vectors $\boldsymbol{v}(\tau)$ and $\frac{d}{d \tau} \boldsymbol{v}(\tau)$ in (25) can be approximated as

$$
\boldsymbol{v}(\tau) \approx \boldsymbol{v}_{Q}(\tau):=\left(\begin{array}{l}
\mathcal{W}_{Q}(\tau)  \tag{32}\\
\mathcal{M}_{Q}(\tau) \\
\mathcal{R}_{Q}(\tau)
\end{array}\right), \quad \frac{d}{d \tau} \boldsymbol{v}(\tau) \approx \frac{d}{d \tau} \boldsymbol{v}_{Q}(\tau):=\left(\begin{array}{c}
\frac{d}{d \tau} \mathcal{W}_{Q}(\tau) \\
\frac{d}{d \tau} \mathcal{M}_{Q}(\tau) \\
\frac{d}{d \tau} \mathcal{R}_{Q}(\tau)
\end{array}\right) .
$$

Lemma 7. The concatenated solution $\boldsymbol{v}_{Q}(\tau)$ and its derivative $\frac{d}{d \tau} \boldsymbol{v}_{Q}(\tau)$ in (32) can be expressed as

$$
\begin{equation*}
\boldsymbol{v}_{Q}(\tau)=\check{T}(\tau) \widehat{M} E, \quad \frac{d}{d \tau} \boldsymbol{v}_{Q}(\tau)=\check{T}(\tau) \widehat{D} \widehat{M} E \tag{33}
\end{equation*}
$$

where we have $\boldsymbol{E}=\left(\begin{array}{lll}\boldsymbol{E}_{Q, 1} & \boldsymbol{E}_{Q, 2} & \boldsymbol{E}_{Q, 3}\end{array}\right)^{T}$ and

$$
\check{T}(\tau)=\left(\begin{array}{ccc}
\boldsymbol{T}_{Q}(\tau) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{T}_{Q}(\tau) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{T}_{Q}(\tau)
\end{array}\right), \quad \widehat{M}=\left(\begin{array}{ccc}
\boldsymbol{M}_{Q} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{M}_{Q} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{M}_{Q}
\end{array}\right), \quad \widehat{\boldsymbol{D}}=\left(\begin{array}{ccc}
\boldsymbol{D}_{Q} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{D}_{Q} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{D}_{Q}
\end{array}\right) .
$$

Proof. The proof can be easily obtainable by just inserting relations (29) and (31) into the corresponding vector form in (32).

To continue, one needs a set of collocation points on $\Omega_{a, b}$. One possible choice is to employ the roots of SMVFs given in (12). Clearly, we have $(Q+1)$ unknowns for each solution in (26). Therefore, we consider the zeros of $B_{Q+1}^{\star}(\tau)$ on $\Omega_{a, b}$. For convenience, we label these zeros as $\tau_{0}, \tau_{1}, \ldots, \tau_{Q}$ and will denote them by

$$
\begin{equation*}
C_{0, Q}:=\left\{\tau_{\ell} \mid \ell=0,1, \ldots, Q\right\} . \tag{34}
\end{equation*}
$$

The following result is obtained by placing the foregoing SMV nodes into the matrix form (25) of the WPM system (1) as

$$
\begin{equation*}
\frac{d}{d \tau} \boldsymbol{v}_{Q}\left(\tau_{\ell}\right)-\boldsymbol{c} \boldsymbol{v}_{Q}\left(\tau_{\ell}\right)-\boldsymbol{p}\left(\boldsymbol{v}_{Q}\right)_{12}\left(\tau_{\ell}\right)=\boldsymbol{h}, \quad \ell=0,1, \ldots, Q \tag{35}
\end{equation*}
$$

Lemma 8. (a) The matrix form of relations (35) can be expressed compactly as

$$
\begin{equation*}
\dot{V}-C V-P V_{12}=\mathbf{H} \tag{36}
\end{equation*}
$$

where

$$
\begin{gathered}
\dot{\boldsymbol{V}}=\left(\begin{array}{c}
\frac{d}{d \tau} \boldsymbol{v}_{Q}\left(\tau_{0}\right) \\
\frac{d}{d \tau} \boldsymbol{v}_{Q}\left(\tau_{1}\right) \\
\vdots \\
\frac{d}{d \tau} \boldsymbol{v}_{Q}\left(\tau_{Q}\right)
\end{array}\right), \quad \boldsymbol{V}=\left(\begin{array}{c}
\boldsymbol{v}_{Q}\left(\tau_{0}\right) \\
\boldsymbol{v}_{Q}\left(\tau_{1}\right) \\
\vdots \\
\boldsymbol{v}_{Q}\left(\tau_{Q}\right)
\end{array}\right), \quad \boldsymbol{C}=\left(\begin{array}{cccc}
\boldsymbol{c} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{c} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{c}
\end{array}\right), \quad \boldsymbol{H}=\left(\begin{array}{c}
\boldsymbol{h} \\
\boldsymbol{h} \\
\vdots \\
\boldsymbol{h}
\end{array}\right), \\
\boldsymbol{V}_{12}=\left(\begin{array}{c}
\left(\boldsymbol{v}_{Q}\right)_{13}\left(\tau_{0}\right) \\
\left(\boldsymbol{v}_{Q}\right)_{13}\left(\tau_{1}\right) \\
\vdots \\
\left(\boldsymbol{v}_{Q}\right)_{13}\left(\tau_{Q}\right)
\end{array}\right), \quad \boldsymbol{P}=\left(\begin{array}{ccccc}
\boldsymbol{p} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{p} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{p}
\end{array}\right) .
\end{gathered}
$$

(b) Similarly, the matrix forms of relations (33) at the SMV nodes (34) are given by

$$
\begin{equation*}
V=\widehat{T} \widehat{M} E, \quad \dot{V}=\widehat{T} \widehat{M} \widehat{D} E, \tag{37}
\end{equation*}
$$

where the matrix $\widehat{\boldsymbol{T}}$ is defined by

$$
\widehat{T}=\left[\begin{array}{llll}
\check{T}\left(\tau_{0}\right) & \check{T}\left(\tau_{1}\right) & \ldots & \check{T}\left(\tau_{Q}\right)
\end{array}\right]^{T} .
$$

Here, the matrices $\check{T}, \widehat{M}, \widehat{D}$, the vector $\boldsymbol{E}$ are already defined in (33).
In the next Lemma, we provide a matrix representation form for the nonlinear expression $V_{12}$.

Lemma 9. The matrix representation of $\boldsymbol{V}_{12}$ in (35) is given by

$$
\begin{equation*}
V_{12}=\bar{V}_{1} \bar{V}_{2} \tag{38}
\end{equation*}
$$

where $\bar{V}_{1}=\bar{T} \widetilde{M} \widetilde{E}_{1}$, and $\bar{V}_{2}=\widehat{\widetilde{T}} \bar{M} E$ so that
$\bar{T}=\left(\begin{array}{cccc}\boldsymbol{T}_{Q}\left(\tau_{0}\right) & \mathbf{0} & \ldots & \mathbf{0} \\ \mathbf{0} & \boldsymbol{T}_{Q}\left(\tau_{1}\right) & \ldots & \mathbf{0} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{T}_{Q}\left(\tau_{Q}\right)\end{array}\right), \widetilde{\boldsymbol{M}}=\left(\begin{array}{cccc}\boldsymbol{M}_{Q} & \mathbf{0} & \ldots & \mathbf{0} \\ \mathbf{0} & \boldsymbol{M}_{Q} & \ldots & \mathbf{0} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{M}_{Q}\end{array}\right), \widehat{\bar{T}}=\left(\begin{array}{c}\boldsymbol{T}_{Q}\left(\tau_{0}\right) \\ \boldsymbol{T}_{Q}\left(\tau_{1}\right) \\ \vdots \\ \boldsymbol{T}_{Q}\left(\tau_{Q}\right)\end{array}\right)$,
$\widetilde{E}_{1}=\left(\begin{array}{cccc}\boldsymbol{E}_{Q, 1} & \mathbf{0} & \ldots & \mathbf{0} \\ \mathbf{0} & \boldsymbol{E}_{Q, 1} & \ldots & \mathbf{0} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{E}_{Q, 1}\end{array}\right), \bar{M}=\left(\begin{array}{lll}\mathbf{Z} & \boldsymbol{M}_{Q} & \mathbf{Z}\end{array}\right), \mathbf{Z}=\left(\begin{array}{cccc}0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0\end{array}\right)_{(Q+1) \times(Q+1)}$.
Proof. The proof is relied on the following matrix representation

$$
\boldsymbol{V}_{12}=\left(\begin{array}{c}
\mathcal{W}_{Q}\left(\tau_{0}\right) \cdot \mathcal{M}_{Q}\left(\tau_{0}\right) \\
\mathcal{W}_{Q}\left(\tau_{1}\right) \cdot \mathcal{M}_{Q}\left(\tau_{1}\right) \\
\vdots \\
\mathcal{W}_{Q}\left(\tau_{Q}\right) \cdot \mathcal{M}_{Q}\left(\tau_{Q}\right)
\end{array}\right)=\left(\begin{array}{cccc}
\mathcal{W}_{Q}\left(\tau_{0}\right) & 0 & \ldots & 0 \\
0 & \mathcal{W}_{Q}\left(\tau_{1}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathcal{W}_{Q}\left(\tau_{Q}\right)
\end{array}\right)\left(\begin{array}{c}
\mathcal{M}_{Q}\left(\tau_{0}\right) \\
\mathcal{M}_{Q}\left(\tau_{1}\right) \\
\vdots \\
\mathcal{M}_{Q}\left(\tau_{Q}\right)
\end{array}\right)
$$

Now, it is sufficient to use the relations (26) for $\mathcal{W}_{Q}$ and $\mathcal{M}_{Q}$.
Ultimately, the so-called fundamental matrix equation will be constituted by placing the foregoing relations (35) and (37) into (36). It has the following form

$$
\begin{equation*}
Y E=H, \quad \text { or } \quad[Y ; H] \tag{39}
\end{equation*}
$$

where

$$
Y:=\widehat{T} \widehat{M} \widehat{D}-C \widehat{T} \widehat{M}-P T \widetilde{M} \widetilde{E}_{1} \widehat{\bar{T}} \bar{M}
$$

It can be noticed that the former matrix Equation (39) is a nonlinear system comprising of $3(Q+1)$ unknowns $\eta_{q, s}$ for $q=0,1, \ldots, Q$ and $s=1,2,3$ to be found as the SMV coefficients. However, this nonlinear system is incomplete, since we have not yet taking the initial conditions (2) into account. Next, we will consider this task.

### 3.1. Converting the Initial Conditions into Matrix Form

Let us continue by entering the initial conditions (2) into the matrix Equation (39). First, we consider the matrix form (33) for the approximate solution $\boldsymbol{v}_{Q}(\tau)$. Now, it suffices to tend $\tau \rightarrow 0$ to obtain

$$
\check{\boldsymbol{Y}}_{0} E=H_{0}, \quad \check{\Upsilon}_{0}:=\check{T}(0) \widehat{\boldsymbol{M}}, \quad H_{0}=\left(\begin{array}{c}
\mathcal{W}_{0} \\
\mathcal{M}_{0} \\
\mathcal{R}_{0}
\end{array}\right) .
$$

Here, the constants $\mathcal{W}_{0}, \mathcal{M}_{0}$, and $\mathcal{R}_{0}$ are known from (2). The replacement of three rows of matrix $[Y ; H]$ will be carried out next by the row matrices $\left[\check{Y}_{0} ; H_{0}\right]$. The new fundamental matrix equation will be denoted by

$$
\begin{equation*}
\check{Y} E=\check{H}, \quad \text { or } \quad[\check{Y} ; \check{H}] . \tag{40}
\end{equation*}
$$

Therefore, through solving the modified algebraic nonlinear system (40), we obtain the unknown SMV coefficients. The solution of this nonlinear system can be obtained utilizing
any nonlinear solver such Newton type methods. After finding the vector $\boldsymbol{E}$, all unknowns $\eta_{q, s}$, for $s=1,2,3$, and $q=0,1, \ldots, Q$ as the coefficients in the expansion series (26) are determined. Thus, we obtain an approximate solution of model (1).

### 3.2. Error Estimation via REFs

As we mentioned earlier, it is very difficult to find the exact true solution of WPM system (1). This implies that one needs some alternative tools to measure the quality of approximate solutions proposed by our direct SMV collocation matrix method. One possible strategy is to estimate the achieved error via technique of residual error functions (REFs). So, it is sufficient to insert the $(Q+1)$-truncated series solutions (26) into the WPM system (1). Thus, we define the $(Q+1)$-truncated REFs related to (1) as

$$
\begin{align*}
\operatorname{Res}_{1, Q}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{W}_{Q}(\tau)+\mathcal{W}_{Q}(\tau)\left(\gamma+\beta \mathcal{M}_{Q}(\tau)\right)-\mu \mathcal{R}_{Q}(\tau)-\lambda\right| \cong 0 \\
\operatorname{Res}_{2, Q}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{M}_{Q}(\tau)-\mathcal{M}_{Q}(\tau)\left(\beta \mathcal{W}_{Q}(\tau)-\alpha\right)\right| \cong 0,  \tag{41}\\
\operatorname{Res}_{3, Q}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{R}_{Q}(\tau)-\gamma \mathcal{W}_{Q}(\tau)-\alpha \mathcal{M}_{Q}(\tau)+(\mu+\theta) \mathcal{R}_{Q}(\tau)\right| \cong 0 .
\end{align*}
$$

## 4. The Methodology of QLM-SMV

A description of the direct SMV-collocation approach applied to WPM system (1) is already conducted in the last section. However, a disadvantage of this approach is that we have to solve a non-linear system of equations. In fact, to gain more accuracy one needs to increase $Q$. In this case, the convergence of invoked non-linear algorithm usually does not takes place in a reasonable time or even we have not such convergence at all. As a remedy, one has to adopt the technique of quasi-linearization to convert the non-linear WPM system (1) into a family of linearized systems of equations. Starting from a rough first approximation, the method converges quadratically to the solution of the original problem (1).

Below, we will describe the main idea behind the quasilinearization method (QLM). Once the original non-linear model problem (1) is converted into a family of linear problems, we will employ the direct SMV matrix collocation procedure to each linearized equation. Below, this combined technique is called QLM-SMV. For more detailed information on QLM, we refer to [34-36].

To continue, we first reformulate the non-linear WPM system (1) as

$$
\begin{equation*}
\dot{Z}(\tau)=K(Z(\tau), \tau) \tag{42}
\end{equation*}
$$

where

$$
\mathbf{Z}(\tau)=\left(\begin{array}{c}
\mathcal{W}(\tau) \\
\mathcal{M}(\tau) \\
\mathcal{R}(\tau)
\end{array}\right), \quad \boldsymbol{K}(\mathbf{Z}(\tau), \tau)=\left(\begin{array}{c}
k_{1}(\tau) \\
k_{2}(\tau) \\
k_{3}(\tau)
\end{array}\right)=\left(\begin{array}{c}
-\mathcal{W}(\tau)(\gamma-\beta \mathcal{M}(\tau))+\mu \mathcal{R}(\tau)+\lambda \\
\mathcal{M}(\tau)(\beta \mathcal{W}(\tau)-\alpha) \\
\gamma \mathcal{W}(\tau)+\alpha \mathcal{M}(\tau)-(\mu+\theta) \mathcal{R}(\tau)
\end{array}\right)
$$

Let the rough first approximation to $Z(\tau)$ is denoted by $Z_{0}(\tau)$. The, the QLM for (42) reads

$$
\dot{\mathbf{Z}}_{d+1}(\tau) \approx \boldsymbol{K}\left(\mathbf{Z}_{d}(\tau), \tau\right)+\boldsymbol{K}_{Z}\left(\mathbf{Z}_{d}(\tau), \tau\right)\left(\mathbf{Z}_{d+1}(\tau)-\mathbf{Z}_{d}(\tau)\right), \quad d=0,1, \ldots
$$

Note, along with former equations, we have the same initial conditions as (2). We also used the symbol $K_{Z}=\frac{d K}{d Z}$ to denote the corresponding Jacobian matrix. After some calculations, the applied QLM for the given model (42) has the following representation

$$
\begin{equation*}
\dot{\mathbf{Z}}_{d+1}=s_{d}(\tau) \mathbf{Z}_{d+1}(\tau)+\boldsymbol{h}_{d}(\tau), \quad d=0,1, \ldots \tag{43}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{Z}_{d+1}(\tau)= & \left(\begin{array}{c}
\mathcal{W}_{d+1}(\tau) \\
\mathcal{M}_{d+1}(\tau) \\
\mathcal{R}_{d+1}(\tau)
\end{array}\right), \quad \boldsymbol{s}_{d}(\tau)=\left(\begin{array}{ccc}
-\gamma-\beta \mathcal{M}_{d}(\tau) & -\beta \mathcal{W}_{d}(\tau) & \mu \\
\beta \mathcal{M}_{d}(\tau) & \beta \mathcal{W}_{d}(\tau)-\alpha & 0 \\
\gamma & \alpha & -\mu-\theta
\end{array}\right), \\
h_{d}(\tau) & =\left(\begin{array}{c}
\lambda+\beta \mathcal{M}_{d}(\tau) \mathcal{W}_{d}(\tau) \\
-\beta \mathcal{M}_{d}(\tau) \mathcal{W}_{d}(\tau) \\
0
\end{array}\right) .
\end{aligned}
$$

According to (2), the supplemented initial conditions are given by

$$
\mathrm{Z}_{d+1}(0)=\left(\begin{array}{l}
\mathcal{W}_{d+1}(0) \\
\mathcal{M}_{d+1}(0) \\
\mathcal{R}_{d+1}(0)
\end{array}\right)=\left(\begin{array}{l}
\mathcal{W}_{0} \\
\mathcal{M}_{0} \\
\mathcal{R}_{0}
\end{array}\right)
$$

Now, we are in a position to solve the family of linearized Equations (43). In an analogue way as in the direct SMV matrix collocation procedure, we let the approximate solutions of this system can be expressed as a cut series with $(Q+1)$ bases as

$$
\left\{\begin{array}{l}
\mathcal{W}_{d+1}(\tau) \approx \mathcal{W}_{Q}^{(d+1)}(\tau)=\sum_{q=0}^{Q} \eta_{q, 1}^{(d)} \mathrm{B}_{q}^{\star}(\tau)  \tag{44}\\
\mathcal{M}_{d+1}(\tau) \approx \mathcal{M}_{Q}^{(d+1)}(\tau)=\sum_{q=0}^{Q} \eta_{q, 2}^{(d)} \mathrm{B}_{q}^{\star}(\tau) \\
\mathcal{R}_{d+1}(\tau) \approx \mathcal{R}_{Q}^{(d+1)}(\tau)=\sum_{q=0}^{Q} \eta_{q, 3}^{(d)} \mathrm{B}_{q}^{\star}(\tau)
\end{array}\right.
$$

Concisely speaking, we now insert the SMV nodes (34) into (43). Utilizing the following matrix and vectors

$$
\boldsymbol{S}_{d}=\left(\begin{array}{cccc}
\boldsymbol{s}_{d}\left(\tau_{0}\right) & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{s}_{d}\left(\tau_{1}\right) & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{s}_{d}\left(\tau_{Q}\right)
\end{array}\right), \quad \boldsymbol{E}_{d}=\left(\begin{array}{c}
\boldsymbol{E}_{d, 1} \\
\boldsymbol{E}_{d, 2} \\
\boldsymbol{E}_{d, 3}
\end{array}\right), \quad \boldsymbol{H}_{d}=\left(\begin{array}{c}
\boldsymbol{h}_{d}\left(\tau_{0}\right) \\
\boldsymbol{h}_{d}\left(\tau_{1}\right) \\
\vdots \\
\boldsymbol{h}_{d}\left(\tau_{Q}\right)
\end{array}\right)
$$

and by using the relations (37) the following linear fundamental matrix equation is obtained

$$
\left\{\widehat{T} \widehat{M} \widehat{D}-S_{d} \widehat{T} \widehat{M}\right\} E_{d}=H_{d}
$$

This can be equivalently rephrased as follows

$$
\begin{equation*}
Y_{d} E_{d}=H_{d}, \quad \text { or } \quad\left[Y_{d} ; H_{d}\right], \quad Y_{d}:=\widehat{T} \widehat{M} \widehat{D}-S_{d} \widehat{T} \widehat{M}, \quad d=0,1, \ldots \tag{45}
\end{equation*}
$$

Here, the matrices $\widehat{T}, \widehat{D}$, and $\widehat{M}$ are defined in (33) and

$$
E_{d, s}=\left(\begin{array}{llll}
\eta_{0, s}^{(d)} & \eta_{1, s}^{(d)} & \ldots & \eta_{Q, s}^{(d)}
\end{array}\right)^{T} \quad s=1,2,3
$$

According to what we have discussed in the previous section, one requires to implement the initial condition $Z_{d+1}(0)=\left(\begin{array}{lll}\mathcal{W}_{0} & \mathcal{M}_{0} & \mathcal{R}_{0}\end{array}\right)^{T}$ in the matrix form and then enter into the fundamental matrix Equation (45). Let us the resulting modified system denoted by

$$
\begin{equation*}
\left[\check{Y}_{d} ; \check{H}_{d}\right], \quad d=0,1, \ldots \tag{46}
\end{equation*}
$$

By solving (46), we obtain the unknown coefficients $\eta_{q, s}^{(d)}$ for $q=0,1, \ldots, Q$ and $s=1,2,3$. Note that in practice usually taking $d=5$ is sufficient to attain an accurate result as the solution obtained via direct SMV approach (40). However, the QLM-SVM technique is more efficient and consumes less computational time than the direct approach (40) as we show in the numerical section, below.

Similar to relations (41), the obtained approximate solutions (44) will be substituted into (1) to arrive at the following REFs

$$
\begin{align*}
\operatorname{Res}_{1, Q}^{(d+1)}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{W}_{Q}^{d+1}(\tau)+\mathcal{W}_{Q}^{d+1}(\tau)\left(\gamma+\beta \mathcal{M}_{Q}^{d+1}(\tau)\right)-\mu \mathcal{R}_{Q}^{d+1}(\tau)-\lambda\right| \cong 0 \\
\operatorname{Res}_{2, Q}^{(d+1)}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{M}_{Q}^{d+1}(\tau)-\mathcal{M}_{Q}^{d+1}(\tau)\left(\beta \mathcal{W}_{Q}^{d+1}(\tau)-\alpha\right)\right| \cong 0  \tag{47}\\
\operatorname{Res}_{3, Q}^{(d+1)}(\tau) & :=\left|\frac{d}{d \tau} \mathcal{R}_{Q}^{d+1}(\tau)-\gamma \mathcal{W}_{Q}^{d+1}(\tau)-\alpha \mathcal{M}_{Q}^{d+1}(\tau)+(\mu+\theta) \mathcal{R}_{Q}^{d+1}(\tau)\right| \cong 0
\end{align*}
$$

Note, these REFs can be used in the QLM-SMV approach to measure the accuracy of the obtained solutions of WPM system (1).

## 5. Numerical Experimental Results

Here, we intend to apply two proposed matrix algorithms based on SMVFs to the WPM system (1). In this respect, three set of parameters are considered to show the performance of these techniques. Various numerical simulations are performed to show the efficiency of the proposed collocation methods. The platform of simulations is Matlab software version 2021a.

The QLM parameter $d=5$ is chosen in the computational results, below. In the QLMSVM, we use the initial approximation $Z_{0}(\tau)$ as the initial condition (2). A comparison with only available numerical model, i.e., the advanced numerical artificial neural network (ANN) technique described in [23]. As in [23], the following initial conditions in (2) are taken

$$
\begin{equation*}
\mathcal{W}_{0}=2, \quad \mathcal{M}_{0}=1.5, \quad \mathcal{R}_{0}=1 \tag{48}
\end{equation*}
$$

We further use the Matlab function ode 45 to validate our results.
Test 1. We first set the following parameters for the WPM system (1), which borrowed from [23] given by

$$
\beta=0.75, \quad \gamma=0.21, \quad \alpha=0.5, \quad \mu=0.4, \quad \lambda=0.36, \quad \theta=0.05
$$

To begin our computations, we let $Q=5$. Using the direct SMV collocation matrix technique we obtain

$$
\begin{aligned}
\mathcal{W}_{5}(\tau) & =1.27007-0.49412 \tau+0.550561(\tau-1.0)^{2}-0.239594(\tau-1.0)^{3}+0.115821(\tau-1.0)^{4} \\
& +0.176049(\tau-1.0)^{5}, \\
\mathcal{M}_{5}(\tau) & =2.14888+0.19141 \tau-0.432437(\tau-1.0)^{2}+0.246174(\tau-1.0)^{3}-0.157005(\tau-1.0)^{4} \\
& -0.186735(\tau-1.0)^{5}, \\
\mathcal{R}_{5}(\tau) & =1.09734+0.57890 \tau-0.132581(\tau-1.0)^{2}-0.0042899(\tau-1.0)^{3}+0.041433(\tau-1.0)^{4} \\
& +0.0104866(\tau-1.0)^{5} .
\end{aligned}
$$

Similarly, by employing the QLM-SMV using $d=5$ iterations, the following approximate solutions are obtained on $0 \leq \tau \leq 1$ as

$$
\begin{aligned}
\mathcal{W}_{5}^{(6)}(\tau) & =1.2700731-0.49411953 \tau+0.5505607(\tau-1.0)^{2}-0.23959393(\tau-1.0)^{3} \\
& +0.11582111(\tau-1.0)^{4}+0.17604881(\tau-1.0)^{5} \\
\mathcal{M}_{5}^{(6)}(\tau) & =2.1488816+0.19141096 \tau-0.43243722(\tau-1.0)^{2}+0.24617374(\tau-1.0)^{3} \\
& -0.15700552(\tau-1.0)^{4}-0.18673487(\tau-1.0)^{5}, \\
\mathcal{R}_{5}^{(6)}(\tau) & =1.0973448+0.57889741 \tau-0.13258133(\tau-1.0)^{2}-0.0042898511(\tau-1.0)^{3} \\
& +0.041433282(\tau-1.0)^{4}+0.010486649(\tau-1.0)^{5} .
\end{aligned}
$$

It can be readily seen that the coefficients of each pair of solutions are approximately coincided up to five or six digits. To further justify, we plot all the above approximations in Figure 2. We also validate our obtained results by comparing the solutions with the outputs of the well-known Matlab function, i.e., ode 45 as shown in Figure 2.

The corresponding REFs corresponding to $Q=5$ are visualized in Figure 3. Since the accuracy of both approaches are the same for different values of $Q$, we just consider the QLM-SMV and the related achieved REFs obtained via (47). Figure 3 displays the REFs for diverse values of $Q=5,10,15,20,25$. Let us compare our results in terms of the achieved errors in Test case 1 with the corresponding results obtained via ANN in [23]. In Figure 14a-c of [23], the absolute errors (AE) related to three solutions $\mathcal{W}(\tau), \mathcal{M}(\tau)$, and $\mathcal{R}(\tau)$ were visualized. However, it is not known how the authors in [23] obtained such results. The achieved AE for these three solutions are in the ranges $\left[10^{-4}, 10^{-6}\right]$, $\left[10^{-5}, 10^{-6}\right]$, and $\left[10^{-4}, 10^{-6}\right]$, respectively. Obviously, our obtained results with $Q=10$ are comparable with the outcomes of ANN. However, our method with simple implementation than ANN produces results within the desired level of accuracy by just increasing $Q$ as shown in Figure 3.

Besides the visualizations we have plotted in Figures 2 and 3 for the first Test Case (1), we also report the numerical results together with related REFs in both SVM and QLMSVM collocation techniques in Tables 1-3. Using $Q=10$, we tabulate the results related to $\mathcal{W}(\tau), \mathcal{M}(\tau), \mathcal{R}(\tau)$ of WPM system (1) in these tables. For comparisons, the outputs of ode45 are also given at some points $\tau \in[0,1]$. Obviously, our results are accurate enough and by increasing $Q$ we obtain more accuracy as shown in the previous Figure 3 graphically.

Again, we emphasize that the QLM-SMV technique is more efficient than SVM matrix method especially when $Q$ is becoming large. To show an evidence, we measure the elapsed times needed to solve the fundamental matrix Equations (40) and (46). For $Q=10$, the required CPU time to solve it via SMV approach is 47.131 s while the consumed time is only 2.181 s when solving the $(d=5)$ sequence of linear matrix equations via QLM-SMV. Obviously, the latter matrix collocation approach is effective about a factor of 20. This factor will be drastically increased by increasing the number of bases.


Figure 2. Comparisons of numerical solutions obtained via SMV/QLM-SMV in Test Case 1 with $Q=5$.


Figure 3. Comparisons of achieved REFs via QLM-SMV in Test Case 1 with $Q=5,10,15,20,25$.
Table 1. The comparison of numerical results for $\mathcal{W}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 1.

| $\boldsymbol{\tau}$ | $\mathcal{W}_{\mathbf{1 0}}(\boldsymbol{\tau})$ | $\operatorname{Res}_{\mathbf{1 , \mathbf { 1 0 }}}(\boldsymbol{\tau})$ | $\mathcal{W}_{\mathbf{1 0}}^{(6)}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{1 , 1 0}}^{(\boldsymbol{6})}(\boldsymbol{\tau})$ | ode45 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 2.000000000000000 | $3.009 \times 10^{-6}$ | 2.000000000000000 | $5.2109 \times 10^{-8}$ | 2.000000000000000 |
| 0.2 | 1.635344734677582 | $1.2163 \times 10^{-16}$ | 1.635344734677582 | $4.6738 \times 10^{-8}$ | 1.635344747643539 |
| 0.4 | 1.323147588290945 | $6.4882 \times 10^{-17}$ | 1.323147588290946 | $2.2660 \times 10^{-8}$ | 1.323147602581826 |
| 0.6 | 1.077756647036797 | $1.3715 \times 10^{-17}$ | 1.077756647036797 | $2.0233 \times 10^{-8}$ | 1.077756659372727 |
| 0.8 | 0.898530140763903 | $2.6187 \times 10^{-17}$ | 0.898530140763903 | $3.2780 \times 10^{-8}$ | 0.898530150249088 |
| 1.0 | 0.775734936086926 | $5.8324 \times 10^{-17}$ | 0.775734936086926 | $2.7905 \times 10^{-7}$ | 0.775734943518811 |

Table 2. The comparison of numerical results for $\mathcal{M}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 1.

| $\boldsymbol{\tau}$ | $\boldsymbol{\mathcal { M }}_{\mathbf{1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{R e s}_{\mathbf{2 , 1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{\mathcal { M }}_{\mathbf{1 0}}^{(\mathbf{6})}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{2 , 1 0}}^{(\mathbf{6 )}}(\boldsymbol{\tau})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.500000000000000 | $5.7438 \times 10^{-6}$ | 1.500000000000000 | $1.1850 \times 10^{-6}$ | 1.500000000000000 |
| 0.2 | 1.781785727569503 | $8.1666 \times 10^{-17}$ | 1.781785727569503 | $5.8633 \times 10^{-8}$ | 1.781785693817991 |
| 0.4 | 2.011174507752624 | $3.6701 \times 10^{-17}$ | 2.011174507752624 | $2.5766 \times 10^{-8}$ | 2.011174476939520 |
| 0.6 | 2.176954369572905 | $7.3343 \times 10^{-20}$ | 2.176954369572905 | $2.2273 \times 10^{-8}$ | 2.176954343717272 |
| 0.8 | 2.282723331023781 | $2.9268 \times 10^{-17}$ | 2.282723331023781 | $3.5560 \times 10^{-8}$ | 2.282723309823578 |
| 1.0 | 2.340376516291631 | $6.0820 \times 10^{-17}$ | 2.340376516291631 | $3.0049 \times 10^{-7}$ | 2.340376498247829 |

Table 3. The comparison of numerical results for $\mathcal{R}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 1.

| $\boldsymbol{\tau}$ | $\boldsymbol{\mathcal { R }}_{\mathbf{1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{3 , 1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{\mathcal { R }}_{\mathbf{1 0}}^{(\mathbf{6})}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{3 , 1 0}}^{(\mathbf{6})} \boldsymbol{( \boldsymbol { \tau } )}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.000000000000000 | $2.7399 \times 10^{-6}$ | 1.000000000000000 | $1.2401 \times 10^{-6}$ |
| 0.2 | 1.144148720397206 | $1.0165 \times 10^{-16}$ | 1.144148720397206 | $1.1925 \times 10^{-8}$ |
| 0.4 | 1.286799836761650 | $1.0208 \times 10^{-16}$ | 1.286799836761650 | $3.1127 \times 10^{-9}$ |
| 0.6 | 1.424847543018650 | $1.0235 \times 10^{-16}$ | 1.424847543018650 | $2.0448 \times 10^{-9}$ |
| 1.286799852962326 |  |  |  |  |
| 0.8 | 1.555396603046311 | $1.0261 \times 10^{-16}$ | 1.555396603046311 | $2.7865 \times 10^{-9}$ |
| 1.0 | 1.676371203400203 | $1.0336 \times 10^{-16}$ | 1.676371203400203 | $2.1495 \times 10^{-8}$ |

Test 2. As the second test case, we consider the following parameters for the WPM system (1) taken from [23]

$$
\beta=0.75, \quad \gamma=0.21, \quad \alpha=0.5, \quad \mu=0.4, \quad \lambda=0.66, \quad \theta=0.05
$$

Here, we also use the same initial conditions (48) as before.
We take $Q=8$ for this example. By utilizing the direct SVM collocation strategy we obtain the following approximate solutions

$$
\begin{aligned}
\mathcal{W}_{5}(\tau) & =1.38408-0.496695 \tau+0.510251(\tau-1)^{2}-0.221746(\tau-1)^{3}-0.0182392(\tau-1)^{4} \\
& +0.0406997(\tau-1)^{5}-0.091222(\tau-1)^{6}-0.0208731(\tau-1)^{7}+0.0132056(\tau-1)^{8} \\
\mathcal{M}_{5}(\tau) & =2.07695+0.412038 \tau-0.429339(\tau-1)^{2}+0.244504(\tau-1)^{3}-0.00338077(\tau-1)^{4} \\
& -0.0398247(\tau-1)^{5}+0.0891454(\tau-1)^{6}+0.0129265,(\tau-1)^{7}-0.0157692(\tau-1)^{8} \\
\mathcal{R}_{5}(\tau) & =1.05659+0.658883 \tau-0.097384(\tau-1)^{2}-0.021133(\tau-1)^{3}+0.0218964(\tau-1)^{4} \\
& -0.00105248(\tau-1)^{5}+0.0021671(\tau-1)^{6}+0.0080240(\tau-1)^{7}+0.00257003(\tau-1)^{8} .
\end{aligned}
$$

Figure 4 displays the graphics of the forgoing approximate solutions on the interval $\tau \in[0,1]$ along with the related REFs namely $\operatorname{Res}_{s, 8}(\tau)$ for $s=1,2,3$. Note also that we have plotted the related solutions obtained via ode45 to validate our results as show by dashed lines.

The numerical convergence of the proposed collocation approaches is investigated next. For this purpose, we employ QLM-SMV with various $Q=10,15,20,25,30$. The results of REFs for these values are shown in Figure 5. It can be obviously observed that by increasing $Q$ we obtain the desired level of accuracy. In an analogue way as in Test Case 1 we compare our results in terms of the achieved errors in Test Case 2 with the real outcomes obtained via ANN in [23]. In Figure 14a-c of [23], the reported AE associated with the three solutions $\mathcal{W}(\tau), \mathcal{M}(\tau)$, and $\mathcal{R}(\tau)$ are in the ranges $\left[10^{-5}, 10^{-6}\right],\left[10^{-5}, 10^{-7}\right]$, and $\left[10^{-4}, 10^{-7}\right]$, respectively. Consequently, our achieved REFs with $Q=10$ are comparable with the those obtained by ANN. It can be seen from Figure 5 that we can gain more accurate results by increasing $Q$.


Figure 4. Graphics of numerical solutions obtained via SMV technique (left) and related REFs (right) in Test Case 2 with $Q=8$.


Figure 5. Comparisons of achieved REFs via QLM-SMV in Test Case 2 with $Q=10,15,20,25,30$.
Some precise comparisons are also made in Tables 4-6 for the second Test Case. Similar to the previous example, we utilize $Q=10$ here. The outcomes of the method ode 45 are reported in these tables for validation. It should be noted that the maximum value of REFs is occurred at the initial conditions for all three solutions as one sees from the former figures.

Table 4. The comparison of numerical results for $\mathcal{W}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 2.

| $\tau$ | $\mathcal{W}_{10}(\tau)$ | $\operatorname{Res}_{1,10}(\tau)$ | $\mathcal{W}_{10}^{(6)}(\tau)$ | $\operatorname{Res}_{1,10}^{(6)}(\tau)$ | ode45 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 2.000000000000000 | $2.5031 \times 10^{-5}$ | 2.000000000000000 | $1.1977 \times 10^{-5}$ | 2.000000000000000 |
| 0.2 | 1.686724480504163 | $3.3756 \times 10^{-17}$ | 1.686724480504163 | $8.3444 \times 10^{-8}$ | 1.686724252185354 |
| 0.4 | 1.408026244093626 | $3.9045 \times 10^{-17}$ | 1.408026244093626 | $1.3747 \times 10^{-8}$ | 1.408026045424371 |
| 0.6 | 1.180693661616488 | $4.3653 \times 10^{-17}$ | 1.180693661616488 | $4.2778 \times 10^{-9}$ | 1.180693500541583 |
| 0.8 | 1.008871385496761 | $4.1311 \times 10^{-17}$ | 1.008871385496761 | $3.4220 \times 10^{-10}$ | 1.008871262717612 |
| 1.0 | 0.887394398606239 | $2.4634 \times 10^{-17}$ | 0.887394398606239 | $3.1504 \times 10^{-8}$ | 0.887394310412539 |

Table 5. The comparison of numerical results for $\mathcal{M}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 2.

| $\boldsymbol{\tau}$ | $\mathcal{M}_{\mathbf{1 0}}(\boldsymbol{\tau})$ | $\operatorname{Res}_{\mathbf{2 , \mathbf { 1 0 }}}(\boldsymbol{\tau})$ | $\boldsymbol{\mathcal { M }}_{\mathbf{1 0}}^{(6)}(\boldsymbol{\tau})$ | $\operatorname{Res}_{\mathbf{2 , \mathbf { 1 0 }}}^{(\boldsymbol{6})}(\boldsymbol{\tau})$ | ode45 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.500000000000000 | $2.3165 \times 10^{-5}$ | 1.500000000000000 | $1.1152 \times 10^{-5}$ | 1.500000000000000 |
| 0.2 | 1.789060924429931 | $1.5462 \times 10^{-17}$ | 1.789060924429931 | $7.5504 \times 10^{-8}$ | 1.789061126908230 |
| 0.4 | 2.040571945783313 | $2.1394 \times 10^{-17}$ | 2.040571945783312 | $1.1675 \times 10^{-8}$ | 2.040572111526604 |
| 0.6 | 2.240478085469465 | $5.6577 \times 10^{-17}$ | 2.240478085469465 | $2.9163 \times 10^{-9}$ | 2.240478209135855 |
| 0.8 | 2.387458767134453 | $9.0178 \times 10^{-17}$ | 2.387458767134453 | $1.5132 \times 10^{-9}$ | 2.387458850352139 |
| 1.0 | 2.488984854647195 | $1.2223 \times 10^{-16}$ | 2.488984854647195 | $4.5816 \times 10^{-8}$ | 2.488984903113141 |

Table 6. The comparison of numerical results for $\mathcal{R}(\tau)$ in SMV/QLM-SMV procedure using $Q=10$ in Test Case 2.

| $\boldsymbol{\tau}$ | $\boldsymbol{\mathcal { R }}_{\mathbf{1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{3 , 1 0}}(\boldsymbol{\tau})$ | $\boldsymbol{\mathcal { R }}_{\mathbf{1 0}}^{(\mathbf{6})}(\boldsymbol{\tau})$ | $\boldsymbol{\operatorname { R e s }}_{\mathbf{3 , 1 0}}^{(\mathbf{6})}(\boldsymbol{\tau})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.000000000000000 | $1.8770 \times 10^{-6}$ | 1.000000000000000 | $8.3071 \times 10^{-7}$ | 1.000000000000000 |
| 0.2 | 1.145489377880121 | $5.6770 \times 10^{-17}$ | 1.145489377880121 | $7.9876 \times 10^{-9}$ | 1.145489403620375 |
| 0.4 | 1.292486897793709 | $5.8378 \times 10^{-17}$ | 1.292486897793709 | $2.0851 \times 10^{-9}$ | 1.292486930331389 |
| 0.6 | 1.438257383988312 | $6.2518 \times 10^{-17}$ | 1.438257383988312 | $1.3697 \times 10^{-9}$ | 1.438257420682760 |
| 0.8 | 1.580003268136816 | $6.9219 \times 10^{-17}$ | 1.580003268136816 | $1.8665 \times 10^{-9}$ | 1.580003306643738 |
| 1.0 | 1.715470833831343 | $7.8809 \times 10^{-17}$ | 1.715470833831343 | $1.4398 \times 10^{-8}$ | 1.715470872161920 |

We next go beyond the unit interval and take a relatively large interval $\Omega_{a, b}=[0,50]$. The approximate solutions obtained by using the QLM-SMV and with $Q=50$ bases are presented in Figure 6. Plotting further solutions obtained by ode 45 show that our results are in good alignment with them. The related REFs are displayed in Figure 7. From the parameters given in the second test problem we find that the values of the basic reproduction number $\mathbb{R}_{0}$ in (A4) and the second equilibrium point $P^{*}$ in (A3) become

$$
\begin{aligned}
& \mathbb{R}_{0}=\frac{\beta \lambda(\mu+\theta)}{\alpha \gamma \theta}=\frac{297}{7} \approx 42.429>1, \\
& P^{*}=\left(\frac{\lambda(\mu+\theta)}{\alpha \theta}-\frac{\gamma}{\beta}, \frac{\alpha}{\beta}, \frac{\lambda}{\theta}\right)=\left(\frac{58}{5}, \frac{2}{3}, \frac{66}{5}\right) \approx(11.6,0.667,13.20) .
\end{aligned}
$$

By looking at the plots we can infer that the approximate solutions converge to the stable point $P^{*}$ as $\tau \rightarrow \infty$.


Figure 6. Comparisons of numerical solutions obtained via QLM-SMV in Test Case 2 with $Q=50$.


Figure 7. Graphics of achieved REFs via QLM-SMV in Test Case 2 with $Q=50$.
Let us finally investigate the effectiveness and high-order accuracy of our proposed QLM-SMV procedure through computing the errors in the $L_{\infty}$ norm. For a fixed $d$, we calculate the maximum values of the REF norm of the solutions $\mathcal{W}(\tau), \mathcal{M}(\tau)$, and $\mathcal{R}(\tau)$ by

$$
L_{j, \infty} \equiv L_{j, \infty}(Q):=\max _{\tau \in[0,1]} \operatorname{Res}_{j, Q}^{(d)}(\tau),
$$

for $j=1,2,3$, where the REFs are defined in (47). To justify the theoretical findings and in order to the check the numerical order of convergence of the QLM-SMV, we compute the following expressions

$$
\begin{equation*}
r_{j, \infty}:=\log _{2}\left(\frac{L_{j, \infty}(Q)}{L_{j, \infty}(2 Q)}\right), \quad j=1,2,3 . \tag{49}
\end{equation*}
$$

The results of $L_{j, \infty}$ error norms and the related order of convergences $r_{j, \infty}$ for two Test Case 1 and 2 are tabulated in Table 7. Here, we have used $d=5$ and various $Q=2^{i}$, $i=1,2, \ldots, 5$. By looking at Table 7, it can be seen that the behavior of the obtained order of convergences is exponentially similar. This confirms the high-order accuracy of the QLM-SMV approach.

Table 7. The results of $L_{\infty}$ norms, the corresponding convergence rate in Test Case 1 and 2 using the QLM-SMV procedure with diverse $Q$ and $d=5$.

| $Q$ | Test Case 1 |  |  |  |  |  | Test Case 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{1, \infty}$ | $r_{1, \infty}$ | $L_{2, \infty}$ | $r_{2, \infty}$ | $L_{3, \infty}$ | $r_{3, \infty}$ | $L_{1, \infty}$ | $r_{1, \infty}$ | $L_{2, \infty}$ | $r_{2, \infty}$ | $L_{3, \infty}$ | $r_{3, \infty}$ |
| 2 | $8.72{ }_{-2}$ | - | $6.72{ }_{-2}$ | - | $5.98-2$ | - | $1.68-1$ | - | $1.05-1$ | - | 6.18-2 | - |
| 4 | $6.37-2$ | 0.454 | 6.79-2 | -0.015 | 4.15-3 | 3.850 | $3.45-2$ | 2.282 | $3.95-2$ | 1.408 | $4.93-3$ | 3.650 |
| 8 | $4.12{ }_{-4}$ | 7.273 | 3.91-4 | 7.441 | $2.11_{-5}$ | 7.617 | 4.05-4 | 6.416 | $3.95-4$ | 6.645 | $9.77{ }_{-6}$ | 8.978 |
| 16 | 2.33-9 | 17.43 | 2.27-9 | 17.39 | $6.14-11$ | 18.39 | 1.98-9 | 17.64 | 1.98-9 | 17.61 | $3.05-12$ | 21.61 |
| 32 | $8.42{ }_{-21}$ | 38.01 | $8.30-21$ | 37.99 | 1.19-22 | 38.90 | $3.64{ }_{-21}$ | 38.99 | 3.68 -21 | 38.97 | $3.77-23$ | 36.24 |

## 6. Conclusions

In this manuscript, we have described two accurate matrix collocation techniques based on the (novel) shifted Morgan-Voyce (SMV) functions to find the approximate solutions to a nonlinear system of differential equations arising in modeling of waste plastic management. From theoretical point of view, the existence and the stability properties of
equilibrium points of the underlying system are investigated based on the basic reproduction number $\mathbb{R}_{0}$. From numerical perspectives, we first employ the SMV matrix collocation approach to solve this system accurately. In the second approach, we first convert the given nonlinear system into a family of linearized systems followed by applying the SMV collocation technique to them efficiently. Through a comprehensive error analysis we proved that the SMV expansion series is convergent in the weighted $L_{2}$ and $L_{\infty}$ norms. Numerical simulations using various model parameters are presented to show the accurateness as well as the effectiveness of the proposed collocation techniques. We compare our results with those obtained via ANN [23] to validate the accuracy of the proposed techniques. In conclusion, our second presented QLM-SMV technique produces comparable accurate results in comparison with the direct SVM approach. Furthermore, the calculations involved in QLM-SMV are simple, straightforward, and have a lower computation cost.
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## Appendix A. Properties and Stability of the Model

In the part, we first derive the equilibrium points of the given WPM model (1). Hence, the basic reproduction number related to this system is obtained. Next, we investigate the stability of two equilibrium points and establish some results.

## Appendix A.1. Equilibria and Basic Reproduction Number of the Model

The equilibria of the model (1) are obtained by solving the following equations:

$$
\begin{align*}
& \lambda-\gamma \overline{\mathcal{W}}-\beta \overline{\mathcal{M}} \overline{\mathcal{W}}+\mu \overline{\mathcal{R}}=0 \\
& \beta \overline{\mathcal{M}} \overline{\mathcal{W}}-\alpha \overline{\mathcal{M}}=0  \tag{A1}\\
& \alpha \overline{\mathcal{M}}-\mu \overline{\mathcal{R}}+\gamma \overline{\mathcal{W}}-\theta \overline{\mathcal{R}}=0 .
\end{align*}
$$

The system has two solutions: When $\overline{\mathcal{M}}=0$, the equilibrium $P^{0}$ is obtained as follows

$$
\begin{equation*}
P^{0}=\left(\mathcal{M}^{0}, \mathcal{W}^{0}, \mathcal{R}^{0}\right)=\left(0, \frac{\lambda(\theta+\mu)}{\gamma \theta}, \frac{\lambda}{\theta}\right), \tag{A2}
\end{equation*}
$$

and when $\overline{\mathcal{M}}>0$, the equilibrium point is

$$
\begin{equation*}
P^{*}=\left(\mathcal{M}^{*}, \mathcal{W}^{*}, \mathcal{R}^{*}\right)=\left(\frac{\lambda(\mu+\theta)}{\alpha \theta}-\frac{\gamma}{\beta}, \frac{\alpha}{\beta}, \frac{\lambda}{\theta}\right) . \tag{A3}
\end{equation*}
$$

The basic reproduction number $\mathbb{R}_{0}$ can be obtained as dominant eigenvalue of the next generation matrix [37]. Using this method, we write the second equation in (A1) as

$$
M^{\prime}=\mathcal{F}-\mathcal{G}
$$

where $\mathcal{F}=\beta \mathcal{M} \mathcal{W}$ and $\mathcal{G}=\alpha \mathcal{M}$. By letting $f=\left.\frac{\partial \mathcal{F}}{\partial M}\right|_{p^{0}}=\beta W^{0}=\frac{\beta \lambda(\mu+\theta)}{\gamma \theta}$ and $g=$ $\left.\frac{\partial \mathcal{G}}{\partial M}\right|_{P^{0}}=\alpha$, the basic reproduction number related to this model is given by

$$
\begin{equation*}
\mathbb{R}_{0}=\rho\left(f g^{-1}\right)=\frac{\beta \lambda(\mu+\theta)}{\alpha \gamma \theta} \tag{A4}
\end{equation*}
$$

For the equilibrium $P^{*}$ in which $\mathcal{M}^{*} \neq 0$, we have

$$
\begin{equation*}
\mathcal{M}^{*}=\frac{\lambda(\mu+\theta)}{\alpha \theta}-\frac{\gamma}{\beta}=\frac{\gamma}{\beta}\left(\frac{\beta \lambda(\mu+\theta)}{\gamma \alpha \theta}-1\right)=\frac{\gamma}{\beta}\left(\mathbb{R}_{0}-1\right) . \tag{A5}
\end{equation*}
$$

Thus, we have $\mathcal{M}^{*}>0$ if and only if $\mathbb{R}_{0}>1$. Hence, based on the former discussion we can state the following Lemma:

Lemma A1. Model (1) has only the equilibrium $P^{0}$ (corresponding to $\overline{\mathcal{M}}=0$ ) when $\mathbb{R}_{0} \leq 1$ and it also has a unique equilibrium $P^{*}$ (corresponding to $\overline{\mathcal{M}} \neq 0$ ) if $\mathbb{R}_{0}>1$.

## Appendix A.2. Stability of the Model

For studying the local stability of the equilibria of the model (1), we consider the eigenvalues of the Jacobian matrix at each equilibrium point. The equilibrium is stable if and only if the eigenvalues of the related Jacobian matrix have negative real part. The Jacobian matrix of the model (1) at $(\mathcal{M}, \mathcal{W}, \mathcal{R})$ has the following representation

$$
J(\mathcal{M}, \mathcal{W}, \mathcal{R})=\left(\begin{array}{ccc}
\beta \mathcal{W}-\alpha & \beta \mathcal{M} & 0  \tag{A6}\\
-\beta \mathcal{W} & -\gamma-\beta \mathcal{M} & \mu \\
\alpha & \gamma & -(\mu+\theta)
\end{array}\right)
$$

At equilibrium $P^{0}$ we have

$$
J^{0}=J\left(P^{0}\right)=\left(\begin{array}{ccc}
\beta \mathcal{W}^{0}-\alpha & 0 & 0  \tag{A7}\\
-\beta \mathcal{W}^{0} & -\gamma & \mu \\
\alpha & \gamma & -(\mu+\theta)
\end{array}\right)
$$

and its eigenvalues are $\lambda_{1}=\beta \mathcal{W}^{0}-\alpha=\frac{\beta \lambda(\theta+\mu)}{\gamma \theta}-\alpha=\alpha\left(\mathbb{R}_{0}-1\right)$, which is negative if and only if $\mathbb{R}_{0}<1$. Other eigenvalues of $J^{0}$ are the eigenvalues of the following matrix

$$
S=\left(\begin{array}{cc}
-\gamma & \mu  \tag{A8}\\
\gamma & -(\mu+\theta)
\end{array}\right)
$$

By the Routh-Hurwitz criterion [38], the real part of eigenvalues of matrix $S$ are negative if and only if $\operatorname{trace}(S)<0$ and $\operatorname{det}(S)>0$. However, we have

$$
\operatorname{trace}(S)=-(\mu+\theta+\gamma)<0, \quad \operatorname{det}(S)=\gamma(\mu+\theta)-\mu \gamma=\gamma \theta>0
$$

Thus, all eigenvalues of $J^{0}$ have negative real part and stability of the model at $P^{0}$ is concluded.

Theorem A1. For model (1), the equilibrium point $P^{0}$ is locally asymptotically stable if $\mathbb{R}_{0}<1$ and unstable if $\mathbb{R}_{0}>1$.

At equilibrium $P^{*}$ we have $\beta \mathcal{W}^{*}=\alpha$ and thus we obtain.

$$
J^{*}=J\left(P^{*}\right)=\left(\begin{array}{ccc}
0 & \beta \mathcal{M}^{*} & 0  \tag{A9}\\
-\alpha & -\gamma-\beta \mathcal{M}^{*} & \mu \\
\alpha & \gamma & -(\mu+\theta)
\end{array}\right)
$$

It can be easily seen that

$$
\begin{aligned}
\operatorname{trace}\left(J^{*}\right) & =-\beta \mathcal{M}^{*}-(\mu+\theta+\gamma)<0 \\
\operatorname{trace}\left(\left(J^{*}\right)^{2}\right) & =-2 \alpha \beta \mathcal{M}^{*}+2 \gamma \mu+\left(\gamma+\beta \mathcal{M}^{*}\right)^{2}+(\mu+\theta)^{2}
\end{aligned}
$$

The next observation is

$$
\begin{equation*}
\operatorname{trace}\left(\left(J^{*}\right)^{2}\right)-\left(\operatorname{trace}\left(J^{*}\right)\right)^{2}=-2\left\{\gamma \theta+(\mu+\theta+\alpha) \beta \mathcal{M}^{*}\right\}<0 \tag{A10}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\operatorname{det}\left(J^{*}\right)=-\beta \mathcal{M}^{*}(\alpha(\mu+\theta)-\alpha \mu)=-\alpha \theta \beta \mathcal{M}^{*}<0 \tag{A11}
\end{equation*}
$$

Note that in the former relations (A10) and (A11) we have used the fact that $\mathcal{M}^{*}>$ $0 \Leftrightarrow \mathbb{R}_{0}<1$ due to (A5).

Theorem A2. The equilibrium $P^{*}$ for the model (1) is locally asymptotically stable if one has $\mathbb{R}_{0}>1$.
Proof. According to Routh-Hurwitz criterion [38], the roots of the characteristic polynomial $F(\lambda)=\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3}$ of the Jacobian matrix $J$ lie in the left half of the Cartesian plane if and only if $a_{1}>0, a_{3}>0$, and $a_{1} a_{2}>a_{3}$, where

$$
\begin{align*}
& a_{1}=-\operatorname{trace}(J) \\
& a_{2}=-\frac{1}{2}\left(\operatorname{trace}\left(J^{2}\right)-\operatorname{trace}^{2}(J)\right),  \tag{A12}\\
& a_{3}=-\operatorname{det}(J)
\end{align*}
$$

From preceding calculations (A10) and (A11) for matrix $J^{*}$ in (A9) we observe clearly that $a_{1}>0$ and $a_{3}>0$. Moreover, we have

$$
\begin{equation*}
a_{1} a_{2}-a_{3}=\left\{\beta \mathcal{M}^{*}+(\mu+\theta+\gamma)\right\} \gamma \theta+\left\{\beta \mathcal{M}^{*}-(\mu+\gamma)\right\}(\mu+\theta+\alpha) \beta \mathcal{M}^{*}+\theta(\mu+\theta) \beta \mathcal{M}^{*}>0 \tag{A13}
\end{equation*}
$$

Thus, the proof is completed.

## Appendix B

Proof of Lemma 3. On account of Lemma 2, the zeros of $\mathrm{B}_{q}(t)$ are denoted by $t_{0}, t_{1}, \ldots, t_{q}$. Therefore, we can express $\mathrm{B}_{q}(t)$ in terms of its roots as follows

$$
\mathrm{B}_{q}(t)=\left(t-t_{0}\right)\left(t-t_{1}\right) \ldots\left(t-t_{q}\right)
$$

It should emphasize that the leading coefficient of the original MV function is always one in accordance to their definition (5). Now, we use the change of variable (9) to arrive at

$$
\mathrm{B}_{q}^{\star}(\tau)=\left[\frac{4}{L}\left(\tau-\tau_{b}\right)-t_{0}\right]\left[\frac{4}{L}\left(\tau-\tau_{b}\right)-t_{1}\right] \cdots\left[\frac{4}{L}\left(\tau-\tau_{b}\right)-t_{q}\right] .
$$

By equating the former equation to zero we find that the roots are $\tau_{\zeta}=\tau_{b}+(L / 4) t_{\zeta}$ for $\zeta=1,2, \ldots, q$. Thus, the proof is complete.
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