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Abstract: Advances in higher-end spectrum utilization has enabled user equipment to dock multiple
antenna elements, and hence make use of selectivity via equalization in new generation of mobile
networks. The equalization can exploit channel statistics to shape covariance matrices, and hence
improve network performance at the physical layer of these networks by projecting segregated signals
to non-overlapping subspaces. We propose to establish the promise of covariance shaping method
by incorporating the equalizers in the modelling of a downlink multi-user multiple-input multiple-
output (MU-MIMO) systems and thereby characterizing a key performance indicator, namely, the
sum ergodic capacity. This is achieved by utilizing a residue theory approach which can account for
indefinite eigenvalues. The system modelling is generic in a sense that it requires the base station (BS)
to only have second order statistics of the channel rather than instantaneous knowledge. Furthermore,
the BS incorporates a transmit beamformer design to enhance the ergodic capacity and feedforward
the information of covariance shaping equalizers. Search method for transmit beamforming is also
proposed which shows a promising three fold increase in sum ergodic capacity at signal-to-noise
ratio of 10 dB for the considered MU-MIMO system. Proposed characterization of the system is
authenticated using simulation means, and a comparative analysis of transmit beamformer designs
on the sum ergodic rate is showcased.

Keywords: indefinite quadratic forms; beamforming; ergodic capacity; interior-point method;
principal eigenvectors; modern technologies

MSC: 68P30

1. Introduction

Numerous research frontiers are explored in telecommunication sector for beyond-5G
(B5G) wireless communications networks in order to meet the ever-increasing spectrum
demands [1]. Research directions for the conventional and B5G networks are often cat-
egorized based on the level of knowledge, and the uncertainty in estimation of channel
state information (CSI). Primarily, two levels of CSI information are instantaneous and
statistical, each level is pertinent for a specific set of applications. In a downlink multi-user
multi-input multi-output (MU-MIMO) system, much of the existing literature assumes
instantaneous CSI at the base station (BS) e.g., as in [2]. Relaying instantaneous CSI to the
BS would require a sizable proportion of the bandwidth and hence relaying only statistics
of CSI can be a better option for bandwidth constrained networks. Hence, there is a need
for analysis of statistical CSI based systems.

System modelling, statistical inferences, and analysis of the MU-MIMO systems are
explored in previous works by either adopting a generic channel design, or by perceiving a
separable transmit and receiver covariance matrices as in the Kronecker structured channel
model [3]. Methods of estimating these matrices are pointed out in [4], however, statistics
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of the channel can be considered known with certain level of certainty. The Kronecker struc-
tured channel model yields pessimistic results [5] in terms of key performance indicators
(KPIs) due to strong assumption of separable transmit and receiver correlation matrices.
However, the former, i.e., the generic channel design is recently proposed in [6,7] and it
utilizes a covariance shaping methodology to incorporate an effective equalizer design of
the MU-MIMO system. This scheme makes use of geographical location of user equipment
(UE) and hence projects the radiated signal to the subscriber UE on orthogonal subspaces
by reshaping channel covariance statistics and hence reducing the interference incurred
by multiple users. While the seminal work of covariance shaping model was given in [6],
but it was limited to only 2 users. This assumption was later relaxed in [8] and the proof of
convergence was also given to ensure an effective equalizer design. Under the covariance
shaping scheme, a significant key performance indicator (KPI), i.e., the outage probability
of a given user was characterized by employing indefinite quadratic formulation based
residue theory approach. However, another significant performance metric, i.e., the sum
ergodic capacity under the covariance shaping mechanism is not characterized. Ergodic
capacity gives an upper bound on the dependable transmission of data over a fading
channel and its characterization for the covariance shaping based MU-MIMO systems
would yield a much-needed analysis of B5G networks.

Ergodic capacity of an ergodic channel is simply the average of a log of signal-to-
interference-plus-noise ratio (SINR) [9]. Computing cumulative distributive function
(CDF), i.e., the outage probability formulates a mathematical relationship with the ergodic
capacity. In literature, usually an instantaneous SINR with known instantaneous CSI is
considered for system modelling. However, when only the channel statistics are known
at the transmit side, then the characterization of KPIs are more involved. Specifically, in
literature, solutions of KPIs are of numerical nature, e.g., [10], or exact solutions albeit
with assumptions on channel conditions as in [11–13]. More recently, in [14], an exact
closed-form expression of ergodic capacity is characterized for a MU-MISO setup given
in [15]. However, to the best of our knowledge, no work is done to characterize the ergodic
sum rate of a covariance shaping based downlink MU-MIMO communication system. Also,
the sum ergodic capacity provides a simple and single objective function which can be
utilized as a constrained maximization problem. The solutions to such problems can be
both sub-optimal closed-form as well as exhaustive search based on constrained nonlinear
tools, e.g., as in [16,17]. Hence, there is a need for the characterization of sum ergodic
capacity and for the design of transmit and receive beamformers.

In this paper, we observe the aforementioned requirements and shape our significant
contributions in a three-fold manner. First, we formulate the SINR expressions in a canonical
quadratic formulation by adopting the strategies proposed in [6,8]. Primarily, we utilize
equalizer vectors for covariance shaping and include them as weights for Rayleigh channel
vectors. Second, we characterize the sum ergodic capacity of downlink MU-MIMO system
by employing Theorem 1 in [14], albeit now under the covariance shaping mechanism.
Herein, both transmit and receive beamformers have closed-form iterative solutions. Lastly,
an exhaustive search solution for the transmit beamforming is proposed by making use
of a non-linear optimization toolbox in [18]. The last contribution is relevant since BS can
have enough computational resources to engage the exhaustive search methods.

After the Introduction section, system model of the covariance shaping strategy is
given in Section 2. Section 3 outlines the use of residue theory in the characterization of
sum ergodic capacity. Section 4 provides an iterative closed-form design of transmit and
receive beamformers. A search method is proposed in Section 5. Results, Conclusions, and
References Sections follow next.

Notations: Scalars, vectors, and matrices are expressed using italic, bold, and bold-
capital letters, respectively. ⊗, E{.}, and Vmax(A) represents the Kronecker product,
expectation function and principal eigenvector of matrix A, respectively. u(.), and E1(.)
denote the unit step and exponential integral functions, respectively.
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2. System Model

The system model under consideration is a fairly standard downlink MU-MIMO
network shown in Figure 1. It consists of a total of K users and a single BS. Number
of antenna elements of the user equipment and BS are M and N, respectively, and the
plurality of antenna elements are to harvest the antenna diversity gain. For a given user,
i.e., k, k ∈ {1, 2, . . . , K}, the message signal is xk which is multiplied with a precoder vector
wk ∈ CN×1, ∀k. The kth user receives the signal from its antenna elements and multiplies
with the equalization vector vk ∈ C1×M. For data symbol, precoding and equalization
vectors, unity power normalization is considered. Now, for the kth user, the observed signal
is as follows:

yk = vkHkwkxk +
K

∑
i=1,i 6=k

vkHkwixi + nk. (1)

Here, the first two terms represent the desired component and the co-channel interference
component while the third term, i.e., nk is additive white noise of kth user and it power is
σ2

k , Hk ∈ CM×N channel matrix and its vectorized version is vec(Hk) ∼ CN (0, Σk), where
Σk is given by [6]

Σk ,


Σk,11 Σk,12 . . . Σk,1N

ΣH
k,12 Σk,22

...
...

. . .
ΣH

k,1N . . . Σk,NN

, (2)

while Σk,ij , E[hk,ih
H
k,j], ∀i, j is an M×M block matrix.

Figure 1. System model of MU-MIMO system with BS having N antenna elements and K users each
having M antennas.

For the kth user, the instantaneous SINR is computed as follows,

γk =
|vkHkwk|2

σ2
k + ∑K

i=1,i 6=k |vkHkwi|2
. (3)

Next, we remodel (3) in two distinct forms. First, we adopt a Kronecker structured
channel modelling, later we move towards the covariance shaping general channel modelling.
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2.1. Kronecker Structured Model

The Kronecker structured channel model, e.g., as in [3] has rather a simple SINR
structure where the covariance matrices at the transmit and receive side, i.e., (Tk) and (Rk),
respectively, can be disjointed. Hence, the channel matrix Hk is reformulated as,

Hk = R
1
2
k Hk T

1
2
k , (4)

where Hk ∼ CN (0, I), i.e., a white channel with identity correlation matrix I. Thus, the
SINR expression in (3) can be reformulated as

γk =
|v̄kHkw̄k|2

σ2
k + ∑K

i=1,i 6=k |v̄kHkw̄i|2
,

=
w̄H

k HH
k v̄H

k v̄kHkw̄k

σ2
k + ∑K

i=1,i 6=k w̄H
i HH

k v̄H
k v̄kHkw̄i

, (5)

where in the first equality we have reformed the beamforming vectors as v̄k = vkR
1
2
k and

w̄k = T
1
2
k wk.

Next, representing Hk in terms of its vectorized version, h̄k = vec(Hk
T
) ∈ CNM×1, we

simplify the expression by using Hkw̄k =
(
IM ⊗ w̄T

k
)
h̄k, ∀k. Hence under this methodol-

ogy, we can express γk in the canonical quadratic form as

γk =

h̄H
k

[(
IM ⊗ w̄T

k
)Hv̄H

k v̄k
(
IM ⊗ w̄T

k
)]

h̄k

σ2
k + h̄H

k

[
∑K

i=1,i 6=k
(
IM ⊗ w̄T

i
)Hv̄H

k v̄k
(
IM ⊗ w̄T

i
)]

h̄k

. (6)

2.2. Covariance Shaping Model

The covariance shaping model is adopted from [6] and it is used to achieve orthogo-
nality of covariance matrices observed at users. Now, for the kth user, transmit correlation
(Tk , E[HH

k Hk] ∈ CN×N) and receive correlation (Rk , E[HkHH
k ] ∈ CM×M) are shaped by

using vk, ∀k preemptively albeit with the trade-off in terms of an effective single stream
transmission and hence effectively making sort of MISO configuration. Hence with this
preamble, h̄k , vH

k Hk ∈ C1×N and the transformed channel is h̄k ∼ CN (0, Ψk) with

covariance matrix Ψk is simply, Ψk =
(
(IN ⊗ vH

k )Σk(IN ⊗ vk)
)T .

Thus, we can express γk as follows:

γk =
h̄H

k
[
wkwH

k
]
h̄k

σ2
k + h̄H

k
[

∑K
i=1,i 6=k wiw

H
i
]
h̄k

. (7)

3. Characterization of Sum Ergodic Capacity

In this section, a closed-form expression of the sum ergodic capacity albeit under
the modern covariance shaping mechanism is derived. The choice of (7) is without loss
of generality as similar framework holds for (6). The sum ergodic capacity denoted as S
is as follows:

S =
K

∑
k=1

E
[
log2

(
1 + γk

)]
, (8)

=
K

∑
k=1

E
[

log2

(
1 +

h̄H
k
[
wkwH

k
]
h̄k

σ2
k + h̄H

k
[

∑K
i=1,i 6=k wiw

H
i
]
h̄k

)]
. (9)
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Now, by employing the framework given in [14], which includes partial fraction ex-
pansion and residue theory based integration simplification, the exact closed-form equation
of S is given by:

S =
1

ln(2)

K

∑
k=1

[ N

∑
n=1

λN−1
n,k

∏N
u=1,u 6=n(λn,k − λu,k)

e
1

λn,k E1

(
1

λn,k

)
u
(
λn,k

)
−

N

∑
n=1

νN−1
n,k

∏N
u=1,u 6=n(νn,k − νu,k)

e
1

νn,k E1

(
1

νn,k

)
u
(
νn,k
)]

, (10)

where λt,k and νt,k are the tth eigenvalues of the kth user and they are from Hermitian
matrices

[
wkwH

k
]
+
[

∑K
i=1,i 6=k wiw

H
i
]

and
[

∑K
i=1,i 6=k wiw

H
i
]
, respectively.

The aforementioned closed-form expression holds for indefinite eigenvalues and
hence it is generic. More specifically, the product appearing in (10) accounts for both
positive and negative eigenvalues while the summation function is handled using u(.).
Also, the closed-form S serves as an objective function for the maximization problem
considered next.

4. Closed-Form Statistical Beamformer Solution

This section provides a statistical beamforming solution which maximizes the sum
ergodic capacity in (10). While we primarily focus on the covariance shaping model in the
design of receive beamformers, the methods proposed for precoding is equally beneficial
for Kronecker structured model. Consider a constrained optimization problem as follows:

max.
{wk ,vk}K

k=1∈Φ
S
(
{wk}, {vk}

)
,

s.t. ‖wk‖2 = 1, ∀k ,

‖vk‖2 = 1, ∀k.

(11)

Here, the constraints on the beamformer norms normalizes both the BS’s transmission
power and the receive equalizers. We use the set Φ to denote a sequential optimization
structure starting with a closed-form iterative receive beamformer design viz. a covari-
ance shaping methodology which is followed by a transmit beamformer design in the
second stage.

4.1. Receive Beamforming

The aim of receive beamforming is to shape equalizer vectors vk so that the cross-
covariance matrices among the users approach orthogonality. Mathematically,

vk =arg min.
‖vk‖2=1

ΨkΨi 6=k, (12)

The global solution desires exhaustive search techniques which are not desired for battery
operated and limited computationally capable user devices. Hence, an alternate solution
which uses a Generalized Rayleigh-Quotient based iterative approach [8], is now designed
for the covariance shaping based sum ergodic structure. Since the equalization is dependent
only on the channel statistics which remain true for longer duration of time, receive
beamforming needs the re-tuning only when statistics of the channel change.
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4.2. Transmit Beamforming

The goal of transmit beamformer is to maximize the sum ergodic capacity again under
power loading constraints. Hence, a maximization problem is formulated as follows:

max.
{wk}K

k=1

S
(
{wk}K

k=1

)
,

s.t. ‖wk‖2 = 1, ∀k,(
E
[
log2

(
1 + γk

)])init.

≤
(
E
[
log2

(
1 + γk

)])opt.

, ∀k.

(13)

Here, the first constraint is used to limit the transmit power and the second constraint
ensures that initialized ergodic capacity is always smaller than optimized ergodic capacity
for all users. The aforementioned objective function unfortunately does not have a closed-
form global solution. Nevertheless, a local albeit a closed-form solution is in terms of
considering the principal eigenvalue of Ψk, ∀k as the transmit beamformer.

Algorithm 1 outlines the transmit and receive beamformer designs proposed in
this section.

Algorithm 1 Construct of Beamformers

1: Input: K, N, M, {winti.
k ; vinti.

k }K
k=1 .

2: Output: S, {wopt.
k ; vopt.

k }
K
k=1 .

3: Set maximum iterations (imax) and precision accuracy level (ε).
4: i = 1

5: Compute J(i)
(
vk
)
=

vH
k

(
∑K

l=1,l 6=k ∑N
i,j=1

( vH
l Σl,ijvl
vH

l Rl vl

)∗
Σk,ij

)
vk

vH
k Rkvk

, ∀k.
6: repeat
7: i = i + 1
8: k = 1
9: repeat

10: v(i)
k ← Vmin

[
R−1

k

(
∑K

l=1,l 6=k ∑N
i,j=1

( vH
l Σl,ijvl

vH
l Rlvl

)∗
Σk,ij

)](i−1)

.

11: k = k + 1
12: until k = K + 1

13: Compute J(i)
(
vk
)
=

vH
k

(
∑K

l=1,l 6=k ∑N
i,j=1

( vH
l Σl,ijvl
vH

l Rl vl

)∗
Σk,ij

)
vk

vH
k Rkvk

, ∀k.

14: if {|J(i)(vk)− J(i−1)(vk)| ≤ ε}K
k=1 && {i = imax} then

15: w(i)
k ← Vmax

[(
(IN ⊗ vH

k )Σk(IN ⊗ vk)
)T
](i−1)

.

16: Compute S using (10).
17: set Condition = true.
18: end if
19: until {Condition = true}

5. Exhaustive Search Based Transmit Beamformer Design

This section provides an exhaustive search based statistical transmit beamforming
solution which maximizes the sum ergodic capacity in (10). For the equalizers, we use the
covariance shaping defined in Algorithm 1. However, noting that the BS has much higher
computational power and resources, the transmit beamforming can be approached using
search methods. To this end, we formulate the constrained maximization problem
as follows:
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max.
{wk}K

k=1

S
(
{wk}K

k=1
)
,

s.t. ‖wk‖2 ≤ 1, ∀k .
(14)

In order to solve the aforementioned problem, we utilize the Interior-Point (IP) method.
This methods proceeds to synthesize and solve sequence of approximate minimization
problems by means of slack variables [16–18]. The IP method solves the approximate
sub-problems by means of linear approximation and trust region. Algorithm 2 outlines the
IP method based optimization for the transmit beamforming design.

Algorithm 2 Construct of Exhaustive Search based Transmit Beamformer Design

1: Input: K, N, M, {wAlg.1
k ; vopt.

k }
K
k=1 .

2: Output: S, {wopt.
k }

K
k=1 .

3: Set maximum iterations (imax) and precision accuracy level (ε).
4: i = 1
5: Compute S(i) in (10) using {wAlg.1

k ; vopt.
k }

K
k=1.

6: repeat
7: i = i + 1
8: Compute S(i) in (10) using IP method on (14).
9: Update local optimal beamformer {wopt.

k }
K
k=1.

10: if {|S(i)(.)− S(i−1)(.)| ≤ ε} && {i = imax} then
11: set Condition = true.
12: end if
13: until {Condition = true}

6. Results and Discussions

In order to validate the closed-form expression in (10), we have used simulation
means. The correlation matrices are initialized using distinct exponential correlation
coefficients. Moreover, design of the transmit beamformers are based on the criterion
defined in Algorithm 1. Therein, the precoding and equalization vectors are initialized
through the principal eigenvector of correlation matrices. In Figure 2, the sum capacity
in bits/sec/Hz is plotted versus transmit SNR in dB scale. We set K = 2, M = 4 and vary
the number of transmit antennas. The antenna diversity gain is observed across the
SNR range. For instance, at 0 dB, there is a two fold increase by increase the number
of transmit antennas from 1 to 64. Also, the antenna diversity gain increases rapidly
initially and later the rate of increase slows down at higher antenna order as expected.
Importantly, for all cases of the number of transmit antennas N, excellent match is
observed between the analytical results and simulation ones. Next in Figure 3, we set
N = 8, M = 4 and check the performance by varying the number of users K. It is observed
that at low SNR, noise is the main limiting factor, while at high SNR values, interference
plays the main role. Again, a perfect match between analytical and simulation results is
observed across the SNR range.

Next, we present the results based on exhaustive search method outlined in Algo-
rithm 2. We set K = 2 and vary the number of transmit and receive antennas and check the
efficiency of Algorithm 2 on the set conditions and also validate the optimized beamformers
using Monte Carlo runs. Herein, the transmit and receive beamformer are initialized from
the output of Algorithm 1, i.e., {wAlg.1

k ; vopt.
k }, ∀k. In Figure 4, we present the sum ergodic

capacity versus SNR in dB by comparing the initialized transmit beamformer with the
optimized transmit beamformer viz Algorithm 2 for two network configurations. Specifi-
cally, the two network configurations are N = 4; M = 2 and N = 8; M = 4, respectively. For
both, the improvement is across the SNR range, and their is approximately an exponential
slope of sum capacity increase at high SNR regimes. For N = 8; M = 4 a three fold increase
is observed at 10 dB and this further increases at even higher SNR values. Simulations
are used to validate the new transmit beamformer and again there is an exact match. In
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Figure 5, the convergence of sum ergodic capacity versus iterations is shown for SNR
values of −10 dB and 10 dB for N = 8; M = 4. The convergence is observed well before
30 iterations for both the cases and a good degree of maximization is observed.
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Figure 2. Validation of analytical (Ana.) expression defined in (10) and simulation (Sim.) trials of the
sum ergodic capacity in terms of the transmit SNR in dB for K = 22 and M = 4.
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7. Conclusions

In this paper, we formulated canonical SINR forms using a Kronecker and covari-
ance shaping model and utilized these SINR expressions in an expectation operator to
achieve an exact closed-form expression of the sum ergodic capacity while considering
only statistical CSI at BS. Using the proposed characterization, transmit and receive
beamformers are designed and two algorithms are presented. The first algorithm is
validated using simulations and it showed the sum ergodic capacity as a function of
SNR under low complexity iterative solution. Next, we proposed the second algorithm
which benefits from high computational resources at the BS and it showed marked im-
provement in the KPIs under the tested region and configurations. The second algorithm
is also validated by simulation means. The sum capacity improvement showcased is
subject to an effective transformation from MU-MIMO to MU-MISO system and there-
fore valid only for single stream of data. Hence, modelling and analysis of a generic
MU-MIMO system by relaxation of such transformation is an interesting area to work
on. Furthermore, this work opens door for other B5G networks setups such as intelligent
reflective surfaces, cooperative communication, and non-orthogonal multiple access
networks where similar closed-form expressions of KPIs and the respective beamformer
designs can be formulated.
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