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Abstract: In text categorization, a well-known problem related to document length is that larger
term counts in longer documents cause classification algorithms to become biased. The effect of
document length can be eliminated by normalizing term counts, thus reducing the bias towards
longer documents. This gives us term frequency (TF), which in conjunction with inverse document
frequency (IDF) became the most commonly used term weighting scheme to capture the importance
of a term in a document and corpus. However, normalization may cause term frequency of a term in a
related document to become equal or smaller than its term frequency in an unrelated document, thus
perturbing a term’s strength from its true worth. In this paper, we solve this problem by introducing
a non-linear mapping of term frequency. This alternative to TF is called binned term count (BTC). The
newly proposed term frequency factor trims large term counts before normalization, thus moderating
the normalization effect on large documents. To investigate the effectiveness of BTC, we compare it
against the original TF and its more recently proposed alternative named modified term frequency
(MTF). In our experiments, each of these term frequency factors (BTC, TF, and MTF) is combined
with four well-known collection frequency factors (IDF), RF, IGM, and MONO and the performance
of each of the resulting term weighting schemes is evaluated on three standard datasets (Reuters
(R8-21578), 20-Newsgroups, and WebKB) using support vector machines and K-nearest neighbor
classifiers. To determine whether BTC is statistically better than TF and MTF, we have applied the
paired two-sided t-test on the macro F1 results. Overall, BTC is found to be 52% statistically significant
than TF and MTF. Furthermore, the highest macro F1 value on the three datasets was achieved by
BTC-based term weighting schemes.

Keywords: term frequency; term weighting schemes; bag-of-words model; feature representation;
text classification

MSC: 68T50

1. Introduction

Text classification is considered one of the most significant research domains in data
mining and machine learning. The main goal of text classification is to automatically
arrange documents into various known categories, also known as classes [1–3]. Due to the
nature of text documents, text classification faces several challenges, such as the numerical
representation of documents, high dimensionality, and high skew of classes [4]. Our work
mainly focuses on the numerical representation of words in documents.

Choosing an appropriate representation for words (terms and words are used inter-
changeably throughout this text) present in a collection of documents, which is called a corpus,
is crucial to obtain good classification performance [5]. Different representations have been
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proposed in the literature to maximize the accuracy of machine learning algorithms. For
example, N-grams [6], individual words (uni-grams) [3], multi-words or phrases (capturing
contextual information of individual words) [7] have been used. Among these models,
the most widely used is bag-of-words (BoW) [8] representation. This representation de-
scribes the occurrences of words within a document. A document can be represented in
a vector form as dj = < w1j, w2j, w3j, ..., wNj >, where wij is the term weight of the ith
term (denoted by ti) in document j and N is the total number of terms in the corpus [9].
N-grams, uni-grams, and BoW can also be used interchangeably, as these terms refer to the
same representation when N = 1 in the N-grams. Nevertheless, if N = 2 is in N-grams, then
two adjoining words will be referred to as a single term. The weight of a term indicates its
importance in a document and the corpus. As an example, the number of occurrences of a
term in a document can be used as its weight. This is called term count (tc) and captures
document-specific worth of a term [10]. The drawback of using the BoW approach is that it
removes all semantic and syntactic information as it ignores the position of terms. BoW
loses grammatical structure, tone, and other elements of a sentence and provides occurrence
information of terms. However, it is simple and performs well for the text categorization
tasks [11,12].

Having selected the model, the next step is to represent the terms numerically [7]. A
term weighting scheme (or feature representation method) generates the term weights.
In this regard, the researchers of text classification have borrowed the design concepts
from the information retrieval domain. There are three factors considered in assigning
weights to terms [13]. First is the term frequency factor, which closely represents the
document’s content and is based on term occurrences in a document. The second factor
is called the collection frequency factor. It can discriminate all the relevant documents
from other irrelevant ones. The third is a normalization factor to equalize the length of the
documents, thus taking the effect of document length into account. These three factors are
combined to assign the weights of the terms, which are used to perform the following steps
of text classification, such as preprocessing (e.g., pruning), feature selection, and classifier
learning algorithm [10]. For example, it was found that the performance of the support
vector machines (SVM) classifier depends primarily on feature representation rather than
its kernel function [14,15]. Therefore, the primary goal in designing these three factors is to
capture the true worth of a term so that its weight denotes how much it contributes to the
categorization task of the document.

The most widely used term weighting scheme in text classification is term frequency
and inverse document frequency (TF-IDF) [16,17]. The former is a term frequency factor,
while the latter is a collection frequency factor. Researchers borrowed from the information
retrieval domain have raised questions about its suitability in classifying texts. They
have pointed out various issues related to TF as well as IDF. Towards this end, different
research works have proposed new individual factors or term weighting schemes for the
improvement of text classification performance [7,10,18]. Most of these works focus on
proposing alternatives to IDF, and more work needs to be done to improve the performance
of TF. One such variant of TF that was more recently proposed is modified term frequency
(MTF) [19]. It directly modifies the raw term count using all training documents’ length
information instead of the common normalization factor. In this paper, we found out
that when the term counts of a term are normalized by document length to obtain term
frequency, TF can change a term’s strength from its true worth. The MTF factor does the
same. Their problems are illustrated with the help of a real-life dataset example. To address
the problems, we propose an alternative to TF named binned term count (BTC), which
gives a representation better than TF and MTF. To show the effectiveness of BTC against
TF and MTF, we conduct experiments on three well-known datasets. These three-term
frequency factors are combined with four collection frequency factors, and performances
are evaluated with SVM and K-nearest neighbors (KNN) classifiers.

The remaining paper is organized as follows: Section 2 presents a survey of different
feature representation techniques. In Section 3, we provide a rationale for the proposed



Mathematics 2022, 10, 4124 3 of 25

feature representation factor BTC and explain its working. An experimental setup is
described in Section 4, while results and their discussion are given in Section 5. The
conclusions are drawn in Section 6.

2. Related Works

A term weighting scheme estimates the worth of terms in a document and corpus and
assigns a score or weight to the terms accordingly. The importance of a term, based on how
well it discriminates different classes, can be determined at (1) the document level and (2) the
corpus level. The former is estimated by the number of occurrences of a term in a document,
while the latter is calculated by the number of occurrences in a corpus. In a given document,
a frequent term (a term occurring in many corpus documents) is more critical than a less
frequent term. On the contrary, a commonplace term in documents of a corpus is considered to
play a negative role in determining the document class [14,20]. A term found in almost all the
classes will have poor discrimination power. Additionally, the length of documents may vary
in a corpus. Longer documents usually have higher term counts and more terms than shorter
documents. Thus, longer documents may produce higher similarity to user queries than
shorter documents while retrieving documents [21,22]. Researchers have proposed different
solutions based on these concepts, which can be divided into two broad categories.

This section is divided into three sub-sections. The Section 2.1 covers the term fre-
quency factors present in the literature. The Section 2.2 is about collection frequency factors
that are commonly used. At the same time, the Section 2.3 covers recent text representation
techniques used in text classification.

2.1. Estimating Document Level Worth with a Term Frequency Factor

Salton and Buckley [13] proposed to normalize the term counts by the maximum term
count in the same document. The term frequency of the ith term in the jth document,
denoted by TF(ti ,dj)

, is given by,

TF(ti ,dj)
=

tcij

max
tc

(dj)
(1)

where tcij is the term count of the ith term and max
tc

(dj) is the maximum term count in the

jth document. As longer documents are expected to have larger term counts, values for
max

tc
will be larger as compared to shorter documents.

The most commonly used normalization is to normalize term counts by the total
number of words present in the document [23,24].

TF(ti ,dj)
=

tcij

size(dj)
(2)

where tcij is the term count of ith term in the document dj and size(dj) is sum of term
counts of all terms in the document dj. As longer documents mean larger values of size(dj),
this normalization will lower the term frequencies in longer documents so that they are
now comparable with term frequencies in shorter documents.

As described in [25], term frequency of a term strongly related to a class should be
higher than that of an unrelated term in documents of that class. Term frequencies estimated
in Equations (1) and (2) may not truly represent the importance of a term, because term
frequency of terms strongly related to a class may become smaller than that of unrelated
terms in documents of that class due to these normalizations. We illustrate this problem in
Section 3.

Lan et al. [11] suggested the use of logarithm of term frequency to minimize effect of
higher term frequencies. This normalization is given by,

TF(ti ,dj)
= 1 + log(tcij) (3)
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where TF(ti ,dj)
is the term frequency and tcij is the term count of the ith term.

In shorter documents, term counts will typically not attain larger values. Binary
weights can be assigned to terms instead of using term counts. Forman [10] experimented
on corpuses with small documents and, thus tested the concept of binary weights. Binary
weights eliminate the effect of number of occurrences but do not produce good results
when used for longer documents.

In [26], Sabbah et al., proposed modified term frequency (mTF). The main idea behind
the proposed scheme is to include the proportion of the total number of term frequency in
all collection’s documents to the total number of distinctive terms in the collection. The
normalization is also applied by the fractional relation of length of document and number
of distinctive terms in the collection. For the term i in the jth document is given by,

mTF(ti ,dj)
=

tcij × log( Ti
Tc
)

log
(

n
∑

i=1
tc2

ij ×
size(dj)2

Tc

) (4)

where Ti and Tc denote the total number of the natural frequency of the ith terms in
all documents in all collections and the total number of specific terms in the collection,
respectively, by comparing mTF with TF, it was found to produce better results than
document frequency (DF), TF-IDF, and TF-RF.

Documents in a corpus can be of variable lengths. Longer documents can have more
effect in distinguishing the classes of documents. Therefore, normalization is performed
to reduce the effect of the length of a document and is calculated by dividing the term
frequency with the total number of terms. Chen et al. [19] found that information gets lost
in the cosine normalization process. To solve this problem, they proposed a factor named
modified term frequency (MTF) that considers the length information of all the training
documents into the term frequency factor.

MTF(ti ,dj)
=

√
tcij × log2

(
1 +

avg_size
size(dj)

)
(5)

where tcij indicates the raw term frequency of the ith term in document dj. While avg_size
indicates the average length of all training documents and size(dj) indicates the actual
length of jth document.

2.2. Estimating Corpus Level Worth with a Collection Frequency Factor

Irrespective of term count, a term is considered to lose its discrimination power as
it becomes more frequent in a corpus. Among classes, less frequent terms are considered
more discriminant than frequent terms. Term frequency is a document-level measure to
capture the importance of a term in a document. The term weight should also include how
discriminating a term is in the whole corpus. Thus term frequency alone is not considered
to be used as a term weight.

Inverse document frequency (IDF) is the most widely used collection frequency factor
to estimate the importance of a term in the corpus. It assigns smaller values to frequent
words and higher values to less frequent words. IDF for the ith term is given by [25,27],

IDF(ti)
=

log D
d f i

(6)

where D is the total number of documents in the corpus and d f i is the number of docu-
ments containing the ith term, and is called document frequency [28,29]. TF favors long
documents, while IDF is biased towards documents belonging to rare categories. In a
dataset, representative terms for a category happen to occur mostly in their respective
categories. In skewed datasets, terms belonging to those categories with many documents
will suffer because their IDF value will be low and vice versa. This is because the frequent
occurrence of a term across many documents decreases its IDF. A combination of term
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frequency and inverse document frequency, called TF-IDF, is commonly used to represent
term weight [16,30]. For the ith term, it is given by,

TF− IDF(ti ,dj)
= TF(ti ,dj)

× IDF(ti)
(7)

Due to the supervised nature of text classification, a number of term weighting schemes
have been proposed that use the class label information while calculating the term weight.
Some related works are given next.

Debole and Sebastiani introduced supervised term weighting schemes for the first
time by combining CHI-square, gain ratio (GR), and information gain (IG) with TF and
compared their results with standard TF-IDF [31]. They proposed TF-CHI, TF-GR, and
TF-IG and emphasized that feature selection-based term weighting schemes are likely to
perform better than traditional text classification.

In [32], inverse class frequency (ICF) was proposed, basically a supervised term
weighting scheme. Instead of using the document frequency of a term, it takes into account
the number of categories in which a term appears. For the ith term, ICF is calculated as
given by,

ICF(ti)
= log

|C|
c f (ti)

(8)

where |C| is the total number of classes while c f (ti) = |c : ti ∈ c| is number of classes
in which the term ti appears. ICF considers that if a term occurs in a few classes, then it
strongly belongs to those classes, thus assigning higher weights to infrequent terms. Based
on this behaviour of ICF, Wang and Zhang [33] introduced the combination of ICF with TF,
which is given by,

TF− ICF(ti ,dj)
= TF(ti ,dj)

× log
|C|

c f (ti)
(9)

The number of classes within a corpus is minimal, and the chances are high that a term
may occur in multiple classes or sometimes in all classes [20,34]. Thus ICF fails to assign
appropriate weights in some instances. To overcome these problems, Ren et al., introduced
novel term weighting schemes by using the idea of ICF [35]. TF-IDF-ICF was used to weigh
the terms so that the term distinguishing power among documents and classes could be
considered. Furthermore, a new factor was introduced called inverse class space density
frequency (ICSDF) to consider that a term may appear in any other class as a false positive.

Lan et al., proposed a new supervised weight factor named relevance frequency (RF) in [36].
It considers the distribution of a term in different categories. A term more concentrated in the
positive class than the negative class is considered to have stronger discrimination power. It is
calculated as:

RF(ti)
= log

(
2 +

tpi
max(1, f pi)

)
(10)

where tpi denotes the number of documents in the positive category that contain term
ti and f pi is the number of documents in the negative category that contain this term.
According to [37], TF-RF might not be an optimal solution as it groups the multiple classes
into single negative class and ignores precise distribution of a term across multiple classes
of document.

Wang and Zhang [33] combined both RF and ICF into a new weighting scheme called
ICF− based. For ith term and jth document, it is given as

ICF− based(ti ,dj)
= TF(ti ,dj)

× log
(

2 +
tpi

max(1, f pi)
× |C|

c f (ti)

)
(11)

Another collection frequency factor is the inverse gravity measure (IGM), which mea-
sures the inter-class distribution concentration of a term. It considers a term concentrated
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in one class more important than a term having relatively uniform distribution on several
classes or all classes [37]. The more scattered a term is in different classes, the lesser will be
its IGM value. The IGM weight of a term ti is calculated as:

IGM(ti)
=

1
|C|
∑

j=1

fij
max

1≤k≤|C|
( fik)

.j

(12)

where fij is class dependent document frequency DF of a term ti in jth class, and max
1≤k≤|C|

( fik)

is the maximum class dependent document frequency of the term ti. In [38], it was observed
that TF-IGM did not work well in three extreme cases. They proposed TF− IGMmax by
improving the collection frequency factor (IGM) performance and focusing on failure
scenarios without affecting the previous performance.

Sabbah et al. [20] proposed to include short terms in the weighting process and pre-
sented new weighting schemes, namely mTF, mTFIDF, mTFmIDF, TFmIDF by suggesting
changes in the conventional TF-IDF scheme. They found that text classification perfor-
mance improves with mTFmIDF, mTFIDF, and mTF compared to the conventional term
weighting techniques TF, TF-IDF, and Entropy when evaluated by SVM, KNN, Naïve Bayes
classifiers on three well-known datasets.

Dogan et al., presented two novels that supervised term weighting techniques, namely
TF-MONO and SRTF-MONO [39]. Besides using term occurrences in a specific class, they
used non-occurrence information in the rest of the classes. The local MONO weight of term
ti is given by,

MONOlocal(ti)
=

Dti_max

Dtotal(ti_max)
×

Dt̄i

Dtotal(t̄i)
(13)

The first factor is MO(ti)
and represents the ratio between the number of text docu-

ments in the class where ti occurs most and the total quantity of text documents in the
corresponding class. The second factor is NO(ti)

and represents the ratio between the
number of text documents in the rest of the classes where ti does not occur and the total
quantity of text documents in the rest of the classes.

The global MONO weight of term ti is calculated as following:

MONOglobal(ti)
= 1 + α×MONOlocal(ti)

(14)

TF−MONO(ti ,dj)
= TF(ti ,dj)

×MONOglobal(ti)
(15)

The authors have compared TF-MONO with five state-of-the-art term weighting
techniques namely, TF-IDF-ICF, TF-IDF-ICSDF, TF-IDF, TF-RF, and TF-IGM, using machine
learning algorithms, namely, SVM and KNN on three benchmark datasets Reuters-21578,
WebKB, and 20-Newsgroups. TF-MONO and SRTF-MONO have shown better results as
compared to conventional term weighting techniques. The frequently used term weighting
schemes in the related work are presented in Table 1.
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Table 1. Summary: Most commonly used term weighting schemes in literature.

(a) Term Frequency Factors

Factor Name Weighting Formula Description

TF [13]
tcij

max
tc

(dj)
Obtained by dividing term count and maxi-
mum term count

TF [23,24]
tcij

size(dj)
Obtained by dividing term count and size of
the documnet

TF [11] 1 + log(tcij) Obtained by taking the logarithm of term
count

mTF [26]
tcij×log(

√
Tc

Ti
)

log

(
n
∑

i=1
tc2

ij×
size(dj)

2
√

Tc

) Also uses the missing terms count information
to calculate term count

MTF [19]

√
tcij × log2

(
1 + avg_size

size(dj)

)
Uses the average size of documents in the cor-
pus to calculate term weight

(b) Collection Frequency Factors

IDF [25,27] log D
d f i

Assigns smaller weights to the frequent terms
and vice versa

ICF [32] log |C|
c f (ti)

Considers Class frequency by replacing docu-
ment frequency in IDF

RF [36] log
(

2 + tpi
max(1, f pi)

)
Considers distribution of a term across differ-
ent categories and assigns

ICF-based
RF [33]

log
(

2 + tpi
max(1, f pi)

× |C|
c f (ti)

Combination of RF and ICF

IGM [37] 1
|C|
∑

j=1

fij
max

1≤k≤|C|
( fik)

.j
Assigns higher values to the terms having
higher concentration in one class

MONO [39] 1 + α×
Dti_max

Dtotal(ti_max)
×

Dt̄i
Dtotal(t̄i)

Uses the non-occurrence information along
with the occurrences of a term along different
categories

2.3. Recent Text Representation Techniques

Among recent text representation techniques, we now present the famous word em-
bedding method (i.e., Word2Vec [40]) and the cutting edge language model (i.e., BERT [41]).

Word embeddings map words given in a vocabulary to real vectors. Each of these
vectors tries to capture the semantics of the words, thus resulting in similar words having
similar vectors [42]. Word2Vec uses neural networks to establish similarity among the
words in a corpus [40,43]. After training is complete, neural networks can detect words with
similar semantics or can suggest some additional words for a given sentence. Word2Vec
generates an m dimensional vector for each distinct word in the dictionary. So, suppose
there are N different words in a corpus. In that case, Word2Vec will generate a N × m
matrix, where each row represents the vector associated with a word and columns show
a property associated with the word. The similarity between words can be found by
comparing the vector associated with the words [44]. This model requires a huge corpus to
capture word semantics where the number of words in a corpus should be square of the
size of feature vector [45]. Other word embedding models are GloVe [46], and fastText [47].

Bidirectional Encoder Representations from Transformers (BERT) employs the
transformer-based mechanism to generate word embeddings [48]. There are two basic
steps: masked language model and next sentence prediction [49]. In the masked language
model, some random words in the corpus are masked, and the transformer model is trained
to predict those words. Similarly, in next sentence prediction, the transformer model is
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trained to predict an entire sentence based on the previous sentence in the corpus. These
two approaches give the BERT model a competitive advantage in capturing context more
efficiently. BERT performs well for some text processing applications [50]. However, it
is well suited for applications where both input and out are sequences, called sequence
transduction [48]. Due to its intrinsic nature, BERT may associate different vectors to
different occurrences of a word in different contexts [51].

Theoretically, there needs to be more knowledge about complex neural networks,
while BoW models offer better interpretability. Transformers are known to be universal
approximations. In theory, they can learn any function. Mostly, the accuracy of the BERT-
like models would be better. Practically, however, everything depends on the data. Neural
language models are far more complex and resource-hungry than the BoW models [52].
These models have very many parameters, thus making them often hard to train and
prone to overfitting compared to BoW. There is a question of a substantial corpus, which is
required to learn the large set of parameters reliably. Some classification problems can be
easy, and a complex model may be overkill. As far as computational efficiency is concerned,
neural language models require potent machines. Using a more complex model, the gain
in accuracy may not be worth the slow-down. A simpler and smaller model can be a better
choice in many situations and for many reasons.

3. Methodology

In this section, we provide the rationale behind as well as the working of the newly pro-
posed term representation factor called binned term count (BTC). Its working is also explained.

3.1. Rationale for an Alternative to TF Using a Real-World Data Example

Although people have spoken in favor of TF [16], it is argued in [25] that TF may not
always truly represent a term’s importance in a document. We will highlight this anomaly
using a real-world example. As the final weight of a term is composed of both TF and IDF,
a problem in TF or IDF will be reflected in the overall weight assigned to a term.

We present two scenarios from the Reuters dataset [10,53] to highlight the issue, where
term frequency for a related term is found to be lower than unrelated terms. We will explain
problems in TF by taking an example from [25]. Let us take two terms of the dataset: ‘wheat’
and ‘grain’. Wheat is an essential term for the documents of ‘wheat’ category, while ‘grain’ is
essential in documents of the ‘grain’ category. We present two different scenarios in Table 2.
The document ID in the Reuters dataset, document category, document length, term count,
and term frequency (calculated according to Equation (2)) for the two terms ‘wheat’ and ‘grain’
are tabulated. We discuss these scenarios one by one.

Table 2. Normalized Term Frequency for two documents of the Reuters dataset.

Doc ID Category Label Length Term Count TF (Equation (2)) MTF

2367 wheat Multi 498 5 0.01 0.89

7154 grain Single 167 2 0.01 0.93

(a) Frequencies of term ‘wheat’ in documents of wheat and grain categories

3981 grain Multi 579 1 0.002 0.37

4679 cotton Single 195 1 0.005 0.61

(b) Frequencies of term ‘grain’ in documents of grain and cotton categories

Scenario (a) in Table 2 shows term count and term frequency for the term ‘wheat’ in
two documents. A first document having ID 2367, belongs to the wheat category, while
the other document, whose ID is 7154, is from the grain category. As the term ‘wheat’ has
a stronger association with the wheat category than the grain category, we can expect its
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term frequency to be higher in documents of the wheat category than its term frequency in
documents of the grain category. Its term count in the wheat category is 5, while its term
count in the grain category is 2. However, when the document length normalizes the term
counts, the resulting term frequency of ‘wheat’ becomes equal in both documents. Analysis
of these two documents shows that the term count of wheat in the first document is 2.5 times
its term count in the second document, while the length of the first document is almost
three times the length of the second document. Thus, document length normalization can
negatively impact a term’s worth in the related category.

Scenario (b) in Table 2 shows frequencies of the term ‘grain’ in two documents with
IDs 3981 and 4679. The first document belongs to the grain category, while the second
document is from the cotton category. The term ‘grain’ is strongly associated with the grain
category. Due to this, we can expect that its term frequency should be higher in documents
of the grain category than in the other category. The term counts of the term grain are
the same in both documents. As the first document is three times longer than the second
document, the term frequency of grain becomes higher in the second document due to
normalization by document length.

Besides document length, another reason for this anomaly is association of a document
to multiple classes. In a single labelled document, terms have more room to get a higher
count than multi-labelled documents where they have to share term count with terms of
other categories. In Table 2, documents 2367 and 3981 belong to multiple categories while
documents 7154 and 4679 belong to one category. Therefore, terms in documents belonging
to multiple categories do not increase linearly with increase in document length, which
results into greater penalty for longer documents.

Now, we analyze the values of the MTF factor on the real-world data example. From
Table 2, we find that MTF have even worsened the term weights. In scenario (a), the more
relevant term ‘wheat’ gets an even lesser weight (0.89) in a document of relevant category
“wheat" as compared to its weight in the less relevant category “grain" where it is assigned
a higher value (0.93). The same effect is shown in scenario (b) where ‘grain’ is assigned a
higher value in “cotton” category than its value in “grain” category.

Terms, also known as features, are called the work horses of machine learning [54], and
the performance of the upcoming stages of machine learning highly depend on optimum
number of features and their correctness. An anomaly in TF may cause an important
feature to be excluded from final list of features selected during feature selection phase.
Moreover, some irrelevant or redundant features may get included. Such features can
confuse a classifier causing degradation in its performance.

3.2. The Newly Proposed BTC Factor

The purpose of BTC is to propose a non-linear mapping function, which directly
reduces the term counts (tc) and indirectly the document length of longer documents. The
mapping function increases monotonically and thus compresses a term proportional to its
term count value. Hence, higher the term count, more it is compressed.

As shown earlier, normalization by document length can result into smaller term fre-
quencies of terms in larger documents. It is due to the inclusion of new terms in longer
documents, which causes average term count to drop more as compared to the document
length. Furthermore, the number of terms in multi-labeled documents is higher than single
labeled documents. Higher is the number of terms, lower will be the average TF. The proposed
term frequency factor reduces the document length proportional to the original length. As
longer documents are penalized more than shorter documents, their length will be decreased
more compared to shorter documents. As a result, difference between lengths of shorter
and longer documents is reduced, and hence the anomaly introduced by normalization, will
be reduced.

To achieve this, BTC groups term counts into different bins. The concept behind
binning is to divide the range of term counts into non-linear intervals. All the term
counts in an interval are mapped to the same value, i.e., the bin number. The interval size
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monotonically increases from 1 to a maximum value τ. Term counts higher than τ are
assigned to the largest bin. We define BTC as a function β. The BTC value of the ith term in
jth document is given by,

b(ti ,dj)
← β(tcij) (16)

where b is a bin number and β maps a term count to its respective bin.
To illustrate the idea of binning, let’s consider Figure 1, which shows one possible

assumption of sizes and labels of bins for term counts from 1 to 60. Bin size goes on
increasing as the term count increases up to a threshold value τ. All values greater than
τ are mapped to β(τ) + 1. The number of a bin is the same as the number of elements in
it. For example, the first bin contains only one element (1), fifth bin contains five elements
(11 to 15) and tenth bin contains ten elements (46 to 55). The impact of binning on term
counts can be seen graphically in Figure 2. The term counts are compressed as shown in
the form of a “stair shaped” line. The horizontal size of stairs shows the bin size.
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Figure 1. Mapping of term counts 1 to 60 to binned term counts.

As BTC is a monotonically increasing function, it ensures that a term with lower
term count in a document will not be mapped to a higher BTC value than its BTC value in
another document having a higher term count. We hypothesize that reducing the document
length in this way will reduce the anomaly discussed earlier in the previous subsection.
Table 3 shows BTC mapping of term counts of the example given in Table 2. It can be seen
that BTC maps higher term counts to higher or equal values than BTC values for lower
term counts.

As discussed earlier in Table 2, in the scenario (a) term count of term ‘wheat’ in
document 2367 of Reuters dataset is 5 and its term count in document 7154 is 2. Both term
counts were mapped to TF = 0.01, although wheat’s term count is 2.5 times higher in one
document than the other. BTC resolves this anomaly by mapping the term count 5 to BTC
value 3 and term count 2 to BTC value 2. Hence, retaining the relative importance of the
term ‘wheat’. BTC also resolved the anomaly discussed in scenario (b). Here, the term
count of the term ‘grain’ is 1 in two different documents having document IDs 3981 and
4679 of Reuters dataset. TF frequency of grain in document of related class “grain” is lesser
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(0.002) than its term frequency in document of un-related class “cotton” (0.005). BTC maps
both term counts to value 1, hence also resolving the second anomaly.
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Figure 2. Mapping of term counts to binned term counts.

Table 3. BTC values of the terms given in Table 2.

Doc Id Category Label Length Term
Count

TF (Equa-
tion (2)) BTC

2367 wheat Multi 498 5 0.01 3

7154 grain Single 167 2 0.01 2

(a) Frequencies of term ‘wheat’ in documents of wheat and grain categories

3981 grain Multi 579 1 0.002 1

4679 cotton Single 195 1 0.005 1

(b) Frequencies of term ‘grain’ in documents of grain and cotton categories

By mapping the elements that fall in a bin to one value, information is compressed,
and the amount of compression increases with increase in bin size. Larger term counts are
suppressed more than smaller term counts. We define the difference between a bin label
and the average value of its elements as compression factor. Figure 3 shows the percentage
compression for bin numbers.
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Figure 3. Percentage compression increases with increase in bin number. Higher term counts are
being penalized more without affecting their importance.

3.3. Another Motivating Example

As reported in the literature, feature scaling is desirable for distance-based classifi-
cation algorithms such as k-NN and SVM and clustering algorithms such as K-Means.
Large values of features may result in large distances, making a classifier biased towards
instances with large feature values. Although scaling is already being performed with
document length normalized, the proposed BTC measure will further decrease unique
values by mapping multiple values to a single bin. In this way, classifiers used to perform
experiments should benefit from it.

Another example of the motivation of BTC is shown in Table 4, which contains a toy
dataset with four terms and three documents. Document d1 is a small document, d2 is of
medium length, while d3 is a long document. The term counts and respective BTC values
of the terms are tabulated. BTC imposes a maximum penalty on documents with large term
counts (d3), reducing document length from 76 to 24 (68% reduction). The small document
(d1) is least penalized (14%), while the medium length document (d2) is imposed with 31%
reduction. As BTC has reduced the length of large documents, it will reduce the anomalies
introduced by document length normalization.

Table 4. Another motivating example.

Term Counts

Doc ID t1 t2 t3 t4 Length

d1 1 2 1 3 7

d2 3 5 1 7 16

d3 23 15 30 8 76

Binned Term Counts

d1 1 2 1 2 6

d2 3 3 1 4 11

d3 7 5 8 4 24

Derivation of BTC Formula

In this section, we establish a mathematical relationship between term count and
bin number. Bin numbers range from one to τ where τ is the threshold value. From
Figure 1, we can see that a maximum term count Ub in a bin b is sum of bin numbers
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{1, . . . , b− 2, b− 1, b}. For example, the maximum term count in bin 4 is 10. Summing bin
numbers 1, 2, 3, 4 gives 10. It is an arithmetic sequence with common difference M = 1. We
can represent Ub as sum of arithmetic sequence as given by,

Ub =
k(a1 + ak)

2
(17)

where k is number of terms in the sequence, a1 is the first term and ak is kth term. For
the arithmetic sequence {1, . . . , b− 2, b− 1, b} with common difference M = 1, a1 = 1,
k = ak = b. Equation (17) becomes,

Ub =
b(1 + b)

2
(18)

Rearranging, we can obtain,

b2 + b− 2Ub = 0 (19)

This is a quadratic equation. Solving it for b and considering the positive part only, we obtain,

b =
−1 +

√
1 + 8Ub

2
(20)

Equation (20) is true if Ub is the largest term count in the bin. Considering Ub to be
any arbitrary term count tc in a bin, Equation (20) becomes an inequality.

b ≥ −1 +
√

1 + 8tc
2

(21)

As bin value b is an integer, rounding R.H.S upwards to nearest integer will give us
the actual value of b, which is given by,

b =

⌈
−1 +

√
1 + 8tc

2

⌉
(22)

Equation (22) defines the relationship between a term count tc and bin b. Putting value
of tc in the above equation will give us the label of the bin where it should be mapped.

4. Empirical Evaluation

In this section, we explain the experimental setup used to compare the newly proposed
BTC against the original TF and its more recently proposed alternative named modified
term frequency (MTF) [55]. Each of these term frequency factors is used in conjunction
with four well-known collection frequency factors namely IDF [56], RF [36], IGM [37], and
MONO [39].

4.1. Description of the Datasets

We used three single labeled benchmark datasets for our experiments, namely R8 (a
subset of Reuters-21578), WebKB and 20-Newsgroups. These datasets differ in size and class
skew. Summary of the datasets is provided in Table 5. Reuters dataset is the most widely
used dataset for text classification. We used the R8 version, which is already split into training
and test sets using the modApté split. The other dataset is 20-Newsgroups that consists
of newsgroup documents from 20 different categories. This dataset is known for its large
size and balanced categories. This dataset has 18,821 documents in total. The last dataset is
WebKB in which the documents correspond to web pages collected from different universities.
This dataset is considered hard to classify due to its high sparsity. All three datasets were
downloaded from Ana Cardoso Cachopo’s webpage [57] in raw text form.

4.2. Datasets Pre-Processing

We processed the datasets to generate term counts from raw text. We then applied
stemming using Porter’s stemmer [58] and removed stop words using a stop words list.
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Pruning was applied afterwards to remove too rare and too frequent terms by applying
lower and upper threshold values for document frequency. The values for upper and lower
thresholds are the same as suggested by Forman in [59]. An absolute threshold value is
used for lower threshold and words present in three or less documents are removed. For
the upper threshold, we use a percentage of the total number of documents. The words
present in 25% or more documents are removed. We used the training and test set splits as
provided by the maintainers of the datasets.

Table 5. Summary of the datasets.

Dataset Total
Docs

Number
of Terms

Number
of Classes

Min
Class Size

Max
Class Size

Reuters (R8) 7674 7225 8 51 3923

Categories acq, crude, earn, grain, interest, money-fx
ship, trade

WebKB 4199 7105 4 504 1641

Categories project, course, faculty, student

20 Newsgroups 18,821 29,739 20 628 999

Categories

talk.religion.misc,talk.politics.misc,
alt.atheism,talk.politics.guns,

talk.politics.mideast,comp.os.ms-windows.misc,
comp.sys.mac.hardware,

comp.graphics,misc.forsale,
comp.sys.ibm.pc.hardware,sci.electronics,

comp.windows.x,sci.space,rec.autos,
sci.med,sci.crypt,rec.sport.baseball,

rec.motorcycles,
soc.religion.christian,rec.sport.hockey

4.3. Term Weighting Schemes

We compare the performance of two term frequency factors namely TF and MTF
against our newly proposed BTC factor. Towards this end, we used 4 well-known collection
frequency factors namely IDF [56], RF [36], IGM [37], and MONO [39]. In other words,
we compare the performance of BTC-IDF, TF-IDF, and MTF-IDF on three datasets to find
which factor (BTC, TF, or MTF) performs the best with the IDF factor. Similarly, we combine
and compare BTC, TF and MTF with other factors. As recommended by [39], α in TF-
MONO and γ in TF-IGM should be set to 6 for the datasets of Reuters-21578 and WebKB
while these coefficients should be set to 7 for 20 Newsgroups dataset. We used the same
recommendations in our experiments. All these schemes were implemented in Python
programming language.

4.4. Classification Algorithms

We used two classification algorithms, support vector machines (SVM) and K-nearest
neighbors (KNN), to evaluate the text classification performance with the new BTC factor.
SVM is a widely used classification algorithm in text classification [20]. We used the linear
kernel of SVM from LibSVM package [60]. KNN is also well-known for its use in classifying
text documents [61]. It is a simple learning algorithm and considers neighbor samples to
classify documents. We tried different values of k for each dataset and found that 15, 11,
and 20 produce better classification results for Reuters-21578, WebKB, and 20-Newsgroups
datasets, respectively.
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4.5. Evaluation Metrics

Macro-averaged F1 is the most widely used measure to evaluate the classification
performance of text classifiers [62]. The F1-measure is a harmonic mean of precision and
recall, where precision is (p = tp

tp+ f p ) and recall is (r = tp
tp+ f n ) [10]. Here, tp denotes the

true positives and f p is the false positives while f n denotes the false negatives. The macro
F1 can be calculated [63] as given by,

Macro Averaged F1 =

|C|
∑

j=1

2×pj×rj
pj+rj

|C| (23)

where pj is the precision and rj is the recall for jth class and |C| is the number of classes
in a dataset.

4.6. Evaluation Procedure

After a dataset is preprocessed, its terms are weighted by a term weighting scheme
x.y, where x is one of the term frequency factors {TF, MTF, BTC} and y is one of the
collection frequency factors {IDF, RF, IGM, MONO}. In our evaluation, we use CHI-square
for selecting the most relevant terms as it is a well-known feature selection metric in text
classification [37]. CHI-square is applied to the training set of a dataset to generate a list
of terms or words in decreasing order of importance. Nested subsets are constructed by
selecting the top 500, 1000, 2000, 4000, 6000, 8000, 10,000, 12,000, 14,000, and 16,000 ranked
words for 20-Newsgroups and the top 100, 200, 500, 700, 1000, 2000, 3000, 4000, 5000, 6000,
7000 for R8 and WebKB datasets. Thus, we construct 10 nested subsets for 20-Newsgroups
and 11 nested subsets for each of the R8 and WebKB datasets. The quality of each subset
is investigated by training two classifiers (SVM and KNN) and measuring the macro F1
values on the test set. These steps were repeated for the three datasets. Overall, there are
2 × (10 + 11 + 11) = 64 subsets for which BTC is compared against TF on three datasets with
both the classifiers for a collection frequency factor. As we test four collection frequency
factors, BTC and TF are compared in 4 × 64 = 256 nested subsets. The same holds for
MTF too.

4.7. Statistical Analysis Procedure

To determine how significant is the performance of BTC, we repeat the above-mentioned
evaluation procedure five times. For each of the five iterations, documents of a dataset
are randomly split into training and test sets while maintaining the class skews. Given a
classifier, for each nested subset,

1. we obtain five different macro F1 values for each term weighting scheme.
2. we apply the paired two-sided t-test [64] on the macro F1 values of BTC and those

of its competing weighting scheme. The t-test is well-known for testing a null hy-
pothesis of the means of two populations being equal (i.e., H0 : µ1 − µ2 = 0 and
H1 : µ1 − µ2 6= 0) [65].

3. we deduce the following information with the help of the 95% confidence interval
(CI) values,

(a) If CI values cross zero, the difference in the mean macro F1 values is not
significant. We consider this comparison to be a tie.

(b) If CI does not cross zero, the difference between mean macro F1 values is
significant. We call this comparison a win for BTC if both lower and upper
bounds of CI lie in the positive range, thus concluding that BTC’s performance
is statistically better than that of its competitor. Otherwise, this comparison is
a loss for BTC.
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5. Results and Discussion

In this section, we present results with which we can compare performances of BTC, TF,
and MTF on three datasets using SVM and KNN classifiers. There are four cases: TF-IGM
vs BTC-IGM vs MTF-IGM, TF-IDF vs BTC-IDF vs MTF-IDF, TF-RF vs BTC-RF vs MTF-RF,
TF-MONO vs BTC-MONO vs MTF-MONO. The tables presented contain the macro F1. A
win of BTC is depicted by a • symbol while a loss for BTC is indicated by a ◦. The absence
of a symbol indicates a tie. For each dataset, the best classification performances with the
smallest subset of top ranked terms are made bold and are also underlined. We use |G| to
indicate cardinality of a subset that contains a certain number of top ranked terms.

5.1. BTC-IDF vs. TF-IDF vs. MTF-IDF

Table 6 shows the performance of BTC when used with IDF, which is the most widely
used collection frequency factor for text classification. Either subsets of words are evaluated
by SVM or KNN, we can find that BTC-IDF has achieved the highest macro F1 values on
all the three datasets. The analysis of t-test shows that BTC-IDF combination produces
statistically better results than TF-IDF and MTF-IDF in most of the cases.

Table 6. Performance comparison of BTC-IDF vs TF-IDF vs MTF-IDF.

G BTC-IDF TF-IDF MTF-IDF BTC-IDF TF-IDF MTF-IDF

SVM KNN

Reuters-21578 (R8)

100 86.1 86.9 ◦ 84.3 • 84.9 83.5 • 83.7 •
200 89.4 88.9 • 86.5 • 87.4 86.2 • 86.4 •
500 90.3 89.3 • 89.7 • 88.1 86 • 86.8 •
700 90.5 89.7 • 89.5 • 88.6 86.4 • 87.1 •
1000 90.7 89.9 • 89.9 • 87.8 85.8 • 85.9 •
2000 90.9 89.6 • 90 • 87.3 85.9 • 84.7 •
3000 90.9 89.7 • 90.2 • 87.6 86 • 84.7 •
4000 91.3 90 • 90.6 • 87 86 • 84.7 •
5000 91.3 90.2 • 90.7 • 86.9 85.6 • 84.8 •
6000 91.4 89.9 • 90.6 • 87.2 85.3 • 84.7 •
7000 91.4 89.9 • 90.5 • 87.1 85.2 • 84.9 •

WebKB

100 82.6 81.8 • 80 • 75.6 70.9 • 69.9 •
200 82.3 81.3 • 78.4 • 75.8 68.9 • 72.1 •
500 83 81 • 80.1 • 76.5 70.9 • 74.5 •
700 83.3 81 • 80.1 • 75.4 70.4 • 74.5 •
1000 83.4 81.3 • 81 • 75.1 70.7 • 74.1 •
2000 84.4 81.5 • 80.8 • 74.3 70.6 • 72.8 •
3000 84.4 81.6 • 81.9 • 74.7 71.3 • 72.7 •
4000 84.9 81.8 • 81.9 • 74.8 71.5 • 73.2 •
5000 84.7 82.6 • 81.9 • 74.9 71 • 72.9 •
6000 84.9 83 • 82.4 • 74.9 71.5 • 73.3 •
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Table 6. Cont.

G BTC-IDF TF-IDF MTF-IDF BTC-IDF TF-IDF MTF-IDF

SVM KNN

7000 85.7 83.4 • 83.6 • 74.9 70.9 • 72.3 •
20-Newsgroups

500 70 68.9 • 68 • 69.9 66.2 • 67.2 •
1000 71.6 70.9 • 69.3 • 75 69.3 • 72 •
2000 73.8 72.8 • 71.8 • 78 72.6 • 74.9 •
4000 76.5 75.5 • 73.8 • 79.7 74.9 • 77.3 •
6000 78.8 77.7 • 75.7 • 80.7 75.8 • 78.1 •
8000 80 78.7 • 77.1 • 81.4 76.7 • 78.7 •

10,000 80.8 79.3 • 77.7 • 81.7 76.8 • 79.3 •
12,000 81.2 80 • 78.9 • 82 77.1 • 79.7 •
14,000 81.6 80.3 • 79.3 • 82.3 77.3 • 79.8 •
16,000 81.9 80.5 • 79.5 • 82.3 77.3 • 79.9 •

5.2. BTC-IGM vs. TF-IGM vs. MTF-IGM

The macro F1 performance of BTC against that of TF and MTF is shown in Table 7 when
IGM is used as the collection frequency factor. Application of t-test on the accuracies provide
insight into the statistical significance of BTC. Results of BTC are better or comparable
to those of TF and MTF. Moreover, BTC-IGM outperformed the other 2 term weighting
schemes by exhibiting highest macro F1 values on the three datasets.

Table 7. Performance comparison of BTC-IGM vs TF-IGM vs MTF-IGM.

G BTC-IGM TF-IGM MTF-IGM BTC-IGM TF-IGM MTF-IGM

SVM KNN

Reuters-21578 (R8)

100 87.5 88.2 ◦ 85.5 • 87.5 87.2 • 87.4 •
200 90 89.9 • 87.3 • 89.5 88.7 • 89.1 •
500 91.7 90.9 • 90 • 91.2 89.7 • 90.7 •
700 91.6 90.9 • 90.7 • 91.2 89.4 • 90.8 •
1000 91.8 91.5 • 91.1 • 91.2 89.6 • 90.5 •
2000 92.3 92.1 • 91.7 • 90.6 88.9 • 90.4 •
3000 92.7 92.4 • 92 • 90.5 88.5 • 90.5

4000 93.1 92.6 • 92.5 • 90.7 88.6 • 90.5 •
5000 93.2 92.6 • 92.6 • 90.8 88.6 • 90.7 •
6000 93.1 92.5 • 92.7 • 91 88.6 • 90.6 •
7000 93.2 92.3 • 92.7 • 90.8 88.5 • 90.7 •
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Table 7. Cont.

G BTC-IGM TF-IGM MTF-IGM BTC-IGM TF-IGM MTF-IGM

SVM KNN

WebKB

100 82.7 81.7 • 80.7 • 77.6 73.6 • 72.8 •
200 82.8 81.9 • 80.4 • 80.1 75.7 • 77.5 •
500 84.3 82.7 • 82.5 • 81.2 76.8 • 80.9 •
700 85.2 83.7 • 82.8 • 80.9 76.5 • 80.5 •

1000 85.9 83.8 • 83.5 • 81.5 76.4 • 80.7 •
2000 86.2 84.4 • 83.2 • 81.2 76.3 • 80.2 •
3000 86.8 84.7 • 83.8 • 81.2 76.5 • 80.6 •
4000 86.9 84.8 • 83.9 • 81.7 76.5 • 80.8 •
5000 87.5 85.5 • 84 • 81.8 76.7 • 81 •
6000 87.9 85.6 • 84.7 • 82.2 76.7 • 81.5 •
7000 88.8 86.2 • 85.8 • 81.2 76.5 • 80.5 •

20-Newsgroups

500 71.5 70.2 • 69.4 • 69.5 68.1 • 68.8 •
1000 74.2 73.2 • 71.7 • 74.6 72 • 73.9 •
2000 76.9 75.9 • 74.8 • 76.8 74.7 • 76.3 •
4000 79.3 78.4 • 77.7 • 79.3 77.3 • 77.8 •
6000 80.7 79.6 • 78.5 • 80.4 78.1 • 79.8 •
8000 81.5 80.5 • 79.4 • 80.9 78.7 • 79.7 •

10,000 82.1 81 • 79.8 • 81.2 78.9 • 80.4 •
12,000 82.5 81.2 • 80.5 • 81.6 79.1 • 80.7 •
14,000 82.6 81.3 • 80.8 • 81.7 79 • 80.9 •
16,000 82.8 81.4 • 81 • 82 79.1 • 81 •

5.3. BTC-RF vs. TF-RF vs. MTF-RF

Results of evaluating the quality of subsets of BTC-RF, TF-RF and MTF-RF with SVM
and KNN are shown in Table 8. The superior performance of BTC-RF weighting scheme is
evident from the t-test analysis as compared to the other two schemes.

5.4. BTC-MONO vs. TF-MONO vs. MTF-MONO

Finally, we evaluate the capability of BTC, TF and MTF along with a more recently
proposed collection frequency factor MONO. Table 9 shows the performance evaluations
of the SVM and KNN classifiers. We can find that performance of BTC-MONO is better
than that of the other two weighting schemes.
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Table 8. Performance comparison of BTC-RF vs. TF-RF vs. MTF-RF.

G BTC-RF TF-RF MTF-RF BTC-RF TF-RF MTF-RF

SVM KNN

Reuters-21578 (R8)

100 89 89 86.1 • 86.8 86.3 • 86 •
200 90.7 90.1 • 88 • 88.6 87.4 • 88.6

500 92 91.5 • 90.2 • 89.8 88.9 • 90.1 ◦
700 92.8 92 • 90.9 • 89.7 89 • 89.9 ◦

1000 92.9 91.9 • 91.2 • 89.9 89 • 90.3 ◦
2000 93 92.3 • 91.7 • 89.8 88.4 • 89.7 •
3000 92.8 92 • 91.8 • 90 88.4 • 89.9 •
4000 92.9 91.9 • 92.1 • 89.9 88.3 • 90.1 ◦
5000 93.1 92.1 • 92.2 • 89.9 88.6 • 90.2 ◦
6000 93.1 92.1 • 92.2 • 89.8 88.9 • 90.2 ◦
7000 93.2 92.2 • 92.2 • 89.8 88.9 • 90.1 ◦

WebKB

100 83.9 83 • 81.2 • 78.8 73.6 • 73.2 •
200 85.1 83.9 • 81.2 • 80 74.5 • 77.2 •
500 86.2 84.1 • 81.9 • 81.2 76.6 • 80 •
700 86.8 85.3 • 82.4 • 81.1 75.7 • 80.3 •

1000 86.8 85.4 • 82.9 • 81.3 75.8 • 80.4 •
2000 87.4 85.7 • 82.9 • 81.3 76.1 • 80.7 •
3000 87.6 86 • 83.5 • 81.5 76.4 • 80.6 •
4000 87.8 86.4 • 83.8 • 81.8 76.1 • 80.9 •
5000 88 86.4 • 84.5 • 82.1 76.8 • 81 •
6000 88.3 86.4 • 85 • 82.1 76.2 • 81.2 •
7000 88.9 86.9 • 86.2 • 81.7 75.6 • 80.5 •

20-Newsgroups

500 73.1 71.8 • 71 • 70.7 68.2 • 68.7 •
1000 76.2 75.4 • 73.6 • 76.2 72.8 • 74.4 •
2000 78.3 77.5 • 76.1 • 77.9 75.2 • 76.4 •
4000 80.4 79.3 • 78.5 • 80.5 77.7 • 79 •
6000 81.5 80.5 • 79.5 • 82 78.2 • 80.5 •
8000 82.2 81.2 • 80.3 • 82.4 78.8 • 81 •

10,000 82.7 81.7 • 80.7 • 82.9 79 • 81.2 •
12,000 83 82 • 81.1 • 83.3 79.2 • 81.8 •
14,000 83.3 82.3 • 81.5 • 83.6 79.2 • 82 •
16,000 83.3 82.2 • 81.5 • 83.5 79.1 • 81.9 •
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Table 9. Performance comparison of BTC-MONO vs. TF-MONO vs. MTF-MONO.

|G| BTC-MONO TF-MONO MTF-MONO BTC-MONO TF-MONO MTF-MONO

SVM KNN

Reuters-21578 (R8)

100 88 87.6 • 84.8 • 85.7 85.2 • 85.3 •
200 89.8 89.6 • 88.4 • 87.7 86.4 • 87.2 •
500 91.1 90.3 • 89.6 • 88.1 87 • 87.8 •
700 91.5 90.5 • 90.3 • 88 86.7 • 87.8 •

1000 91.5 90.6 • 90.7 • 88 86.6 • 87.8 •
2000 91.6 91 • 90.9 • 88.1 86.6 • 87.8 •
3000 91.6 91.3 • 91.3 • 87.9 86.5 • 87.6 •
4000 91.8 91.3 • 91.4 • 87.9 86.4 • 87.6 •
5000 91.9 91.3 • 91.4 • 87.8 86.4 • 87.6 •
6000 91.9 91.2 • 91.3 • 87.8 86.4 • 87.5 •
7000 92 91.3 • 91.3 • 87.8 86.4 • 87.6 •

WebKB

100 83 82.6 • 80.2 • 77.3 72.2 • 73.7 •
200 83.7 83.4 • 80 • 77.4 73.1 • 75.4 •
500 85 83 • 80.8 • 78.6 73.9 • 77.7 •
700 85.6 84.1 • 81.8 • 78.5 74.1 • 78.1 •

1000 85.6 84.1 • 82.5 • 78.7 73.9 • 78.4 •
2000 86.3 84.6 • 82.3 • 78.8 73.8 • 78.6 •
3000 86.5 85 • 82.7 • 78.5 74 • 78.6 ◦
4000 86.9 85.3 • 82.8 • 78.9 73.9 • 79 ◦
5000 87.3 85.8 • 83.4 • 78.9 74 • 78.8 •
6000 87.2 85.9 • 84.2 • 78.9 74.2 • 79 ◦
7000 87.4 86.3 • 84.7 • 78.7 73.8 • 78.6 •

20-Newsgroups

500 70.8 70 • 68.9 • 61.6 59.7 • 60.7 •
1000 72.2 71.6 • 69.8 • 64.1 61.7 • 62.5 •
2000 73.6 72.4 • 70.9 • 65.3 62.1 • 63.7 •
4000 75 74.1 • 72.8 • 66.3 63.1 • 65.9 •
6000 76.2 75.4 • 74.5 • 67.1 63.1 • 66.7 •
8000 76.8 76.1 • 74.9 • 67.6 63.4 • 67.1 •

10,000 77.3 76.5 • 75.7 • 68 63.4 • 67.3 •
12,000 77.6 76.6 • 76.2 • 67.8 63.5 • 67.4 •
14,000 77.8 76.9 • 76.4 • 68 63.5 • 67.7 •
16,000 78.4 77.1 • 76.7 • 68.3 63.7 • 67.7 •
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Our experimental results based on t-test lead us to a conclusion that both SVM and
KNN classifiers achieve higher classification accuracies on the three standard datasets
when BTC is used in combination with the collection frequency factors. Between the TF
and MTF factors, BTC has won more trials against TF than MTF. The performance of BTC
is better or comparable to TF and MTF while there is no loss for BTC.

5.5. Discussion of Results

Achieving high accuracy on unbalanced datasets is challenging for classification algo-
rithms. In highly skewed datasets, more instances of smaller classes are misclassified than
those of larger ones. A good classifier should be able to produce high macro F1 values. This
depends on the classification algorithm, a term weighting scheme, and a feature selection
algorithm. Our focus in this paper is on the former. We investigated the working of our newly
proposed BTC against TF and MTF while combining them with four collection frequency
factors on three standard datasets with two classifiers. We used CHI-square to rank the terms
and constructed 64 subsets for the three datasets. The results in Table 10 shows the count of
subsets in which BTC has obtained performance statistically (over five splits of the datasets)
better than TF and MTF on each dataset with each classifier. We can observe that performance
of BTC is better than that of TF and MTF in 52% of the subsets. The remaining cases it is
comparable to TF and MTF. There is no single subset for which the performance of BTC was
poorer than that of TF and MTF.

Table 10. Summary: Percentage Wins of BTC against TF and MTF.

Data Set IDF RF IGM MONO Row Total Percentage IDF RF IGM MONO Row Total Percentage

SVM KNN

TF

R8 8 6 1 1 16 36.4 5 2 9 10 26 59.1

WebKB 9 10 10 8 37 84.1 11 11 11 11 44 100

20NG 9 9 9 1 28 70 3 7 8 8 26 65

Col. Total 26 25 20 10 81 63.3 19 20 28 29 96 75

Percentage 81.3 78.1 62.5 31.3 63.3 59.4 62.5 87.5 90.6 75

MTF

R8 2 5 3 0 10 22.7 11 1 0 0 12 27.3

WebKB 3 8 0 8 19 43.2 8 5 4 2 19 43.2

20NG 1 3 1 7 12 30 1 8 4 3 16 40

Col. Total 6 16 4 15 41 32 20 14 8 5 47 36.7

Percentage 18.8 50 12.5 46.9 32 62.5 43.8 25 15.6 36.7

Table 11 shows a summary of the highest macro F1 values attained on each dataset. It
can be seen that on the three datasets BTC-based term weighting schemes have been the
top performer. BTC with IGM and RF have produced the highest macro F1 values. On
20 newsgroup datasets, we found from the literature survey that one of the best macro F1
results was reported in [63]. The SVM classifier obtained a macro F1 value of 97.32. For
the R8 dataset, [66] has reported one of the best macro F1 results (i.e., 96.98) using SVM.
Similarly, the macro F1 value of 89.8 with Random forests classifier was found to be one of
the best results on WebKB [67].
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Table 11. Summary: Best Text Classification Results.

Data Set Highest Value Term Weighting Scheme Highest Value Term Weighting Scheme

SVM KNN

R8 93.2 BTC-IGM, BTC-RF 91.2 BTC-IGM

WebKB 88.9 BTC-RF 82.2 BTC-IGM

20NG 83.3 BTC-RF 83.6 BTC-RF

5.5.1. Strengths and Weaknesses of BTC

BTC, a non-linear weighting scheme, is designed to trim significant term counts more
than small-term counts before normalization, thus helping to moderate the secondary
effects produced on large documents. When all the documents in a dataset contain words
with small term counts, researchers have suggested using binary values instead of term fre-
quencies [10]. In such cases, BTC will only reduce term counts by a factor of 1 (assuming the
maximum term count is 3). The resulting BTC values will be very close to the original term
counts; hence, they will behave very similarly to TF. In case a corpus contains documents
of almost equal length, documents cannot be distinguished as small and large documents.
Therefore, the documents will be equally penalized by document length normalization.
There is no need to alter term counts, instead, it may deteriorate the results. Moreover,
if the threshold (the value after which all term counts will be mapped onto the max bin)
needs to be set properly concerning term counts in a corpus, it will aggressively truncate
term counts. In such cases, BTC may perform differently from expectations. BTC will
perform well in situations other than those mentioned above. If the documents in a corpus
vary mainly in size, BTC is a measure of choice in such cases. Also, as BTC scales the term
counts, distance-based classifiers should benefit from it. Choosing a suitable threshold
value is also crucial in determining overall performance.

5.5.2. Time Complexity of BTC

Regarding computational efficiency, the time complexity of Big-Oh of BTC, TF, and
MTF is the same. If N is the number of terms, running time is O(N). However, empirically,
we found that, on average, TF, MTF, and BTC take 4 s, 755 s, and 3 s respectively. Therefore,
BTC is computationally most efficient in finding the term weights of data. The system used
in this experiment was HPZ420 with processor Intel Xeon 1660 (6 cores, 12 threads), 16 GB
Ram, and 1TB solid state drive.

From the discussion above, we can conclude that BTC is better than TF and MTF in
capturing a term’s importance at the document level. Therefore, when combined with a
collection frequency factor, BTC performs better than TF and MTF.

6. Conclusions

In text classification, TF-IDF is the most commonly used term weighting scheme.
TF being a measure of importance of term in a document employs normalization by the
document length to make the larger terms counts in longer documents comparable to the
term counts of shorter documents. However, this suppresses the term counts for longer
documents more than term counts of shorter documents due to which a term’s true worth
is not found. In this paper, we introduced a new term frequency factor named Binned
Term Count (BTC), which eliminates the need of normalization by document length. BTC
being an alternative to TF maps higher term counts to higher or equal values than mapped
values of lower term counts. We evaluated performance of BTC on three benchmark
datasets (namely Reuters-21578, 20 Newsgroups and WebKB) against TF and a more
recently proposed alternative of TF using SVM and KNN classifiers. Based on two-sided
paired t-test, our results showed that performance of BTC-based term weighting schemes
is statistically significant than that of the TF- and MTF-based weighting schemes on all
the three datasets. As a future work, BTC can be explored by introducing the variable
length of the bins. These variable lengths may vary depending upon the average size of the
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documents in a corpus. In this way, length variation of the documents can be assigned in a
controlled and effective manner.
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