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B W N e

Abstract: The metro network plays a vital role in the urban transportation system. However, the
metro network is easily damaged by humans and natural disturbances. This can cause serious
economic damage, such as the suspension of metro station operations and line disruptions. Therefore,
we conducted this study in order to minimize the loss caused by the damage to the metro network
and improve the performance of the network after recovery. Based on the cascading failures of
metro networks, this paper proposes a recovery model for metro networks considering the value
of time. Then, considering the time value, a new node importance measure is proposed using
the determination of maintenance priorities. The maintenance priorities of nodes with different
importance values are investigated to minimize network losses. Lastly, the applicability of the
method is verified by a metro network in Zhengzhou city.

Keywords: recovery; reliability; importance measure; maintenance priority; cascading failure

MSC: 90B25

1. Introduction
1.1. Background

With the acceleration of urbanization and the rapid development of regional integration,
residents’ commuting travel and daily travel demand have increased steadily [1]. The different
public transportation routes form many complex transportation networks. Metro networks
are usually the backbone of these transportation networks. It has become the most important
public transport mode in modern cities [2]. However, accidents frequently occur in metro
systems [3]. Accidents can cause lines or stations to close and shut down. For example,
in October 2020, a cable fault in the Singapore Metro Network disrupted service on some
metro network lines, affecting a total of approximately 123,000 passengers. Due to the
unpredictability and great destructiveness of accidents, it is not possible to prevent all serious
accidents in advance. An alternative solution is to consider recovery perspectives. The
ability to recover quickly from disturbance events has become increasingly important for
metro networks. Moreover, the recovery of metro networks is interlinked with socioeconomic
conditions and individuals [4]. Therefore, this paper considers the value of time in the
recovery process and proposes a performance variation model for metro networks. The
optimal maintenance order of failed nodes of metro networks after cascading failure is
investigated. The uses and advantages of this method are illustrated by one particular case [5].

1.2. Literature Reviews

In terms of network performance and reliability, Niu [6] developed an algorithm
that iteratively separates capacity vectors, satisfying the required capacity level from the

Mathematics 2022, 10, 3989. https:/ /doi.org/10.3390/math10213989

https://www.mdpi.com/journal /mathematics


https://doi.org/10.3390/math10213989
https://doi.org/10.3390/math10213989
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0002-2277-6454
https://doi.org/10.3390/math10213989
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10213989?type=check_update&version=2

Mathematics 2022, 10, 3989

2 of 20

universal space to measure the performance of a multi-state flow network. Bisht et al. [7]
studied the network reliability and the stability of the communication network system
to identify the critical components in the network and also to quantify the impact of
component failures. Wang et al. [8] modeled a high-speed railway as a three-layer network
including topological, functional, and service layers and assessed the integrated network
performance from the view of transportation accessibility. Zhang et al. [9] proposed a
cascading reliability model to model, measure, and control coupling performances against
cascading failures. Ma et al. [10] presented a technique for the probabilistic simulation of
power transmission systems under hurricane events and provided fundamental insights
into the modeling and quantification of power system performance and resilience. Wu and
Baker [11] proposed a statistical learning technique, Random Forests, to efficiently estimate
network performance in place of direct physical simulation. Levitin and Dai [12] introduced
service reliability and performance indices and presented a fast numerical algorithm for
their evaluation of arbitrary subtask distribution in a grid with star architecture. Levitin
and Xing [13] presented an algorithm for evaluating the performance distribution of
complex series-parallel multi-state systems with common cause failures caused by the
propagation of failures in system elements. Xing and Dugan [14] proposed a generalized
phased-mission system (GPMS) analysis methodology called GPMS-CPR to analyze GPMS
reliability, performance, and sensitivity. Kumar et al. [15] used semi-Markov processes
and the regenerative point technique to analyze probabilistically various performance
measures of two redundant systems under Weibull failure, and repair activities using
two stochastic models comprised of one original and one duplicate unit were developed
with the provision of a single repair facility and priority. Consilvio et al. [16] presented a
stochastic model for scheduling predictive and risk-based maintenance activities in the rail
sector. The maintenance priorities are based on the criticality of assets, determined by the
relevant failure probability, related to asset degradation conditions, and the consequent
direct and indirect damages.

In terms of network failure, Lu et al. [17] proposed an improved Coupled Map Lat-
tices model to address the evolution process of cascading failures on the rail transit net-
work. Zhang and Ng [18] constructed an urban railway network (URN) as a directed
weighted network at different times and studied the dynamic network robustness against
the fluctuation of passenger flow-induced cascading failures under different failure modes.
Huang et al. [19] established the cascading failure model based on disaster spreading theory
and applied it to the Chengdu Metro Network. Xing [20] systematically reviewed cascading
failure modeling and reliability analysis methodologies, as well as mitigation strategies
for building the resilience of IoT systems against cascading failures. Xing and Levitin [21]
consider the reliability analysis of binary-state systems, subject to propagated failures with
global effect, and failure isolation phenomena. Yan et al. [22] proposed a signal momentum
contrast for unsupervised representation learning. Wu et al. [23] investigated a resilience-
based optimal maintenance strategy under the cascading failure of the cyber—physical
power system. Levitin et al. [24] presented a method for evaluating expected damage
associated with nodes” deprivation of the supply of commodities in multi-commodity
networks with a given topology as a result of an intentional attack on randomly chosen
network links. Lin et al. [25] developed a method to measure the impact of correlated
failures on network reliability, which is defined as the probability of demand satisfaction.
For the cascaded faults in complex networks, Rawa [26] proposed a transmission expansion
planning model to ensure the resilience of the power system and reduce the impact of
cascaded faults.

The maintenance order can have an impact on the extent and speed of network
performance recovery. In this paper, the importance measure is used in the determination
of maintenance priorities. The node with a higher maintenance priority is maintained first
in order to achieve better recovery results for the network.

In terms of the importance measure, Xu et al. [27] proposed a new resilience-based
component importance ranking measure for multi-state networks from the perspective of
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a post-disaster restoration process. Levitin et al. [28] proposed an approach based on the
universal generating function technique for the evaluation of the introduced importance
measures. Dui et al. [29] proposed a new importance measure for analyzing the impact of
external factors on system performance. Wu et al. [30] introduced an importance measure,
called Component Maintenance Priority, which is used to select components for preventive
maintenance. Wu and Coolen [31] proposed a new cost-based importance measure, which
considers costs incurred by maintaining a system and its components within a finite time
horizon. Almoghathawi and Barker [32] offered a means to study the importance of
interdependent network components with a resilience-focused performance measure.

1.3. Motivation and Contribution of This Paper

In terms of metro network performance, most of the existing literature studies the
performance measure from the perspective of reliability, convenience, accessibility, etc. The
income level of the metro network can reflect the change in network performance more
intuitively, but the existing literature rarely takes the income of the metro network as the
index of network performance. In terms of metro network failure, the degree of nodes
and the betweenness of nodes are often used as indicators to measure the node load in
the study of network cascading failure. The existing literature rarely used passenger flow
as an index to measure the node load in the study of network cascading failure. In terms
of metro network recovery, the existing literature mainly considers the maintenance cost
during the recovery process, and the time cost during the metro network recovery process
has not been considered. In terms of the node importance measure, most of the existing
literature focuses on the use of the node importance measure for determining critical nodes
in metro networks. The existing literature does not consider the time value of the node
recovery process.

This paper bridges the above-mentioned research gap and makes the following
contributions:

e A new recovery measure model for metro networks considering the value of recovery
time is developed. The model combines performance analysis and cascading failure
into metro networks.

e  The node importance measure is used for setting maintenance prioritization of the
metro network. A new node importance measure considering the value of recovery
time is proposed.

e  The Zhengzhou metro network is selected as a case study for performance analysis.
The applicability and effectiveness of the proposed methods are verified.

The rest of the paper is structured as follows. Section 2 presents a mathematical
modelling of the metro network and develops a metro network cascading failure model.
Section 3 proposes a new method to quantify the performance of metro networks consider-
ing the value of time. Section 4 proposes a new node importance measure to determine the
maintenance priority and maintenance order. Section 5 applies a case study of Zhengzhou
Metro to verify the applicability of the proposed methods. Section 6 summarizes the entire
paper and proposes future work.

The meanings of the symbols in the text are shown in the Abbreviations.

2. Cascading Failure Model for Metro Networks
2.1. Metro Network Indicators

The L-space type of topological graphs is used to model metro networks. Figure 1
shows an example of the metro stations and lines.

The nodes in the network stand for metro stations and the lines between the different
nodes stand for the metro lines. Figure 1a shows an example of metro stations and lines.
Figure 1b is a topology diagram corresponding to metro stations and lines. The total
amount of passenger flow in a metro network at time t represents the total load on the
network. The passenger flow at a station at time f represents the load on the node at that
time. This paper assumes that the metro network is a binary network. There are only two
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states for nodes in the network, normal operation and failure. The state of each node in the
network is independent of each other.

EJ

. Different metro stations ‘ Different metro stations
@==  Metro Line 1 Interchange stations
Metro Line 2 — Metro Line
(@) (b)

Figure 1. Mathematical representation of stations and lines: (a) Metro stations and lines, (b) topology
diagram corresponding to metro stations and lines.

The topology of the metro network can be represented by the vector G = (A, S), where
A is the set of all nodes in the network. S is the set of edges in the network. The state of the
connection between any two nodes is represented by an adjacency matrix M = [aij] axn
Some stations in the metro network are not directly connected to each other, while others are
directly connected. a;; = 0 represents two metro stations i and j are not directly connected.
a;j = 1 represents two metro stations i and j are directly connected. We denote the degree
of nodeias D;, D; = Z}Ll a;j and denote the average network efficiency of the network
asE, E = m Yt dlij' where N is the total number of nodes in the network and d;;
is the shortest distance between node i and node j. In this paper, the topology of the
metro network is analyzed without considering the length of the connection path between
stations, the interchange time, the frequency of metro train departures, and other factors.
Therefore, the metro network is represented by an undirected unweighted graph.

2.2. Cascading Failure Model

In this paper, the state of metro network nodes is categorized into two types: Normal
and failed. The node state is indicated by y;. #; = 0 means the node is failed. y; = 1 means
the node is normal. When the network is not attacked, each node works normally. Its state
is normal. At time ¢, node i suffers an attack and its state changes from normal to failed.
The load of this node is distributed to its neighboring nodes, which causes the load of
its neighboring nodes to increase. When the load on its neighboring nodes exceeds their
capacity (maximum load), the state of neighboring nodes changes from normal to failed.

Generally, the maximum passenger capacity of a metro station is limited at the begin-
ning of its construction. The size of a station is closely related to its specified maximum
passenger-carrying capacity. This paper constructs a cascading failure model for the
metro network.

(1) Initial load of nodes

In many previous studies, the node betweenness was mostly used as the initial load of
nodes. However, passenger flow is an element of the metro network that cannot be ignored.
Therefore, in this paper, the initial load L;(0) of a node is expressed by the average daily
passenger flow during the normal operation of the node. We assume that the average daily
traffic at the node remains constant during normal operation.
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(2) Capacity of nodes

The design and construction of metro stations are influenced by a variety of factors
such as cost and topography. This results in a limited capacity at each station, and there is
some variation in the capacity of each station. According to the model proposed by Motter
et al. [33], the capacity of node Q); is proportional to the initial capacity of the node, as in
Equation (1).

Qi = (1+a)L;i(0) (1)
where « is the tolerance factor, « > 0.
(3) Distribution of node load

The load in the metro network can be redistributed. Passengers can select the appropri-
ate travel path [19]. The state of all nodes in the network is normal before the attack occurs.
At time f, node i suffers an attack and its state changes from normal to failed. At the same
time, the passenger flow of node i becomes 0. The failed node does not have the ability to
maintain itself. Its load needs to be fully distributed to other neighboring nodes. In general,
the load assigned to neighboring nodes is influenced by the size of their load-carrying
capacity. The distribution rule for the load of failed nodes is as in Equation (2).

Q;

ALij=ZiLi = 72],61_4 Qp

L;(0) @

where AL; ,; denotes the amount of load shared by the neighboring nodes of the failed
node. Z; denotes the proportion of neighboring nodes sharing the load of the failed node.
Q; denotes the capacity of neighboring node j. I'; denotes the set of neighboring nodes of
the failed node i.

After the load redistribution is completed, the neighboring node j receiving the load
needs to determine whether the load it is carrying exceeds its own capacity. Huang et al. [19]
pointed out that there is a state of failure at metro network stations due to passenger
congestion in the analysis of the metro network cascading failure process using disaster
spreading theory. Crowding at subway stations may lead to stampede accidents, operating
elevator failures, etc. In this paper, if the load it carries exceeds its capacity, the node is
overloaded and fails. It is expressed as L; = AL; ,; + Lj(O) > Q;. An overloaded node
will distribute the load that exceeds its capacity to its neighboring nodes. The distribution
rule for the load of the overloaded nodes is as in Equation (3).

Qn

AL y=—t

) @)

where A'L;_,;, denotes the amount of load shared by the neighboring nodes of the over-
loaded node. I'; denotes the set of neighboring nodes of overloaded node j.

The overloaded failed nodes are closed and inspected for maintenance. The cascading
failure process of the network ends when the own load of all nodes in the network is less
than their own capacity. The process is shown in Figure 2.

Stage 1. Node 3 is attacked. Its state is changed from normal to failed. Node 3 is the initial
failed node.

Stage 2. The line connected to node 3 is interrupted. The load of node 3 is distributed to its
neighboring nodes according to Equation (2). Here it is assumed to be assigned to node 4
and node 8.

Stage 3. After taking the load of node 3, node 4 and node 8 are loaded with more than their
capacity. Node 4 and node 8 overload into failed nodes, and the lines connected to them are
interrupted. Their loads are distributed to their neighboring nodes according to Equation (3).
Stage 4. Node 9 takes the load of node 8. Node 5 takes the load of node 4. The loads on
both node 5 and node 9 are less than their capacity. No new failed nodes appear in the
network and the cascading failure ends.
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Figure 2. Node cascading failure process.

3. Recovery Analysis for Metro Networks
In previous studies, the performance measure is studied from the perspective of
reliability, convenience, accessibility, etc. The failure and recovery process of system
performance is represented in Figure 3.
P o
P,

P,

t t. t

Failure Recovery

Figure 3. The failure and recovery process of system performance.

In Figure 3, P denotes the network performance. Py denotes the initial network perfor-
mance. P; denotes the minimum performance after an attack on the network. ¢y denotes the
time of the network attack. ; denotes the moment when the network performance starts to
recover. tp denotes the moment when the network performance recovery is complete. ty
to t; is the failure process of the network. t; to t; is the recovery process of the network.
Area A indicates the loss of network performance. Area B indicates the performance of
network recovery.

In this paper, the total revenue Ppofr Of the metro network is used to express the
performance of the network. The revenue of the metro network is the number of passenger
tickets sold. Pf')ri < (t) denotes the revenue from passenger tickets sold at station 7 at time ¢,
as in Equation (4). ‘

Pllorice(t) = PLi(t) 4
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where p is the average fare for a single ticket. L;() denotes the load at station i at time .
The total load L' (t) of the metro network at time f is the sum of the loads at each station.
L'(t) isequal to L'(t) = Y 4 Li(t). Node i completely fails due to an attack at moment fy,
causing a cascading failure of the network. Passenger flow and passenger ticket revenue at
to decrease significantly.

The network completes the cascading failure at t;. The maintenance of failed nodes
starts at ¢1. In this paper, only one node can be maintained at the same time, and the node’s
ability to carry the load can be restored to the level before the attack. The maintenance
time of a failed node is related to the node degree. The maintenance time of failed node i is
denoted by T;, as in Equation (5).

D;
T, = =T,
i 7 0 (5)

where Tj is a constant value indicating the maintenance time for a node of degree 2 (only
one metro line crosses the node).

Stage 1: Metro network normal operation

The performance measure equation for a node at time ¢ is Pproﬁt( ) = P}l)rlce( ) =

pLi(t) (i € (A — B)). B is the set of failed nodes. The total revenue Ppit(f) of the metro
network at time ¢ is the sum of the performance of all nodes in the network. The equation

is expressed as Pproﬁt(t) =Y, lf,roﬁt(t‘).
Stage 2: Metro network cascading failure

The performance measure equation for a failed node at time ¢ is Pproflt( i) = 0, where

time #; is the moment when node i fails. The total revenue Ppofit (t) of the metro network at
time f is the sum of the performance of all nodes in the network. The equation is expressed

as P, rof1t( ) Z PllarOflf( )

Stage 3: Metro network recovery

Generally, the maintenance time for a metro station is longer. This paper considers the
time cost TC of failed nodes in the recovery process, as in Equation (6).

P }l)rlce( )
(1 + ‘B) recover""Ti_tl
where TC;(t) is the time cost of failed node i at moment t. ti ., is the moment when node

i starts maintenance. f is the average monthly interest rate.
The revenue for the failed node at time ¢ is as in Equation (7).

TCi() = Phriee(t) —

price

(i€ B) (6)

Phice(t)t < h
P[f)rofit(t) = 0,1 <t< ti‘ecover +T; (i€B) @)
Pll)nce( ) - TCi( ) t= ti‘ecover +T;
where Pproflt( ) denotes the revenue of node i at moment ¢. Substituting Equation (6) into

Equation (7), we have

pLi(t),t <t
Or h<t< til'ecover + Tl

pLi(t) — (PLi(t) - MW)J Hecover + T

trecover +Ti—t

ll)rofit ( t) =

The total revenue Pyt (#) of the metro network at time ¢ is the sum of the performance

of all nodes in the network. The equation is expressed as Pyrofit () = Y4 P}l)r ofit(F)-

The performance change process of the metro network is shown in Figure 4.
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4

1

1

iCascade failura: Recovery Process
Figure 4. The performance change process of the metro network.

In Figure 4, Pyofit denotes the metro network performance. Pprofit(fo) denotes the
metro network’s initial performance. Ppfi(#1) denotes the minimum performance after
an attack on the metro network. Pproﬁt(tz) denotes the performance of the metro network
after recovery. The cascading failure occurs in the network at moment ty. t; denotes the
moment when the network performance starts to recover. Network performance recovery is
completed at time ¢,. Because only one node can be maintained in one stage of the recovery
process, the network performance shows a step change. Because time cost exists in the
recovery process, Pproﬁt(tz) < Pproﬁt(to). Area A indicates the loss of network performance.
Area B indicates the performance of network recovery. The rectangles of different colors in
area B represent the maintenance order of different failed nodes, and the darker the color,
the higher the maintenance priority.

4. Maintenance Priority Based on Node Importance

Different nodes in the metro network have different levels of importance. The higher
the importance of the node, the more critical it is. The node maintenance sequence is based
on the node importance order. The performance of the metro network can be improved by
prioritizing the maintenance of nodes of high importance.

The Metro maintenance process takes a lot of time. Failed nodes are unable to carry
passengers and have no revenue. Therefore, the time value in the recovery process cannot
be ignored. In this paper, the value of time in the recovery process is incorporated into the
node importance, and the performance importance of the nodes of the metro network is
proposed. The importance of node i is denoted by IZP, as in Equation (9).

IlP = éroﬁt (t = ti‘ecover + Ti) - P}iaroﬁt(ﬂi = O) (9)

where P}iroﬁt(nui =0) is the performance of the node when it has completely failed.

Pl (t=*H + T;) is the performance of node i when it is maintained.
proﬁt recover p

Substituting Equation (8) into Equation (9), we have

pLi (t{‘ecover + Ti) _0= pLi (tiecover + Tl)
(1 +ﬁ>ti“ec0ver+Ti7tl (1 +ﬁ)t{;ecover+Ti7tl

IZP = pLi (til'ecover + Tl) - (PLi (ti‘ecover + Ti) - (10)
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where a larger value of IZP represents a greater value for that node after maintenance.

After an attack on the metro network, the government needs to immediately maintain
the failed stations to ensure minimal damage. The resources are limited, so this paper
assumes that only one node can be selected for maintenance at a time. The order in which
nodes are maintained determines the level of performance of the recovered system.

The rule for determining maintenance priority based on the node importance is that
the greater the performance importance of node i, the higher the maintenance priority of
node i and the greater the performance of the network after maintenance.

After the cascading failure is completed, the metro network performance is reduced
to the lowest level Pproﬁt<t]). For two different failed nodes i and j, we assume Pproﬁt(i )
is the network performance by maintaining the failed node i, and Pyt (f) is the network
performance by maintaining the failed node j.

o If Il.p > I]P , from the definition of the node performance importance, we can obtain that
the performance of node i after maintenance is greater than the performance of node
j after maintenance. It is expressed as Pproit(i) > Pprofit(j)- The node i has a higher
maintenance priority.

o If I]P > IZP, from the definition of the node performance importance, we can obtain that
the performance of node j after maintenance is greater than the performance of node
i after maintenance. It is expressed as Pprofit(j) > Pprofit(i)- The node j has a higher
maintenance priority.

The steps to determine the maintenance priority of a node after a cascading failure of
the metro network are as follows:

Step 1: Determine the full number of failed nodes due to cascading failures in the metro
network, and their initial load.

Step 2: Calculate the degree of each failure node. Calculate their maintenance time based
on their degree.

Step 3: Based on the time cost calculation formula of the node repair process, calculate the
maintenance time cost of each failure node.

Step 4: Calculate the performance of each failed node after maintenance based on the node
performance formula.

Step 5: Calculate the performance importance of each failure node and rank them.

Step 6: The nodes with the highest performance importance have the highest maintenance
priority and are maintained first. Update the start maintenance moment of the remaining
failed nodes.

Step 7: Repeat step 3, step 4, step 5, and step 6 until all failed nodes are maintained.
Calculate the final performance value of the metro network.

5. Application

The Zhengzhou Metro opened for operation on 28 December 2013. On 6 November
2020, the total number of operations of the Zhengzhou metro network exceeded 1.5 billion
passengers. As of December 2021, there are six metro lines in operation, with a total line
length of 198 km and 147 stations. The lines and stations are shown in Table 1.

Table 1. Number of metro lines and stations.

Metro Lines Number of Stations
Zhengzhou Metro Line 1 30
Zhengzhou Metro Line 2 22
Zhengzhou Metro Line 3 21
Zhengzhou Metro Line 4 27
Zhengzhou Metro Line 5 32

Zhengzhou Metro Suburban Line 15
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The L-space type network topology of Zhengzhou Metro is established as shown in
Figure 5.

114 113 112

19 20

480 9389

49@

500

Figure 5. Zhengzhou metro network.

Figure 5 shows the topology network of the Zhengzhou metro network, excluding
suburban lines and uncompleted lines. The nodes are numbered. There are 116 sites.

Based on the connection of the nodes in Figure 5, the adjacency matrix M of the
Zhengzhou metro network is established. The size of the adjacency matrix M is 116 x 116
and its value is

a1 a2 co a1116
az1 a T 2116

M= ) . . ) (11)
a1161 41162 T 116116

Using the adjacency matrix, a simulation is performed to obtain the degree of each
node of the Zhengzhou metro network. A node with a degree of 1 means that only one
station is connected to it. It is the end point of the metro line. A node with a degree of
2 indicates that two stations are connected to it. It is crossed by a metro line. A node with a
degree greater than 2 indicates that there are multiple (more than 2) stations connected to it.
It is an interchange station in the metro network. The average degree of the Zhengzhou
metro network is 2.1897. Each station in the metro network is directly connected to an
average of 2.1897 stations.

The maximum number of node degrees in the Zhengzhou metro network is 4 and the
minimum is 1. The majority of the nodes in the network have a degree of 2. Figure 6 shows
the probability distribution of the node degree of the Zhengzhou metro network.

As shown in Figure 6, there is approximately 6% of the total number of stations
with a node degree of 1. Approximately 81% of the total number of stations have a node
degree of 2. Approximately 0.8% of the total number of stations have a node degree of 3.
Approximately 12% of the total number of stations have a node degree of 4.
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Figure 6. Probability of node degree of Zhengzhou metro network.

Table 2 shows some characteristic values of the Zhengzhou metro network. The
average path length of the network is 10.2157. The shortest path between any two sites in
the network requires an average of 10.2157 sites to pass through. The network diameter is
32. The longest line in the metro network has 32 stations.

Table 2. Zhengzhou metro network characteristics index.

Network Characteristics Zhengzhou Metro Network
Number of nodes 116
Number of connected lines 127
Average node degree 2.1897
Average path length 10.2157
Network Diameter 32

In this paper, the average network efficiency is selected as a metric to reflect the degree
of network impairment. The following are simulation steps of the cascading failure of the
Zhengzhou metro network:

Step 1: Collect the average daily traffic of each station of the Zhengzhou metro network in
the past three months and take the average as the initial load of each station. Construct
the initial load matrix. The adjacency matrix is used to calculate the network size and the
average network efficiency under normal operating conditions.

Step 2: Select a suitable tolerance factor a. The capacity of each node is calculated according
to Equation (1). Generate the capacity matrix of each node of the metro network.

Step 3: The node is attacked according to different attack strategies. The state of the
attacked node becomes failed. Add one to the number of failed nodes in the network. The
load of the attacked node becomes 0.

Step 4: Find the neighboring nodes of the attacked node based on the adjacency matrix. The
load of the attacked node is transferred to its neighboring nodes according to Equation (2).
The connection state of the attacked node in the adjacency matrix is all 0. The adjacency
matrix and load matrix are updated, and the average network efficiency of the network is
calculated at this time.
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Step 5: Compare the load of each node with its capacity. If there is a node with a load
greater than its capacity, the node is overloaded. According to Equation (3), the load of the
overloaded node is transferred to its neighboring nodes. The overload node is closed and
the state changes to failed. Add one to the number of failed nodes in the network. The load
becomes its capacity. Repeat Step 5. If the load of all nodes in the network is less than their
capacity, then the cascading failure ends.

Based on the above steps, we draw a flowchart, as shown in Figure 7.

/ Generate initial load matrix /

L

Calculate the initial average network efficiency based
on the initial adjacency matrix of the network

I}

Choose a suitable tolerance factor and
calculate the capacity of each site
!

Attack nodes according to
different attack strategies
|
Attacked node load L=0, number of damaged

nodes add one

y

Calculate the load assigned to the neighboring nodes of the
failed node , update the load matrix, and calculate the
average network efficiency

:

Overloaded node load =0, number of
damaged nodes in the network add one

|

Calculate the load assigned to the neighboring nodes of the
overloaded node, update the load matrix, and calculate the
average network efficiency

N

End

Figure 7. Cascading failure simulation.

Different node attack strategies can cause different levels of damage to the metro
network. In this paper, three different node attack strategies are selected, which are
the random node attack strategy, the node degree-based attack strategy, and the node
betweenness-based attack strategy. The random node attack strategy is set to randomly
select nodes to attack until all the nodes in the network are failed. The node degree-based
attack strategy is set to select nodes in order of their degree in the network, from highest
to lowest, until all nodes in the network are failed. The node betweenness-based attack
strategy is set to select nodes in order of their betweenness in the network, from highest
to lowest, until all the nodes in the network are failed. The three attack strategies are
simulated, from which a more targeted attack strategy is selected for the simulation of the
metro network performance measure and its recovery strategy.
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Figure 8 shows the simulation results of the cascading failure of the Zhengzhou Metro
network caused by three different attack strategies with different tolerance factors.
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Figure 8. Average network efficiency with different tolerance factors.

In Figure 8, the average network efficiency reflects the degree to which the network
is affected. Lower average network efficiency indicates that the network is more affected.
The network failure nodes ratio is the ratio of the number of failed nodes to the number
of all nodes. The square represents the attack strategy based on the node betweenness,
the asterisk represents the random attack strategy, and the triangle represents the attack
strategy based on the node degree.

From Figure 8, the larger the value of the tolerance factor taken, the slower the average
network efficiency of the network decreases. Comparing the three attack strategies, the
node degree-based attack strategy has the greatest impact on the network, and the average
network efficiency of the network decreases the fastest during the attack. The random
attack strategy has the least impact on the network among the three attack strategies.

In conducting the performance assessment of the Zhengzhou metro network, the
tolerance factor of the nodes was taken as 0.6. We know that the performance of the metro
network greatly depends on the recovery strategy. The optimal maintenance order can
improve network performance. The degree of interchange stations in the metro network
is high. Interchange stations usually connect multiple lines and play an important role in
metro networks. This paper analyzes the performance of the Zhengzhou Metro network
and the optimal maintenance order from two aspects. The first aspect is a single interchange
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failure. The second aspect is multiple interchange failures. The average daily passenger
flow of Zhengzhou Metro in 2021 was 1,380,400, and its average fare is approximately RMB
4 per person. In this paper, we assume that the average maintenance period for a station
with a degree of 2 is 30 days. The average monthly interest rate is 0.25%. Only one station
can be maintained in the same time period.

(a) Single interchange failure

Node 11, “May Day Park Station”, has a node degree of 4, ranking first among all
nodes in the network. It connects two of the top lines in terms of daily passenger traffic, Line
1 and Line 5, of which Line 5 is a loop line, and plays an important role in the Zhengzhou
metro network. When node 11 is attacked, it causes a cascading failure in the network.
According to the cascading failure model, the cascading failure caused by the failure of
node 11 is shown in Figure 9.

116

e 11 /°—

9 10 11 12

——ll) - - - - -
13 14 15 3 1 1
%@ 9
96T 96
I 116 I\ 116
93‘ 93
9 10 {11 12 9 10 11 12
_.—.----?-"-‘\ _._....-‘....‘
: 13 14 15 ; 5.1 13
: ——— : -
9é %¢
961 96?

Figure 9. Network cascading failure caused by node 11 failure.

In Figure 9, node 11 is attacked and its load is distributed to neighboring nodes.
Node 12 and node 94 are overloaded and their excess load is distributed to neighboring
nodes. Node 13 is overloaded, and its excess load is distributed to neighboring nodes.
Eventually, all nodes in the network have less load than their capacity and the network
cascading failure ends. The failure of node 11 causes cascading failure of nodes 12, 13,
and 94. To maintain these four failed nodes, there are a total of 24 maintenance orders,
each corresponding to a network performance value. The network performance values
corresponding to these 24 maintenance strategies are ranked, and the maintenance order
with the largest corresponding performance value is the best maintenance order. We use
the metro node number to indicate the order of maintenance, e.g., 11-12-13-94, indicating
that node 11 will be maintained first.

After the attack on node 11, the performance change of the network is calculated
according to the network performance change model. The performance of the metro
network at the beginning is 5.5216 million. After the failure of node 11, the performance
of the metro network drops to 5.3176 million. Maintenance is performed for the failed
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nodes, and the maintenance time of the nodes is calculated according to Equation (5). The
maintenance period for Node 11 is 60 days. Nodes 12, 13, and 94 all have a maintenance
period of 30 days. The total time spent on the whole maintenance process is 150 days. Based
on the node importance model of the metro network, the node performance importance of
each maintenance phase is calculated, and the optimal maintenance sequence is determined,
as in Figure 10.

Node number 11 12 13 24 Maintenance node
I Performance Importance 99,501.87 23.940.15 31.920.19 47.880.30 1
Order of PI 1 4 3 2
Node number 12 13 94 Maintenance node
II Performance Importance 23,820.89 31,761.19 47.641.79 oz
Order of PI 3 2 1
Node number 12 13 Maintenance node
III Performance Importance 23,761.49 31.681.99 13
Order of PI 2 1
Node number 12 Maintenance node
IV Performance Importance 23,702.24 12 Best maintenance sequence
— — —172
Order of PT 1 11794131

Figure 10. Optimal maintenance order based on node importance.

In Figure 10, Roman numerals indicate the order of maintenance. Node 11 has the
highest maintenance priority. Then, it is obtained that the best maintenance order is
11-94-13-12.

Figure 11 represents the change in network performance for the randomly selected
maintenance order compared to the optimal maintenance order. As only one node at a
time is selected for maintenance and the nodes in maintenance are closed, the performance
of the system remains stable during maintenance and the maintenance process shows a
step change.

— 11-94-13-12
555 4 === 12-13-94-11
B — I
= l
g :
8 i
g 545 '
'
: i
L= S N '
(=% ]
'5’54 540 E
£ :
z | freeee-- [
536 I
: .......
530 P U R SRR N R R R —
0 20 40 60 80 100 120 140 160 180

Recovery time (day)

Figure 11. Network performance variation with different maintenance orders.
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From Figure 11, we can determine that the slope of the system performance curve
over time is greater with the optimal maintenance order during the maintenance process.
Moreover, the final performance of the recovered system is higher. The results of this
simulation may be useful for making decisions about station maintenance when any
interchange station has failed and causes a cascading failure in the metro network.

(b) Multiple interchange station failures

For the case of multiple interchange failures, take the example of attacking two in-
terchange stations at the same time. We select station 11 “Wuyi Park Station” and station
16 “Erqi Square Station”. Station No. 16 “Erqi Square Station” is surrounded by the Erqi
Memorial Tower, a famous attraction in Zhengzhou. It is also connected to Zhengzhou
Metro Line 1 and Line 3, and it is a representative station of the Zhengzhou Metro’s huge
daily passenger flow. A simultaneous attack on site 11 and site 16 caused a cascading
failure in the metro network. According to the cascading failure model, the cascading
failure caused by the failures of node 11 and node 16 is shown in Figure 12.
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9 10 11 12 16,59
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%
116 \_56 I\ 116 \_56
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Figure 12. Network cascading failure caused by node 11 and 16 failure.

In Figure 12, node 11 and node 16 are attacked and their load is distributed to neigh-
boring nodes. Nodes 12, 15, 58, and 94 are overloaded and their excess load is distributed
to neighboring nodes. Nodes 13, 14, and 57 are overloaded and their excess load is dis-
tributed to neighboring nodes. Eventually, all nodes in the network have less load than
their capacity and the network cascading failure ends. The failures of node 11 and node
16 cause cascading failure of nodes 12, 13, 14, 15, 57, 58, and 94. To maintain nine failed
nodes, there are tens of thousands of maintenance orders, each corresponding to a network
performance value. The maintenance order with the largest corresponding performance
value is the best maintenance order.

After the simultaneous attack on node 11 and node 16, the performance change of
the network is calculated according to the network performance change model. The
performance of the metro network at the beginning is 5.5216 million. After the failures
of node 11 and node 16, the performance of the metro network drops to 5.142 million.
Maintenance is performed for the failed nodes and the maintenance time of the nodes
is calculated according to Equation (5). The maintenance period for Nodes 11 and 16 is
60 days. Nodes 12, 13, 14, 15, 57, 58, and 94 all have a maintenance period of 30 days.
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The total time spent on the whole maintenance process is 330 days. The node importance
of each maintenance phase can be calculated, and the optimal maintenance sequence is
determined. The results are shown in Figure 13.

Node number 11 12 13 14 15 16 57 58 94 Maintenance node
I Performance 99,501.87 23,940.15 31,920.19 3830424 4468828 6368119 12,369.08 1596000 4788030
Importance 11
Order of P1 1 7 [ 5 4 2 9 8 3
Node number 12 13 14 15 16 57 58 94 Mai node
1I Performance 23.820.89 3176119 38,113.43 44,465.67 63,363.98 12,307.46 15,880.59 47,641.79
Importance 16
Order of P1 6 5 4 3 1 8 7 2
Node number 12 13 14 15 57 58 94 Maintenance node
111 Performance 2370224 3160213 3792358 4424418 12,246 16 1580149 4740447
Importance 04
Order of PI 5 4 3 2 7 6 1
Node number 12 13 14 15 57 58 Maint: node
JAY Performance 23,643.13 31,524.17 37,820.01 44,133.84 12,215.62 15,762.09
Importance 15
Order of P1 4 3 2 1 6 5
Node number 12 13 14 57 58 Maintenance node
VvV Performance 2358417 3144556 37,734.67 12,185.15 15.722.18
Importance 14
Order of PI 3 2 1 5 4
Node number 12 13 57 58 Maint e node
VI Performance 2352536 31367.14 12,154.77 15,683.57
Importance 13
Order of P1 2 1 4 3
Node number 12 57 58 Maintenance node
VII Performance 23,466.69 12,124.46 15,644.46
Importance 12
Order of PI 1 3 2
Node number 57 58 Mai: e node
VIII| CFerformance 12,0842 15,605.45
Importance 58
Order of PI 2 1
Node number 57 Maintenance node Best maintenance sequence
IX Performance 12.064.06
Lmportance 57 11-16-94-15-14-13-12-58-57
Order of P1 1

Figure 13. Performance importance and optimal maintenance order.

In Figure 13, Roman numerals indicate the order of maintenance. Node 11 has the
highest maintenance priority. It was determined that the best maintenance order is 11-16-94-
15-14-13-12-58-57. The number of maintenance orders for nine node failures is huge, from
which four different maintenance orders are randomly selected to calculate the performance
change of the network.

Figure 14 represents the change in network performance for the randomly selected
maintenance orders compared to the optimal maintenance order.
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Figure 14. Network performance variation with different maintenance orders.
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From Figure 14, the number of phases recovered from an attack on multiple inter-
changes is greater than the number of phases recovered from an attack on a single inter-
change. Due to the different maintenance orders, the change curves of system performance
at some time overlap, but there are differences in the degree of maintenance of system
performance. The slope of the system performance curve over time is greater with the
optimal maintenance order during the maintenance process. The final performance of
the recovered system is higher. The results of this simulation may be useful for making
decisions about station maintenance when multiple interchange stations have failed and
caused a cascading failure in the metro network.

6. Conclusions and Future Work

e  This paper regards a metro network as a mathematical network consisting of nodes
and connecting lines. Network failures are modelled by a metro network cascading
failure model.

e  This paper proposes a framework for the network performance assessment of the
metro network considering the value of time. This framework includes an assessment
of the cascading failure of the metro network and a network performance assessment
that takes into account the value of time.

e  This paper establishes a maintenance priority method based on node importance. By
evaluating the importance of each node, the most optimal maintenance order is deter-
mined. The higher the priority of maintenance for nodes, the higher the node importance.
The most optimal maintenance order can improve the network performance.

e  The proposed model is simulated and verified by an example of the Zhengzhou metro
network system. The Zhengzhou metro network has 116 nodes and 127 connecting
lines, with the highest node degree being 4 and the lowest node degree being 1. The
failure of a single transfer station is simulated. Node 11 fails, leading to the cascade
failure of nodes 12, 13, and 94. By calculating the importance of failed nodes, the
maintenance priority of the node is judged, and the optimal maintenance sequence
of 11-94-13-12 is obtained. The failure of multiple transfer stations is simulated. The
failure of nodes 11 and 16 leads to the cascade failure of nodes 12, 13, 14, 15, 57, 58, and
94. By calculating the importance of failed nodes, the maintenance of nodes is judged,
and the optimal maintenance sequence of 11-16-94-15-14-13-12-58-57 is obtained. The
performance after network recovery is higher than other recovery sequences, which
verifies the accuracy of the proposed model.

However, this paper has its limitations. The cost of the maintenance process is not
considered in this paper, and the metro network revenue comes from multiple sources.
In future work, more factors will be taken into account in the model to better fit the
actual decision.
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Abbreviations

A Set of all nodes in the network

S Set of edges in the network

M Adjacency matrix of the network

D; Degree of node i

E Average network efficiency of the network

N Total number of nodes

djj Shortest distance between node i and node j

Ui Node state

L;(0) Initial load of node i

Q; The capacity of node i

o Tolerance factor

AL The load assigned to node j by failed node i

T; Set of neighboring nodes of the failed node i.
A'Li,,  Theload assigned to node 1 by failed overloaded node j
Pprofit Total revenue of the metro network

P;,rice (t)  Revenue from passenger tickets sold at station i at time ¢
L't Total load of the network at time ¢

T; Maintenance time of failed node i

To Maintenance time for a node of degree 2

TC Time cost of failed nodes

TC;(t) Time cost of failed node 7 at time ¢

tocover The moment when node i starts to maintenance
B Average monthly interest rate

B Set of failed nodes

P . (t) Revenue of node i at time

profit
Porosit(t)  Total revenue of the metro network at time ¢

I lg Performance importance of node i

ti The moment when node i fails
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