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Abstract: The important practical problem of robust synchronization in distance and orientation for
a class of differential-drive mobile robots is tackled in this work as an active disturbance rejection
control (ADRC) problem. To solve it, a kinematic model of the governed system is first developed
based on the distance and formation angle between the agents. Then, a special high-order extended
state observer is designed to collectively estimate the perturbations (formed by longitudinal and
lateral slipping parameters) that affect the kinematic model. Finally, a custom error-based ADRC
approach is designed and applied assuming that the distance and orientation between the agents are
the only available measurements. The proposed control strategy does not need time-derivatives of the
reference trajectory, which increases the practical appeal of the proposed solution. The experimental
results, obtained in laboratory conditions with a set of differential-drive mobile robots operating in a
leader–follower configuration, show the effectiveness of the proposed governing scheme in terms of
trajectory tracking and disturbance rejection.

Keywords: active disturbance rejection control (ADRC); differential-drive mobile robots; multi-robot
control; formation control; extended state observer (ESO); robust control

MSC: 70E60

1. Introduction
1.1. Motivation

The coordination of multiple mobile robots has been widely studied in recent years
by both academic researchers and industry practitioners, as shown in surveys [1,2]. The
progress made in this field allowed the development of important real-world applications,
including surveillance, home services, and logistics [3]. The multiple mobile robots coordi-
nation problem extends the classical control, related to point convergence and trajectory
tracking of a single mobile robot, to the case of collective behaviors, like the convergence to
formation patterns, formation tracking, dispersion, containment, and inter-robot collision
avoidance, among others.

The most basic scheme of multi-robot formation tracking is the case of two robots,
where a leader agent follows a desired trajectory while the follower agents must keep a
desired position and orientation with respect to the leader [4–6]. In a decentralized scheme,
the multi-robot control methodology depends on the local measurements of distance and
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direction or absolute orientation [7]. From the vast area of decentralized multi-robot control,
our work focuses on the challenge of robust formation control for differential-drive mobile
robots or first order agents.

1.2. Related Works

To address the issue of decentralized formation control, different solutions have
been proposed so far. For instance, a decentralized feedback law was presented in the
pioneer work [8]. A control law that only depends on the distance and/or bearing angle
measurements was proposed in [9–12]. In [13], a control law was developed using the
gradient vector field based approach. An adaptive dynamic feedback with an immersion
and invariance estimation-based second order sliding mode control was designed in [14].
A control strategy that combines kinematic controller based on Lyapunov theory with
a dynamic controller based on sliding mode was proposed in [15]. It is worth pointing
out that in [9,10], even though the control strategy is designed to be robust, there are
still oscillations in the distances between the agents. Moreover, if there is noise in the
measurement, the distances between agents start to oscillate. In [11], the main drawback
is that the leader stays static. On the other hand, in [9,10,12,14,15] it is assumed that the
leader’s velocity is constant or it moves with a low velocity. Furthermore, none of the
cited references consider perturbations that affect the kinematic model, and most of them
only present simulation results. On the other hand, the existing physical systems are often
affected by various types of uncertainties, like information delays, external disturbances,
non-modeled dynamics, low energy storage in the agents, and/or possible unexpected
frictions. This motivates to look for actual robust control schemes, that would allow the
use of models with only partial system knowledge and could handle scenarios in which
the robots are subject to uncertainties.

Another problem that arises when performing formation control in a multi-agent
system is related to communication. In the first instance, there is a central computer where
the control inputs are calculated and sent, via radio frequency, Bluetooth, or WiFi, to each
of the agents. It is well known that wireless communication systems often have time delays
and loss of information [16]. However, in recent years, different communication protocols
have been developed [17,18] and have presented improvements in sending/receiving data
as well as minimal information loss [19,20].

To address the above limitations of current control designs, an active disturbance re-
jection control (ADRC, [21,22]) scheme can be applied to solve the robust formation control
for differential-drive mobile robots. The relative tuning simplicity of ADRC, together with
its desirable features for practical applications [23,24], have made it an attractive alternative
to standard controllers (e.g., PID-type) for tackling real-world control problems [25]. The
ADRC, as a control philosophy, is based on the simplification of the control system, such
that it can be represented as the control of a disturbed chain of integrators, in which the total
disturbance aggregates all the internal and external disturbing effects, which are estimated
by an extended state observer (ESO; see [26–28] for a comprehensive review of the topic)
and further canceled out in the control law.

In light of the above advantages, there has been a considerable effort in the last few
years to utilize ADRC in mobile robotics. The concept of ADRC has been previously
considered for the trajectory tracking control of differentially flat mobile robots, particularly
omnidirectional, which have the advantage of being of holonomic nature in contrast with
the differential ones. For example, ADRC with high-order observer has been proposed
in [29]. A combination of ADRC, model predictive control, and friction compensation was
introduced in [30]. In [31], an ADRC-based trajectory tracking control was designed for an
omnidirectional mobile manipulator operating in the presence of parameter uncertainties
and external disturbances. The combination of ADRC and flatness is specially useful for
mobile robots since flatness trivializes the trajectory planning task [32], allowing to ensure a
robust trajectory tracking behavior. However, even when ADRC-based schemes are robust
with minimal information of the system to control, the flatness-based ADRC requires the
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knowledge of the high order time derivatives of the reference trajectory, which, for the case
of leader–follower schemes, is not regularly available.

1.3. Contribution

In this work, a special version of ADRC is proposed for differential-drive mobile robots.
It relies on an error-based modification of ADRC, introduced in [33] (later generalized
and proved in [24]). The main idea behind it is to make the implementation of ADRC
resemble that of those currently used industrial solutions (like PID), hence making it
easier to implement in real applications or to swiftly replace the existing control algorithm.
This error-based adaptation already found itself useful in various control scenarios, like
robust tracking in an under-actuated mass-spring system [34], altitude/attitude control of
a quadrotor UAV [35], and motion control in robotic manipulators [36,37].

To summarize, the contribution of this paper is the proposition of a robust control
strategy to solve the formation control problem based on the distance and formation angle
between differential-drive mobile robots. The main distinctive features of the proposed
control solution are as follows:

• It utilizes the robust ADRC scheme (with a custom error-based high-order ESO) that
allows the follower agent to keep a desired distance and formation angle with respect
to its own leader in spite the external disturbances, i.e., linear and lateral slipping
parameters as well as unknown leader dynamics and velocities.

• It only depends on the distance and formation angle measurements.
• It is developed using solely a kinematic model based on the distance and the formation

angle between a pair of robots, taking into account the front point of the differential-
drive mobile robots.

To the authors’ best knowledge, such an approach has not been yet presented in the
available literature.

2. Leader–Follower Problem
2.1. Considered Class of Systems

Let N = {R1, . . ., Rn} be a set composed of n differential-drive mobile robots moving
in the horizontal plane, as depicted in Figure 1.

Figure 1. Schematic diagram of two differential-drive wheeled mobile robots in the leader–follower
configuration.

The set of equations that describe the perturbed kinematic motion of the differential-
drive mobile robots is defined as

ξ̇ i = G(θi)ui +ϕi(t), i = 1, . . ., n, (1)
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where Rn is the leader agent while R1, . . ., Rn−1 are the followers and G(θi) is the system
matrix, defined by

G(θi) =

cos θi 0
sin θi 0

0 1

,

where ξ i =
[
xi yi θi

]> ∈ R3 is the state vector with xi ∈ R, yi ∈ R as the position in
the plane of the i-th agent, θi ∈ R is the orientation with respect to the horizontal axis,
ui =

[
vi ωi

]> is the control input vector, where vi ∈ R represents the longitudinal velocity

and ωi ∈ R is the angular velocity; ϕi =
[
ϕxi ϕyi 0

]> is the disturbance vector, which
corresponds to the lateral and longitudinal slipping parameters of the wheels (this class
of disturbance does not affect the orientation angle [38,39]). It is well known that when
one tries to control the coordinates xi, yi, from (1), the system cannot be stabilized with
a continuous and time-invariant control law due to singularities in the controller [40]. In
order to avoid such singularities, it is proposed to study the kinematics of a point χi, located
at a distance l from the midpoint of the wheels’ axle of the mobile robot, defined as

χi =

[
χxi

χyi

]
=

[
xi + l cos θi
yi + l sin θi

]
.

The kinematics of the point χi is computed as

χ̇i = Ai(θi, l)ui +ϕi, (2)

with Ai =

[
cos θi −l sin θi
sin θi l cos θi

]
being the decoupling matrix, which is non-singular since

det(Ai) = l 6= 0.

Assumption 1. The perturbations ϕi are smooth and bounded, where supt|ϕxi | ≤ Kx and
supt|ϕyi | ≤ Ky, with Kx and Ky being sufficiently large, positive, real numbers.

Remark 1. The studied class of systems is of passive nature and with bounds of inertia [41]; hence,
Assumption 1 is practically justified and can be found in various robotic systems [42].

Remark 2. The capacity of the system to reject perturbations and disturbances is closely related to
the fact that the flatness property (which involves the controllability) is preserved, which implies
that the rolling lacks slipping conditions [43] (for instance, when there is a wheel skidding due to
slippery floor). This condition represents the relation between the angular movement of the wheels’
axes and the generated tangential movement of the wheels in contrast with slipping conditions due
to external disturbances that are to be compensated by the control scheme. Thus, the controllability
condition in each wheel is assumed to be satisfied in this work.

2.2. Problem Statement

The considered problem can be divided into two subproblems: modeling and control.
For the first one, a kinematic model of a pair of differential-drive mobile robots, based on
distance and formation angle between agents, has to be developed by taking into account
the front point χi, i.e.,

η̇ij =
[
ḋij α̇ij

]>
= f (ηij, θi, θj, ui, uj),

where dij ∈ R+ is the Euclidean distance measured from the front point of Ri to the
front point of Rj, with R+ as the set of all positive real numbers, dxij and dyij ∈ R+ are

the components of the distance vector ~dij with respect to a global frame, αij ∈ R is the
formation angle measured from the distance vector ~dij to a local frame attached to the
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follower agent, as is shown in Figure 1. Once the model is obtained, the second subproblem
has to be solved. A robust feedback control law has to be designed, such that:

• Leader tracks a prescribed trajectory, i.e.,

lim
t→∞

(χn − χ∗) = 0,

where χ∗ =
[
χ∗x χ∗y

]>
∈ R2 is the desired trajectory;

• Agent Ri maintains a desired distance d∗ij and a desired formation angle α∗ij with
respect to the agent Rj, i.e.,

lim
t→∞

(ηij − η∗ij) = 0,

where η∗ij =
[
d∗ij α∗ij

]>
is the vector that contains the desired distance d∗ij and the

desired formation angle α∗ij.

It is worth pointing out that both control tasks have to be realized effectively despite
the influence of perturbations such as the lateral and longitudinal slipping parameters of
the wheels, sensor noises, and/or measurement errors.

3. Proposed Control System
3.1. Leader–Follower Scheme Based on Distance and Formation Angle between the Agents

Before designing the control law, the kinematic model based on distance and formation
angle between the agents has to be obtained. Based on Figure 1, the distance dij and the
angle αij are defined as

dij =
∣∣∣~dij

∣∣∣ = √d2
xij

+ d2
yij

, (3a)

αij = θi − tan−1

(
dyij

dxij

)
, (3b)

where dxij = χxj − χxi and dyij = χyj − χyi . The time-derivative of (3) is calculated as

ḋij =
dxij ḋxij + dyij ḋyij

dij
, (4a)

α̇ij = θ̇i −
dxij ḋyij − dyij ḋxij

d2
ij

, (4b)

where

ḋxij =vj cos θj − vi cos θi − lωj sin θj + lωi sin θi + ϕxj − ϕxi , (5a)

ḋyij =vj sin θj − vi sin θi + lωj cos θj − lωi cos θi + ϕyj − ϕyi . (5b)

Substituting (5) into (4) and considering dxij = dij cos(θi − αij) and dyij = dij sin(θi −
αij), the kinematics of dij and αij can be expressed as follows

η̇ij = Aij
(
θi, θj, ηij

)
uj − Bij

(
ηij
)
ui +ϕij, (6)

with
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Aij =

[
cos(αij − θi + θj) −l sin(αij − θi + θj)

− sin(αij−θi+θj)

dij
− l

dij
cos(αij − θi + θj)

]
,

Bij =

[
cos αij −l sin αij

− sin αij
dij

−
(

1 + l
dij

cos αij

)],

ϕij =

[
cos(θi − αij) sin(θi − αij)

1
dij

sin(θi − αij) − 1
dij

cos(θi − αij)

][
ϕxj − ϕxi

ϕyj − ϕyi

]
.

Proposition 1. Matrix Bij is non singular for all cos αij 6= − l
dij

and j 6= i.

Proof. The determinant of matrix Bij is given by

det(Bij) = −
(

l
dij

+ cos αij

)
.

It becomes evident that a singularity will appear when cos αij = − l
dij

. Since l and
dij > 0, the singularity can appear when

αij ∈
(
−3

2
π,−π

2

)
∪
(

π

2
,

3
2

π

)
(7)

With these values of αij, it means that the leader agent is outside of the field of view of
the follower. On the other hand, one can select dij sufficiently larger than l to ensure the
follower do not collide with his own leader.

Let us now define the tracking error as eij = ηij − η∗ij, with its dynamics given by

ėij = Aij
(
θi, θj, ηij

)
uj − Bij

(
ηij
)
ui +ϕij − η̇∗ij. (8)

Note that (8) can be simplified to a perturbed error system

ėij = −Bij(ηij)ui + Φij(t), (9)

where Φij(t) is the total disturbance vector (that affects the Ri agent), which has to be
estimated and its influence cancelled. For the considered system, it is defined as

Φij(t) = Aij
(
θi, θj, ηij

)
uj +ϕij − η̇∗ij.

The term Φij(t) lumps: (i) the effects of neglected internal and external kinematics
given by Aij

(
θi, θj, ηij

)
, as well as the lateral and longitudinal slipping parameters of the

wheels ϕij; (ii) the unknown velocities, such as the control input uj, and (iii) the desired
nominal velocities η̇∗ij.

3.2. Followers Control Strategy

Let us now consider the kinematic model error given in (9). In order to design the
control strategy for the followers, an extended state space is proposed, with zij = Φij

ėij =− Bij(ηij)ui + zij, (10a)

żij =ψij ≈ 0. (10b)

For the above extended system, a following high-order ESO (also known as generalized
proportional-integral observer, or GPIO) in the error domain is proposed to estimate the
follower total disturbance
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˙̂eij =− Bij(ηij)ui + ẑij + Λi
(
eij − êij

)
, (11a)

˙̂zij =Γi
(
eij − êij

)
, (11b)

where Λi = diag{λxi , λyi} ∈ R2×2 and Γi = diag{γxi , γyi} ∈ R2×2 are positive diagonal
matrices. Let us define the follower estimation error ẽij = eij − êij, whose time-derivative
is obtained from (10) and (11) as follows

¨̃eij + Λi ˙̃eij + Γiẽij = Φ̇ij. (12)

In order to tune the observer gains, the characteristic polynomials of the follower
estimation error are matched with Hurwitz polynomials as

I2s2 + Λis + Γi = I2s2 + 2ZiWis + W2
i ,

where I2 is the 2× 2 identity matrix while the follower observer gain matrices are chosen as

Λi = 2ZiWi, Γi = W2
i . (13)

The proper selection of gains (13) allows to estimate the perturbations of the model,
i.e., Φ̂ij(t)→ Φij(t). Based on this relation, the ADRC law can be designed as

ui = B−1
ij
(
ηij
)(

Kieij + Φ̂ij(t)
)
. (14)

Since Φ̂ij(t)→ Φij(t), the closed-loop tracking error dynamics (9)–(14) yields

ėij + Kieij = Φij(t)− Φ̂ij(t). (15)

The gain matrix Ki can be selected using a representation of (15) in frequency do-
main [44], where the closed-loop tracking error characteristic polynomials can be matched
with some Hurwitz polynomials

sI2 + Ki := sI2 + W̄2
i ,

where W̄i = diag{w̄xi , w̄yi} ∈ R2×2 is a positive diagonal matrix, which are design parame-
ters. Therefore, the specific control gains can be calculated as

Ki = W̄2
i . (16)

3.3. Leader Control Strategy

It is expected that the leader agent tracks a desired trajectory χ∗ =
[
χ∗x χ∗y

]T
in-

dependently of the follower agents. Hence, let us define the trajectory leader error as
eχn = χn − χ∗, whose kinematics is given by

ėχn = An(θn, l)un +ϕn − χ̇∗. (17)

The error dynamics (17) can be expressed as a simplified perturbed system defined as

ėχn = An(θn, l)un + Φn, (18)

with Φn as the total disturbance of the leader agent

Φn = ϕn − χ̇∗. (19)

To design the leader control strategy, an extended state space, with zn = Φn, is first
introduced as
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ėχn =An(θn, l)un + zn, (20a)

żn =ψn ≈ 0, (20b)

for which an error-based GPIO can be designed to estimate the leader total disturbance,
as follows

˙̂eχn =An(θn, l)un + ẑn + Λn(eχn − êχn), (21a)
˙̂zn =Γn(eχn − êχn), (21b)

where Λn = diag{λxn , λyn} and ΓL
n = diag{γxn , γyn} ∈ R2×2 are positive diagonal matri-

ces. The leader estimation error is defined as ẽn = eχn − êχn and its dynamics are obtained
from (20) and (21) as follows

¨̃en + Λn ˙̃en + Γnẽn = Φ̇n. (22)

In order to select the observer gains, the characteristic polynomials of leader estimation
error are matched with Hurwitz polynomials

I2s2 + Λns + Γn = I2s2 + 2ZnWns + W2
n,

where the follower observer gain matrices are chosen as

Λn = 2ZnWn, Γn = W2
n. (23)

The proper selection of gains (23) allows to estimate the perturbations of the model,
i.e., Φ̂n(t)→ Φn(t). Based on this concept, the ADRC for the leader can be designed as

un = −A−1
n (θn, l)

(
Kneχn + Φ̂n(t)

)
. (24)

Since the total disturbance Φn can be estimated (which is valid since it can be expressed
in terms of the input signal, the output signal, and the algebraic combination of their finite
time derivatives), then, the closed-loop tracking error dynamics (18)–(24) yields

ėn + Knen = Φn(t)− Φ̂n(t). (25)

The gain matrix Kn can be selected using a representation of (25) in frequency domain,
where the closed-loop tracking leader error characteristic polynomials are matched with
Hurwitz polynomials as follows

sI2 + Kn := sI2 + W̄2
n, (26)

where W̄n = diag{w̄xn , w̄yn} ∈ R2×2 are the design parameters. The specific control gains
can be calculated as

Kn = W̄2
n. (27)

In the next section, the above proposed control system will be verified in a practical
environment utilizing a set of laboratory mobile robots.

4. Experimental Validation

In this section, the experimental results are validated. In the first step, the experi-
mental platform is described. Then, two experiments are performed. In the former one, a
comparison between the proposed approach and a PI controller is developed, while in the
second case, a platform with a slope is added, which acts as a disturbance to the robots, to
verify the robustness of the proposed approach.
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4.1. Experimental Platform

To perform real-time experiments, laboratory differential-drive mobile robots were
constructed (see Figure 2a). They use two 12V POLOLU 37D gear motors, each with a
gear ratio of 1:30, and a built-in encoder with a resolution of 64 counts per revolution.
An STM32F4 Discovery board is used as a data acquisition card, and the communication
between the computer and the robot is realized in real-time using a publicly available “wai-
jung1504” MATLAB/Simulink library, Bluetooth connection, and an ESP32 microcontroller
as is shown in Figure 3. The setup runs inside a controlled environment with a set of 10
infrared cameras manufactured by VICON© with a precision of 0.5 [mm] that measure the
position and orientation of each robot in an area of 5× 4 [m2] with a sample time of 0.005 s.
Each robot has several reflective markers with different patterns to be detectable by the
TRACKER© cameras’ software (see Figure 2b).

(a)

(b)

Figure 2. Overview of the experimental setup. (a) Differential-drive wheeled robots used in the test.
(b) Communication flow chart.

Figure 3. General scheme of the experimental platform (differential-drive robot).
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Remark 3. The communication between the computer and the differential-drive mobile robots is
made through Bluetooth. In this work it is assumed that the wireless communication errors are
assumed to be so small that they do not affect the performance of the robots. This may be because the
GPIO estimates these errors and compensates them in the control law. The study of the errors that
may occur due to wireless communication is out of scope of this work; however, it is considered for
future work.

The tested control strategies are implemented in MATLAB/Simulink. The leader
observer gains (23) are set to Z3 = diag{7, 7} and W3 = diag{40, 40} while the control
gains for the leader (27) are set to W̄3 = diag{1.2, 1.2}. On the other hand, the follower
observer gains (13) are set to Z1 = Z2 = diag{4, 4} and W1 = W2 = {30, 30}, while the
control gains (16) are set to W̄1 = W̄2 = diag{1.2, 1.2}.

To verify the robustness of the proposed GPIO approach, a Proportional-Integral (PI)
control strategy is applied to the system (9) and (17). In this sense, the control strategies
given in (14) and (24) are modified as follows

uiPI = B−1
ij
(
ηij
)(

KiPI eij + KiiPI

∫ t

0
eij(τ)dτ

)
,

unPI = −A−1
n (θn, l)

(
KnPI eχn + KniPI

∫ t

0
eχn(τ)dτ

)
,

for the followers and the leader, respectively. The PI gain matrices are chosen as

KiPI = 2WiPI , KiiPI = W2
iPI

, WiPI =
W̄2

i
2

.

KnPI = 2WnPI , KniPI = W2
nPI

, WnPI =
W̄2

i
2

.

For a fair comparison, the gains of the GPIO and PI controllers where chosen with the
same W̄i = diag{1.2, 1.2}.

4.2. First Experiment

The trajectory in the plane of the three differential-drive robots is depicted in Figure 4,
where the leader (blue line) is tracking a circular trajectory of radius 0.5 m, which is
accomplished in 30 s, while the first follower (depicted in red line) and the second follower
(depicted in green line) maintain a desired distance d∗12 = d∗23 = 0.25 [m] and a desired
formation angle α∗12 = α∗23 = π

2 [rad] for t = [0, 15] [s] and α∗12 = α∗23 = π
4 [rad] for

t = [15, 30] [s]. Specifically, Figure 4a shows the trajectory in the plane with the GPIO
approach while Figure 4b shows the trajectory in the plane with a PI controller.

Figure 5a illustrates a comparison between the GPIO and the PI of the leader’s trajec-
tory while Figure 5b shows the leader’s position error. Such errors are oscillating around
zero (±0.001 m in steady-sate) therefore, the leader reaches its desired trajectory. It becomes
evident that the performance of both control strategies is quite similar.

The distance and formation angle among the mobile robots is shown in Figure 6. It can
be noticed that when using the GPIO approach, the agents converge to the desired distance
between them, i.e., d12 ≈ d∗12 and d23 ≈ d∗23. In the same way, the formation angles converge
to the desired angle, i.e., α12 ≈ α∗12 and α23 ≈ α∗23 with α∗12 = α∗23 = π

2 [rad] for 0 ≤ t < 15 [s].
Furthermore, when the desired formation angle changes to α∗12 = α∗23 = π

4 [rad] for 15 ≤
t ≤ 30 [s], the control is able to keep the distances between the agents. On the other hand,
when using the PI controller, oscillations of greater amplitude are presented. This behavior
is also seen in Figure 7, where the distance and formation angle errors are displayed. One
can note that the errors are closer to zero with the GPIO approach.
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Figure 4. Trajectory in the plane of the mobile robots for the first experiment. (a) Trajectory in the
plane with the GPIO approach. (b) Trajectory in the plane with the PI approach.
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Figure 5. Leader trajectory tracking performance. (a) Leader tracking for the first experiment.
(b) Leader trajectory error.
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Figure 6. Distances and formation angles between the robots for the first experiment. (a) Distances
between the robots. (b) Formation angles between the robots.
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Figure 7. Distances and orientation angles errors for the first experiment. (a) Distance error. (b)
Orientation error.

A comparison, between the control inputs, given by the GPIO approach and the PI
controller, is given in Figure 8. One can note oscillations of greater amplitude with the
PI controller.
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Figure 8. Control inputs for the robots for the first experiment. (a) Longitudinal velocities. (b) Angular
velocities.

4.3. Second Experiment

For the second experiment, we used an uneven surface with 10 degrees of slope that is
collocated such that it acts as a disturbance to the agents (see Figure 9). Furthermore, the
parameters are the same as in the previous experiment.

Figure 9. Uneven surface as a disturbance experimental test.

The trajectory in the three-dimensional space of the three differential-drive robots is
depicted in Figure 10, while the trajectory in the plane is shown in Figure 11. Specifically,
Figure 11a shows the trajectory in the plane with the GPIO approach, while Figure 11b
shows the trajectory in the plane with a PI controller.

Figure 12a illustrates a comparison between the GPIO and the PI of the leader’s
trajectory, while Figure 12b shows the leader’s position error. Note that when the leader
enters the uneven surface, the position error increases. However, the GPIO approach can
deal with these perturbations, while with the PI controller, the position error has oscillations
of greater amplitude.
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Figure 10. Trajectory in the three dimensional space of the mobile robots for the second experiment.
(a) Trajectory in the three dimensional space with the GPIO approach. (b) Trajectory in the three
dimensional space with the PI approach.
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Figure 11. Trajectory in the plane of the mobile robots for the second experiment. (a) Trajectory in the
plane with the GPIO approach. (b) Trajectory in the plane with the PI approach.
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Figure 12. Leader trajectory tracking performance for the second experiment. (a) Leader tracking.
(b) Leader trajectory error.

The distance and formation angle among the mobile robots is shown in Figure 13. It
can be noticed that when using the GPIO approach, the agents converge to the desired
distance and formation angle, even in the presence of the uneven surface. Otherwise,
with the PI controller, which is not capable of dealing with the disturbance, in addition to
presenting oscillations of greater amplitude. This behavior is also seen in Figure 14, where
the distance and formation angle errors are displayed.
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Figure 13. Distances and formation angles between the robots for the second experiment. (a) Distances
between the robots. (b) Formation angles between the robots.
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Figure 14. Distances and orientation angles errors for the second experiment. (a) Distance error.
(b) Orientation error.

A comparison between the control inputs, given by the GPIO approach and the PI
controller, is given in Figure 15.
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Figure 15. Control inputs for the robots for the second experiment. (a) Longitudinal velocities.
(b) Angular velocities.

Finally, Figure 16 presents the disturbance estimation of each agent, which was used
for the disturbance cancellation effects.

Remark 4. It is worth mentioning that similar results will be obtained despite having different
initial conditions regarding the distance between agents. However, the restriction given in (7) must
be considered. This implies that the leader agent must be in line of sight of the follower agent.
Furthermore, the initial distances of the robots are defined from their initial positions according to
Equation (3a).
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Figure 16. On line total disturbance estimation. (a) Total disturbance estimation of the longitudinal
velocity. (b) Total disturbance estimation of angular velocity.

A real time experiment of the performance of the differential-drive robots can be
watched on the link in Supplementary Material.

5. Conclusions

In this work, the problem of designing an ADRC for differential-drive mobile robots
operating in a leader–follower configuration is solved by firstly developing a kinematic
model based on distance and formation angle between agents. A specific case of trajectory
tracking is considered without the use of signal time-derivatives in the controller. The uti-
lized control task reformulation to error-domain allowed the unmeasured time-derivatives
to be conveniently reconstructed with a custom observer, which benefits the practical
appeal of the proposed control scheme.

Mobile robots are usually exposed to time delays in communication. This can be
overcome by predictor-based schemes (e.g., [22]) or making the delay as part of the control
design (e.g., [45,46]). The ADRC could be thus combined in the future with such methods
to increase their performance.

Supplementary Materials: Some evidence of the experimental results is provided in the following
video: https://www.youtube.com/watch?v=J0qHcUQ-17o (accessed on 17 October 2022).
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