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Abstract: A Multinomial Processing Tree (MPT) is a directed tree with a probability associated
with each arc and partitioned terminal vertices. We consider an additional parameter for each
arc, a measure such as time. Each vertex represents a process. An arc descending from a vertex
represents selection of a process outcome. A source vertex represents processing beginning with
stimulus presentation and a terminal vertex represents a response. An experimental factor selectively
influences a vertex if changing the factor level changes parameter values on arcs descending from that
vertex and no others. Earlier work shows that if each of two factors selectively influences a different
vertex in an arbitrary MPT it is equivalent to one of two simple MPTs. Which applies depends on
whether the two selectively influenced vertices are ordered by the factors or not. A special case, the
Standard Binary Tree for Ordered Processes, arises if the vertices are ordered and the factor selectively
influencing the first vertex changes parameter values on only two arcs. We derive necessary and
sufficient conditions, testable by bootstrapping, for this case. Parameter values are not unique. We
give admissible transformations for them. We calculate degrees of freedom needed for goodness of
fit tests.

Keywords: Multinomial Processing Tree; response time; selective influence

1. Introduction

A Multinomial Processing Tree (MPT) consists of a finite set of vertices and a set of
arcs, each arc being an ordered pair of vertices, such that there is no more than one directed
path from one vertex to another, see Figure 1. Associated with each arc is a probability
parameter and possibly other parameters. The sum of the probabilities on arcs descending
from a vertex is 1. A source vertex is a vertex with no incoming arc, that is, a vertex that
is not the second vertex of any arc. A terminal vertex is a vertex with no outgoing arc,
that is, a vertex that is not the first vertex of any arc. The terminal vertices are partitioned
into classes.

Multinomial Processing Trees are widely used to model cognitive processing in percep-
tion, memory, decision making, and movement tasks. For review and discussion, see [1-4].
In an MPT model of a task, each vertex represents a process, for example, an attempt to
retrieve an item from memory. The process has possible outcomes, such as successful
or unsuccessful retrieval. Each possible outcome is represented by a vertex with an arc
directed to it from the vertex representing the process. The probability associated with
the arc is the probability the corresponding outcome occurs after the process starts. When
the task starts, with, say, presentation of a stimulus, processing begins at a source vertex.
One of the outcomes of the source vertex occurs, with the probability associated with the
corresponding arc. The second vertex of the arc is reached and the process represented
by that vertex starts. Steps continue in this fashion until a terminal vertex is reached, at
which a response is made. Responses are partitioned into classes, for example correct and
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incorrect. One class of responses is made at each terminal vertex, although several terminal
vertices may be associated with the same response class.

te() te())

Incorrect Correct Incorrect Correct

Figure 1. A Multinomial Processing Tree. It is the Standard Binary Tree for Ordered Processes.
A probability denoted by P labels each arc, also a measure denoted by ¢t. See text for further notation.

Here we focus on the special case of binary trees, those in which exactly two arcs
descend from every nonterminal vertex, as in Figure 1. Empirically, many MPTs are binary
trees. For example, two most often used MPTs, the Process Dissociation Model [5] and
the Quad Model [6] are binary trees. Binary trees are of theoretical interest also. Any
MPT representing response probability can be reparameterized as a binary MPT [7,8].
Further, a way of representing binary MPTs as strings in a context-free language has been
developed [9], facilitating analysis of model structure.

Multinomial Processing Tree models are often tested by goodness of fit. Although
goodness of fit is a useful consideration, several authors have argued that it is not sufficient
for evaluation of a model (e.g., [10,11]. Here we derive conditions that can serve as the
basis for alternative tests of the MPT model in Figure 1. A distribution free test of each
condition can be made with bootstrapping, in the manner of [12]. Goodness of fit is an
evaluation of a model as a whole. Each condition here focuses on a particular parameter.
If a test of a condition fails, one learns that the corresponding parameter does not behave
well. A result here is useful for testing with goodness of fit. Evaluation of a goodness of fit
statistic, such as G2, requires degrees of freedom and they are provided here.

An MPT may have several sources. Usually, these correspond to different conditions.
For example, one source may be for stimuli that are verbs, another for nouns, and in a
given condition only one source is relevant and the others can be ignored. We assume the
MPTs under consideration have only one source.

The probability of a directed path from one vertex to another is the product of the
probabilities associated with the arcs on the path. On any particular trial of the task, a
directed path is followed from the source to a terminal vertex. The probability that a
response is in a particular class is the sum of probabilities of paths from the source to the
terminal vertices of that class.

When a response is made, an observation might be made of the time required to make
the response, or of some other quantity. To account for these, response times and other
measures are sometimes incorporated in MPTs (e.g., [12-18]. Here we assume that each arc
has associated with it, in addition to a probability, another parameter. We often consider
the additional parameter to be the time required for the outcome corresponding to the arc
to occur, but the parameter could have another interpretation, such as a cost, so we call it a
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measure. We assume the measure for a directed path from one vertex to another is the sum
of the measures associated with the arcs on the path.

1.1. Selective Influence

An experimental factor, such as the brightness of a stimulus, selectively influences a
vertex if changing a level of the factor changes parameter values on some arcs descending
from the vertex and on no other arcs. For example, in an MPT model of a list learning, it
was found that changing word frequency changed the probability of target recollection, but
changed no other parameter [19]. We sometimes say the factor selectively influences the
process that the vertex represents. For a review of selective influence in MPTs and more
examples see [20].

Suppose an experiment is carried out with two factors, @ and ¥. A level of Factor @ is
denoted i, withi=1, ..., I and a level of Factor ¥is denoted j, withj=1, ..., J. We are
interested in the situation in which each factor selectively influences a different vertex in an
MPT. For example, in Figure 1, the source vertex is selectively influenced by Factor ¢ and
a vertex following the source vertex is selectively influenced by Factor ¥. Parameters on
arcs descending from the source vertex are indexed by the level of Factor ®. When Factor
@ is at level i, the probability the vertex on the left is the outcome of the processing at the
source vertex is p4 (i) and t4 (7) is the measure associated with this outcome (e.g., the time
required for this outcome to occur). Other notation is similar.

For the MPT in Figure 1, when Factor @ is at level i and Factor ¥ is at level j the
probability p(i, j) of a correct response is

p(i, j) = pa(i)pp+ps(i)pr(j)-

The measure t(i, j) associated with a correct response, given a correct response is made,
is a mixture of measures of each of the two paths to a terminal vertex for a correct response.
That is,

t(i, j) = [pa(@po /p(, DItai) +to] + [ps(i)pe() /p(, DIEs(E) + te()]-

More conveniently,

p(i, )t(i, j) = pa(d)pplta(i) +tp] + pe()pe(j)[ts(i) + tr(j)]-

In equations above and following, probabilities such as p4(i) and measures such as
ta(7) are fixed real numbers. They can be considered as population means. In previous
papers, e.g., [12], we consider the measure associated with each arc in an MPT to be
a random variable. We derive distribution free bootstrapping statistical tests that two
factors selectively influence different vertices in an arbitrary MPT. Tests are based on
observed means, density functions and cumulative distribution functions. Use of the tests
is demonstrated with simulations. Similar tests specifically for the MPT in Figure 1 can be
used, but are beyond the scope of this paper.

1.2. Vertex Arrangements

Consider an MPT in which each of two factors selectively influences a different vertex.
There are only two ways the two vertices can be arranged in the MPT. Suppose there is
a directed path from the source vertex to a terminal vertex, and on this path there is an
arc whose parameter values depend on the level of one of the factors, and also an arc
whose parameter values depend on the level of the other factor. Then we say the vertices
are ordered by the factors, or for short, ordered. If there is no such path, we say the vertices
are unordered by the factors, or for short, unordered. (Note that a path directed from one
selectively influenced vertex to the other will not suffice for the vertices to be ordered by
the factors, if no arc on the path has a parameter whose value depends on a level of one
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of the factors.) In the MPT in Figure 1 the selectively influenced vertices are ordered by
the factors.

Two MPTs are equivalent for Factors ¢ and ¥, with respective levels i =1, ...,
Iandj=1,...,], if the MPTs lead to the same values of p(i, j) and t(i, j) for every i and j.
Earlier work shows that if each of two factors selectively influences a different vertex in an
arbitrary MPT with two response classes, that MPT is equivalent to one of two relatively
simple MPTs [21,22]. If in the arbitrary MPT the selectively influenced vertices are ordered
by the factors, the MPT is equivalent to the Standard Tree for Ordered Processes in Figure 2.
Otherwise, the arbitrary MPT is equivalent to the Standard Tree for Unordered Processes in
Figure 3. The MPTs are similar in that in each has two special vertices, one selectively influ-
enced by each factor. They differ in whether or not the two special vertices are connected
by a directed path.

Incorrect Correct Incorrect Correct

Figure 2. The Standard Tree for Ordered Processes.

Incorrect Correct Incorrect Correct

Figure 3. The Standard Tree for Unordered Processes.

In what follows, we assume there are exactly two response classes. For binary trees
there is nothing new to consider for selectively influenced vertices that are unordered by
the factors, because the Standard Tree for Unordered Processes is itself a binary tree. For
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vertices ordered by the factors, consider the binary tree in Figure 1, with exactly two arcs
descending from each nonterminal vertex. It turns out that if in an arbitrary MPT with two
response classes, two factors selectively influence vertices v; and v, ordered by the factors,
with v1 preceding v,, the arbitrary MPT is equivalent for response probabilities to the MPT
in Figure 1, provided a simple condition is met. The condition is that the factor selectively
influencing vertex v; changes parameters on only two descending arcs [23].

An example of a binary Multinomial Processing Tree is in [19]. It is an extension
of the MPT usually used in the Process Dissociation model for list learning [5]. In that
model, a test item can be recognized as correct via recollection, i.e., a conscious vivid
reinstatement of features present at study, or if that fails, via the familiarity of the item. The
Dual Recollection Principle [19] is that there are two components of recollection, recollection
of the item (Target Recollection) and recollection of the context (Context Recollection). With
the Process Dissociation Procedure, items are tested in several situations, and a separate
binary MPT is used for each (a forest of trees) [19]. The paper presents experiments on all,
which overall support the Dual Recollection Principle.

There are several MPTs, each with its own source, but in any particular situation only
one MPT applies. For this example, we confine our attention to one MPT, for the situation
in which a test item could be from List 1 or List 2 or neither, and the test item is actually
from List 1. The participant’s task is to respond accept if the item is from either List 1 or
List 2 and reject if not.

In the MPT for this situation, a response is made as follows. The MPT is binary because
each process has two possible outcomes. With probability Rc1, Context Recollection occurs
and the item is accepted. If that fails, with probability Rr;, Target Recollection occurs and
the item is accepted. If that fails, with probability F;, the item provokes a high level of
familiarity and the item is accepted. If that fails, with response bias probability by,, the item
is accepted and with probability 1 — by, the item is rejected.

In Experiment 1, lists consist of words. From various considerations, the authors
propose that the word frequency of a test item from List 1 will selectively influence Rtq
and the concreteness of the item will selectively influence F;. Let i denote a level of
word frequency and j denote a level of concreteness. Let p(i, j) denote the probability of
acceptance. Then the model predicts

p(, j) = Rc1 + (1 = Rei){R71() + (1 = Rr@))[F1() + (1 — F1()br2])-

Analysis of Experiment 1 indicated that changing word frequency indeed changed val-
ues of Ry and of no other parameter. However, concreteness did not selectively influence
F;. Although changing concreteness changed values of Fy, as proposed, it also changed
values of byp.

Follow up questions come to mind, for which analysis here is helpful. To account for
response probabilities, does any binary MPT exist in which word frequency and concrete-
ness selectively influence two different ordered vertices? In a later paper [13], response time
was modeledwith an MPT using a method of [14]. For a response at a particular terminal
vertex, the response time was considered to be the duration of the entire path from the
source to that vertex. Is there a way to consider durations of individual arcs on such paths?
If so, and a experiment is to be done with word frequency and concreteness as factors, how
many levels of each factor would be needed to test the MPT?

The first question can be readily answered. If there is any MPT that can account
for response probabilities and in the MPT word frequency and concreteness selectively
influence two ordered vertices, the factors would have to do so in the Standard Binary Tree
for Ordered Processes of Figure 1 [23]. Any other suitable MPT must “collapse” into this
one. For a level i of word frequency and a level j of concreteness, it predicts

p(i, j) = pa(i)pp+ps(i)pr(j)-
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The equation above for the MPT of Brainerd, et al. (2015) can easily be written in this
form, with

pa(i) = Re1+(1 — Re1)Rra (i)
pp =1

pe (1) = (1 — Re1)(d — Rq()

pr () = F1 (D+(1 — F1 () b12-

(It is by coincidence that in pr(j) and in F;(j) symbol F occurs). Parameter by, was found
to depend on the level j of concreteness [19], so it can be rewritten as b15(j). Nonetheless,
parameter pr(j) depends on the level j of concreteness and not on the level i of word
frequency. The two factors selectively influence two ordered vertices in the binary MPT in
Figure 1. We emphasize that if this did not happen, no binary MPT exists in which the two
factors selectively influence two ordered vertices.

2. Results

The MPT in Figure 1 is the Standard Binary Tree for Ordered Processes. This paper
presents three results about it. First, the theorem to follow derives conditions this MPT
predicts for response probability and an additional measure such as response time. The
theorem shows further that if the three conditions hold, then the Standard Binary Tree for
Ordered Processes can account for the response probabilities and the additional measure,
no matter how they may have been generated. Second, suppose parameter values are
found that enable the Standard Binary Tree for Ordered Processes to account for response
probabilities and the additional measure. It might seem at first that these are the only
parameter values that can do so, and one might propose theoretical interpretations of the
values. We show that the parameter values are not unique, and show how different sets of
values must be related to each other. Finally, if one wants to test the model with a goodness
of fit statistic, the degrees of freedom are needed and we derive them.

By saying every level of a factor selectively influencing a vertex is effective we mean
the factor has at least two levels and there are no two levels such that when the levels of
all the other factors are fixed, in every response class the probability of a response is the
same for both levels and the additional measure is the same for both levels. (It is possible
that in some response class the probability of a response is the same for both levels, but
the measure changes, or vice versa.) We assume there are two response classes; we label
them as correct and incorrect, but the classes may be of any kind. Suppose Factor @ is at
level i and Factor ¥is at level j. The probability of a correct response is denoted p(i, j). The
probability of an incorrect response is 1 — p(i, j). The measure associated with a correct
response is denoted t(i, j) and that associated with an incorrect response is denoted # (3, j).
For convenience, we denote these quantities with matrices. For example, probability matrix
P has p(i, j) in the cell in row i and column j.

Definition 1. Probability matrix P = (p(i, j)), correct-response-measure matrix T = (t(i, j)), and
incorrect-response-measure matrix Ty = (t,(i, j)) are produced by two factors selectively influencing
two vertices ordered by the factors in the Standard Binary Tree for Ordered Processes, with the
vertex selectively influenced by Factor @ preceding the vertex selectively influenced by Factor ¥, if
the following are true. Both factors are effective and for all i and j there are probability parameters

pa(i), pe(i), pc, po, PE(G), pr(j) such that
0 < pa(), pe(i), pc, po, PEG), PF() < 1
pa(i)+pp(i) =1
pc+pp=1
Pe()+pr(j) =1
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and
p(i, j) = pa(i)pp+pa(i)pe(j)-

Further, there are measure parameters t o (i), tg(i), tp, tr(j) such that

p(i, ))t(i, j) = pa(i)pplta(i) +tp] + pr(i)pr(j) [ t(i) +te(f)]-

And there are further measure parameters tc and tg(j) such that

[1—p(, Ditw(i, j) = pa()[1 = pol[ ta(@) +tc] + pr(D)pe()) [ (D) +te())]-

2.1. Representation

The following theorem gives necessary and sufficient conditions for response probabil-
ities and response measures to be produced by factors selectively influencing vertices in the
Standard Binary Tree for Ordered Processes. We note that response probabilities p(i, j) are
required to be strictly between 0 and 1 for all levels i and j of the factors, to avoid dividing
by 0 at certain places in the proof. The proof uses a result from [22], which is provided in
the Appendix A here.

Theorem 1. Consider probability matrix P = (p(i, j)), with for all i and j, 0 < p(i, j) < 1; correct-
response measure matrix T = (t(i, |)); and incorrect-response measure matrix Tw = (t(i, f)).
The following two statements are equivalent.

A. Matrices P, T and T, are produced by Factor @ and Factor ¥ selectively influencing two
different vertices ordered by the factors in the Standard Binary Tree for Ordered Processes, with the
vertex selectively influenced by Factor @ preceding the vertex selectively influenced by Factor Y.

B. There is a level n of Factor Y and for every level i of Factor @ there are numbers r; > 0 and
s, such that the following three conditions are true, with h a value of i such that max {r;} = ry:

1. There is a constant k, 0 < k < 1, such that for every i # hand j # n

p(i, pp(h, ) — pG, mp(h, j) = klp(Q, j) — p(h, j) — p(, n) + p(h, n)].

2. For every j,
pli, j) = k=rilp(h, j) — k.

3. For every j,

rutisi [p(h, j) — p(h, n)]
=1y, [p(Q, Pt j) — p(, mt(i, n)] — ri [ p(h, j)t(h, j) — p(h, n)t(h, n)] 1)
= —1{[1 — p(Q, Pltw(, j) — [1 — p(, m)]ltw i, n)]}
+1i{[1 — p(h, Pltw(h, j) — [1 — p(h, n)]te(h, n)]}.

Proof. I. Suppose probability matrix P = (p(i, j)), 0 < P < 1, and measure matrix T = ((i, j))
are produced by Factor ¢ and Factor ¥ selectively influencing two different vertices ordered
by the factors in the Standard Binary Tree for Ordered Processes, with the vertex selectively
influenced by Factor @ preceding the vertex selectively influenced by Factor ¥.

Then for any i and j,

p(i, j) = pa(i)pp + pe(i)pr(j) 2
and
p(i, )t(i, j) = pa(D)pplta(i) +tp] + pe(D)pr(j)[ts (i) + tr(j)]
with
pa(i)=1—pp(i).
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Let /1 be a value of i such that max{pg (i)} = pg(h). For every i, let r; = 533((;1)) . Note that
1, = max{r;}. Clearly, 0 <r;.

Let n be a value of j such that min{p(h, j)t(h, j)} = p(h, n)t(h, n).

With a little algebra it follows from Equation (2) that for every i % hand j # n

p(i, j)p(h, n) —p(i, n)p(h, j) = pplp(i, j) — p(h, j) — p(i, n) + p(h, j)].

Hence, Condition 1 is true, with k = pp.

Note that if pg(h) = 0, then for every i, pp(i) = 0 so Factor @ is ineffective. Hence pp(h)
does not equal 0.

From Equation (2), for every i and for every j,

p(i, j) — k=k + pp(i)[pe(j) — k| —k
= [pp(i)/ps(M)]ps(h)[pE(j) — K]
=rilp(h, j) — k.

Hence, Condition 2 is true.

We turn to Condition 3.

Ifr;=0,lets; =0.

For i such that r; # 0, let s; = tg(i) — tp(h). Clearly, s; does not depend on j. We now
consider the right hand side of Equation (1) and show that it equals r,7;s; [p(h, j) — p(h, n)].

Suppose r; = 0. Then s; = 0, so 1,35 [p(h, j) — p(h, n)] = 0. Because r; = pp (i)/pp (h) =0,
it follows that pp(i) = 0 and p4 (i) = 1. The right hand side of Equation (1) is also 0, that is,

i [p(, PG, j) — pi, n)tG, n)]
=1ulpa@pp — pa(@ppl = 0.

Then Condition 3 is true if r; = 0.

Suppose r; # 0.

Select j such p(h, j) # p(h, n). Because neither ry, r; nor p(h, j) — p(h, n) is 0, we can
divide expressions by ry,r;[p(h, j) — p(h, n)].

On division by ry7;[p(h, j) — p(h, n)], the left hand side of Equation (1) is s;. On division
by ryrilp(h, j) — p(h, n)], the right hand side of Equation (1) is

[p(G, )G, j) —pl, m)t(, n)]/ri — [p(h, jth, j) — p(h, n)t(h, n)]/ry 3)
p(h, j) —p(h, n)

The first term in the numerator of Equation (3) is

[p(i, NG, j) — p(i, n)t(i, n)]/ri = {pe()pr()[ts (i) +tr())] —pa()pr(n)[tp (i) + te(n)]}/7:
= pe(M){pr()[ts())+tr(j)] —pr(n)[ts(i) + tr(n)]}

Similarly, the second term in the numerator of Equation (3) is
[p(h, )t j) = p(h, n)t(h, n)] /1y = pe(R){pe(j)[t(R) + tr(j)] — pe(n)[ts(h) + tp(n)]

The numerator of Equation (3) becomes

p(M){pr(j)[ts(i) — tp(h)] — pe(n)[ts(i) — tg(h)]}
= pe(h)[pr(j) — pr(n)][tp (i) — tg(h)]

The denominator of Equation (3) is p(h, j) — p(h, n) = pg(h)[pr(j) — pr(n)].
Then the ratio in Equation (1) becomes

tg (i) — tp (1) =s;.

Hence, Condition 3 is true.
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II. Suppose Conditions 1, 2 and 3 are true. We begin by showing that matrices P and T
are produced by the Standard Tree for Ordered Processes, and then we show they are also
produced by the Standard Binary Tree for Ordered Processes.

In [23] it is shown that from Conditions 1 and 2, parameters p4 (i), (i), pc, pp, PE(),
and pr(j) exist, such that

0 < pali), pei), pc, pp, PE(G), PE() <1

pa(i) + pp() =1
pc+pp=1
PE() + pr(j) =1
and
p(, j) = pa@pp + pOpr(), (4)

with pp =k.

We now show that P and T are produced by Factor ¢ and Factor ¥ selectively influ-
encing two vertices in the Standard Tree for Ordered Processes. Necessary and sufficient
conditions are in [22] (see Appendix A).

Renumber the levels of Factor ¥ so pr(1) < ... < pr(j) < ... < pr(J). Then by
Equation (4), for every i, p(i, 1) < ... < p(i, j) < ... < p(i, ]). Hence, Condition 1 of
Theorem 5 of [22] is satisfied.

By Condition 2 of the theorem to be proved, for every level i of Factor @ there exists a
number r; > 0 such that for every level j,

p(i, j) — k=rilp(h, j) — kI,

where & is a level such that max{r;} = r,. Let n be a level of Factor ¥ such that
min{p(h, j)t(h, j)} = p(h, n)t(h, n). Then for every i and j,

pG, j) — pi, n) =p(,j) — k — [p(i, n) — k]
=riph, j) — k] — rilp(h, n) — k]
=rilp(h, j) — p(h, n)].

Hence Condition 2 of Theorem 5 is satisfied (with i* = h and j* = n).

Condition 3 of Theorem 5 is satisfied because it is the same as Condition 3 of the
theorem to be proved, and we have assumed Condition 3 to be true.

Because Conditions 1, 2 and 3 of Theorem 5 are satisfied, there exist probability
parameters (denoted ¢) and measure parameters (denoted y) of the Standard Tree for
Ordered Processes such that the following equations are true for every level i of Factor ¢
and every level j of Factor ¥, see Figure 2. The arc denoted D in Figure 2 (for the Standard
Tree for Ordered Processes) is denoted A here to distinguish it from arc D in the Standard
Binary Tree for Ordered Processes (Figure 1).

p(i, j) = ¢a(i) + @A) E()- ©)

p(i, DEG, ) = @aDpa(@) + e eIk () + 1E()]- (6)

From the proof of Theorem 5, parameters can be assigned so pp(n) = 0.

Equation (4) has the form of an equation accounting for p(i, j) with the Standard
Tree for Ordered Processes. Then Equations (4) and (5) provide two sets of probability
parameters that account for p(i, j) with the Standard Tree for Ordered Processes. Then
by Theorem 6 of Schweickert and Zheng (2019b), with scaling parameters ¢ and d we can
transform probability parameters in Equation (5) to those in Equation (4), as follows.

For every level i, pp(i) = ¢*(i) = cep(i).

For every level i, po(i)pp = ¢*a(i) = pa(i) — cdpp(i).
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For every level j, pr(j) = ¢*r(j) = @r(j)/c + d.

Now by Theorem 6 of Schweickert and Zheng (2019b), the following transformations
of the measure parameters in Equation (6) are admissible transformations, with scaling
parameters ¢ and d, and with ;' =n and e = 0.

For every level i, let u*p(i) = up(i).

Recall that pp(n) = 0.

Let u*r(n) = pp(n) = 0.

For every level i, let

5 (1) = —@a(D)pa(i) + cdop(i)pp(i)
A cdop(i) — ga(i)
For every level j, let

«on _ PEG)HE()
nr(j) = m

Then by Theorem 6, with the transformed parameters, for every level i and every level j,
(i, J) = ¢*a0) + ¢*(0) ¢*F()
=pa(pp + p(@pr())
and . . . . B . . - . -
p(i, i, ) = *a@Op*a() + @™ @ F()p s () + 1*F()]
= pa@pplpa(@) + 01 + pp(Dpr()p*s(@) + w*r()]-

Then P and T are produced by the Standard Binary Tree for Ordered Processes, with
ta(i) = u*a(0), tp = 0, tg(i) = p*p(i) and tr(j) = e ()).

The subtree of the Standard Binary Tree for Ordered Processes that produces correct
responses has the same form as the subtree that produced incorrect responses. So, reasoning
for P and Ty, is similar to that above. [J

2.2. Uniqueness of Parameters

Suppose the Standard Binary Tree for Ordered Processes accounts for observed re-
sponse probabilities and response measures with a particular set of parameter values.
Those parameter values are not necessarily the only ones that can account for the data.

2.2.1. Numerical Example

Table 1 gives two different sets of values, old and new, for parameters of the Standard
Binary Tree for Ordered Processes that make the same predictions. The parameter values
are for a particular level i of Factor ¢ and a particular level j of Factor ¥. When Factors @
and ¥ have levels 7 and j, respectively, the old parameter values predict for the probability
of a correct response

p(i, j) = pa(i)pp + p()pr() = 0.50 x 0.40 + 0.50 x 0.16 = 0.28.
The new parameter values predict the same
p(, j) =p*a@p*p + p*p(p*e(j) = 0.20 x 0.40 + 0.80 x 0.25 = 0.28.

Likewise, the old parameter values predict for the product of correct response proba-
bility and response measure

p(i, NG, j) = pa@pplta(i) + tpl + pe@pe()Itp() + te(j)] = 2.26.

And the new parameter values predict the same

p(, PG, j) = p*a@p*plt*a@) + 'l + p*sOp*r() [£*8(0) + ()] = 2.26.
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Old and new parameter values are related through the admissible transformations in
Table 2. There are four scaling parameters, ¢, ¢, f, and t*z(j’), where j' is an arbitrary level
of Factor ¥, chosen so p*r(j’) # 0. To insure that new probability parameters are between
0 and 1, the scaling parameters must satisfy the bounds in Table 3, which were derived by
Schweickert and Chen (2008).

Table 1. Numerical Example of Transformed Parameters in The Standard Binary Tree for
Ordered Processes.

old New !
pali) 0.50 0.20
pi(0) 0.50 0.80
D 0.40 0.40
p() 0.16 0.25
£4 (i) 450 7.50
0 4.00 7.00
ta (i) 2.00 3.00
te(f) 5.00 2.50

! New parameter values were obtained from old ones, including pr(j') = 0.20 and t£(j') = 8, through the admissible
transformations in Table 2, using scaling parameter valuesc=1,e =3, f = 1 and t*¢(j') = 4.

Table 2. Admissible Transformations of Parameters.

Standard Binary Tree for Ordered Processes !

p*p(i) = cpp(i)
pP*p=PD
PE() =prG)/c+ (c —1) pp/e
If p*p(i) # 0, t*p(i) = tp(i) + f
Ifp*e() # 0,
Fa(j) = peMtr G+ fIpe () =pe DI+ G [pr (D +(c=1) po]=pr (e (')
FY pr(j)—(c—1)pp
pr*D ;é 0, t*D =ip+e
If p*a(i) # O,
£ () =
Ifp*c #0,t*c =tc +k

pAEAD-+pa()[tn()—to)(1=0) 1+ (] 1=~ "5 1 EONEC) ey o
1—cpg(i)

b (j) = LEUEG)+ e () =pe))+le—pe ()~ (= Dpplt; () —pe (F)ts ()
EV c—pr()—(c—Dpo

! Level j" of Factor ¥ is chosen so 0 # p*r(j") # 1.

Table 3. Bounds on Scaling Parameters in Admissible Transformations For the Standard Binary Tree
for Ordered Processes For probability parameters to be between 0 and 1.

0 < ¢ < 1/max{pp(i)}
pp — min{pp(j)} < pp*c
max{pr()} —pp < (1 —pp)*c

2.2.2. Admissible Transformations

Suppose response probability and response measure are accounted for by two factors
selectively influencing two vertices in the Standard Binary Tree for Ordered Processes.
If two sets of parameter values are possible, the following theorem gives the relations
between them.

Theorem 2. Suppose probability matrix P and measure matrix T are produced by Factor @ and
Factor Y selectively influencing two different vertices ordered by the factors in the Standard Binary
Tree for Ordered Processes, with the vertex selectively influenced by Factor @ preceding the vertex
selectively influenced by Factor ¥, with probability parameters pa(i), pp(i), pp, and pe(j), and
measure parameters t4(i), tp(i), tp, and tg(j).
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Then P and T are produced by Factor @ and Factor ¥ selectively influencing two different
vertices ordered by the factors in the Standard Binary Tree for Ordered Processes, with the vertex
selectively influenced by Factor @ preceding the vertex selectively influenced by Factor ¥, with
probability parameters p*4(i), p*p, p*p(i) and p*r(j), and measure parameters t*4(i), t*p, t*p(i) and

*r(j) if and only if there are constants c, e and f and a level j' of Factor ¥ such that the admissible
transformations in Table 2 apply and the bounds in Table 3 are satisfied.

Proof. Suppose probability matrix P = (p(i, j)) and measure matrix T = (t(i, j)) are produced
by Factor @ and Factor ¥ selectively influencing two different vertices ordered by the factors
in the Standard Binary Tree for Ordered Processes, with the vertex selectively influenced
by Factor @ preceding the vertex selectively influenced by Factor ¥, with probability
parameters p4(i), pp, pp(i) and pr(j), and measure parameters t4(i), tp, tg(i) and tr(j).

I. Suppose P and T = (t(i, j)) are also produced by Factor ¢ and Factor ¥ selectively
influencing two different vertices ordered by the factors in the Standard Binary Tree for
Ordered Processes, with the vertex selectively influenced by Factor @ preceding the vertex
selectively influenced by Factor ¥, with probability parameters p*4 (i), p*p, p*p(i) and p*r(j),
and measure parameters t*4(i), t*p, t*(i) and t*r(j).

The admissible transformations in Table 2, with bounds in Table 3, for the probability
parameters p*4(i), p*p, p*p(i) and p*r(j) were shown to apply in [23].

We turn to admissible transformations for the measure parameters.

Suppose p*4(0), p*p, p*B(0), P*r(f), t°4(0), t*p, t¥5(i), and t¥r(j) exist with

p(, i, j) = p*a@p™p [F*a@) + 'l + ps@p*r() [FB(0) + ()]
Also, for any i and j,
p(, i, j) = pa@pp [Ea@) + tpl + pp(@Dpr() [E() + tr()]-

Letj and j' be two different values of j. Then

p(, Pt j) — pG, j)tG, 1)
=pa@pp [ta@) + tp] + pr@Dpr() [ts () + tr()] — pa(@pp [ta(D) + D]

— pa(pr() [ta() + ()] @)
= pe@pEQ) [t () + t()] — pe(dpE() [t5(0) + te()].
Additionally, for the same i and j, due to the assumption of
PG, DHG, ) = pa@p*D [F40) + Ep] + psp*e() [E5(0) + £ ()],
we have for any i, j and '
pli, DG, ) — pli, PG, ) ®

= p*s@p () [£*5(0) + £F()] — pB@p*r(") [F*B() + R ()]

Because Equations (7) and (8) have the same left side, the right sides are the same,
that is,
pe@pe() [t8(0) + tr()] — p@pE(”) [ta () + te ()]
= p*s(p*e() [t*8(0) + ()] — p*s@p*r(") [t*8() + £ ()]
Substitute
p*p(i) = cpp (i)
P*e()) = pe()/c + (c — 1) pp/e.

We have

pe@pr() [ts () + te()] — pe@)pr(’) [t5(0) + tr(")]

=cpp (DIpr()/c + (c — 1) pp/cllt*p(@) + *E())]
—cpp DIpr(')/c + (c — 1) pp/cllt*B () + t*F ()]
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Equivalently,
pe()te(i) + p(Nte() — pr(EBG) — pr(EEG)
= pr(Nt*p() + pE()EF() + (¢ — 1) pplt*e() — #E(")]
— pr()t*B() — pr()EE()
Then we get

[t*5(0) — tsDIIPr(") — pr()]
= pr(NFe() + (¢ — Dpplt*e() — ()] — pr()t*e(’)
— pe(te(G) + pe(te()

As aresult, for any j such that pr (j) # pr (')

pe(NEEG) + (e = Dpoltp() = t:GN] = peGDEEG) = pr()EEG) + Pr(G)EE()
pe(j) = pe())
The left hand side of the above equation cannot change when j changes. So the left
hand side must be a constant, denote it as f.
Hence, t*5(i) = t5(i) + f.
Further, the right hand side equals f.

(i) — ta(i) =

pe()tr(j) + (c = V)ppltE(j) — t:(j1)] — pe(f)t; (J")—pF(j)tF(ijF(j’)tF(j’):f
pe(j’) — pe(j)

Hence, there is

pe(te() + flpe(') = Pr()] + 5 GN [pe() + (e = Dpp] = pr(1Dte ()
pe(j) + (¢ =1)pp

tr(j) =
Similarly, according to the assumptions,

p(, PG, j) = pa@pp [ta(d) + tp] + pe()pr() [ts(0) + tr()]
p(, PG, j) = p*a(@p*p [Fa(0) + £l + p*sOp*r() [F*B() + £F()]-

Also, for any i such that pp(i) # 0 and p*p(i) # 0, we have

p(i, )t j) _ pa(ppltali) +tp]

PB(i) ( ) + PF(j) [tB(i) + tF(])] (9)
pG, DG, ) pa@ppba@) +Eh] e L
T T oy OO + () (10)

Because p*p(i) = cpp(i), we have

p(, )G, j) _ pG, )tG, j)

pg(i) cpp(i)

Also, there is p*p = pp from Table 2.
So Equation (10) can be transformed into

PG ) _ o PROPDIAD +1B] | e -
psi) pii PR

—
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Then according to Equation (9), for any i and i’ which can be any different value of i
with pp(i') # 0,

pl, )t j) _ p’, D, j)

pe(i) _ pe(?) , ,
= LALBIAERl 4 pr () [t (1) + te ()] — PRIl — pr ([t (i) + £ ()
= £alrpall o PADBRID 4 () [t5(i) — (7)) — PACREIAL) — Paliipplo
_ alrptal) _ pAUDPBIAW) iy ()[ty (5) — by (1)) EALLERAD  palDppto (12)
= DAL — PG pe() () — () [ S - L ot
= 2aloall — PalGR L ()t (0) — (] [y — iy Pt

p(i, J')(f')f/ i) P(i/rf)(f'(i’J)
i i’
_p;Z(i)PD[tZ(iﬁf’bf N K (i PA(l Pa)pp[ta(in)+tp] (1
=c FHO) +CPF(])[tB(1)+fp(])]* pfél) —epr()[t5 () + ()]
A@pp |4 (D) +t p £, (ir)+£f
_ C{PA( )PL;%(,«:)() ) + () + ()] — np Eallpp Pa T 0] bl _ ()t i) + ()]}
=c{¢F A(lzg (EZ-;A(Z) + ”Aggff)’% + pE() [t () — 5] — PAUQ:@%A(H) pAS;)f/DtD } (13)
= C{ pj‘(l;zg(Di;A(l) pz(l;}{(li;,?(l) + P;(]) [tz(l) _ t%(l/)] + pA;’ng;tD PA;lB)(PDtD}
(i i (i (i LN pk (2 /s 1 1-pi (i
= {”E%”UE; pfif’j{g'?i j + PR () — ()] + (S - Sl poty )
= clBN - M P?U)“E(i)‘t’é(i')]”%Tgl@'ﬂp%}

Substitute the following values into Equation (13),
p*p(i) = cpp(i)

P*r() = pr(j)/c+ (¢ — 1) pp/c
*p(i) = tg(i) + f.

Then
pl, )G, ) pl )
P t<§’3( AOpota ) [pel) | (e-1)
1 1 c— . . *
t s ((ppth (7 . . .
= p;’Z)A — PAREEAE 1 [pe () + (= Dpollts () — t()] + [~ ot >1thD
Because Equations (12) and (14) have the same left side, the right sides are the same,
that is,
et — LAl - pr () 1) — ta())+ 53075 = oty | ot

= 2alrpal) _ AR 1 [pr(j) + (e = Dpo)ts(i) — ta(i)] + [5G — 5 1 PDtD

Equivalently,

pa()ppta(i) _ pai)pptali’) + pe(j)[ts ()7tB(i/)]7P2(i)PDtZ(i) + pui )PDtﬁ(i,)

pa(i) pB(i') . . y
—[pe(j) + (c = V) pp][t(i) — tp(i")]
_ 1 1 1
=l maylPotb — [pgm ps(7) | PDID

The left side can be simplified into

Polpa(ita(i) - pj@(i)t};(i)}—%{m(i’)u(i’)—pz<i’>tzz<i’)}+<1—c>pp1[t3<i>—tB<i’>]
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Meanwhile, the right side can be simplified into

pe(i)  pa(i’ )]pD[ b~ tol

Then we have,

ooty [Pa(@tai) — pi ()5 ()] =55 {m() a(i") = pa (e (N} + (1= )pp) [ts (i) — ta(i")]

= [0, ~ P th — tp]

Z

So for any i such that pB( ) # pp(i'), there is,
e [pata() — P (DEA(D] — 52 pa(AG) — pA()EL ) + (1 )pollts(i) — ta(i)]
[t ~ 7ot o

The left hand side of the above equation cannot change when i changes. So the left
hand side must be a constant, denote it as e.

Hence, t*p = tp +e.

Because

p(, i, j) = pa@pp [Ea@) + tpl + p@Dpr() [E() + tr()]
p(, i, j) = p*a@p*p [F*a@) + 'l + p*s@p*r() [FB() + £E()]

There is
pa()pp [ta(i) +tp] + pe())pr(j) [te(i) + tr(j)]
= pa()pp [Ea(i) +tp] + pe()pE(i) [t3(0) + tr ()]
Substitute
p*p(i) = cpp(i)
pP*e() =pr()/c+(c—1)pp/c
t*p(i) = tg(i) + f
£ (j) = pr()te() + f* [pe(i") — pe()] + 12 (G [Pe(') + (e = Dpp] — pr(i)te ()
i pe(j) — (c=1pp
and t*p =1ip +e.
We get

pa(@)pp [ta(i) +tp] + pe()pe(j) [t(1) + te ()]
= (1= epp(i)lpp (153 (0) + -+ ] + epp(i) [P + 20 e {1y (0) o+

+pp()tp(1)+f[ pe()—pr()]+EG )[pp(j’)+(cfl)pp]fpp(j’)tp(j’)}
pe(j)+(c—1)pp

Equivalently,

[1—cpg(i)]pp[ti (i) +tp +e] — [1— pp(i)lpp[tali) + tp]
= po(pr() ta() + ()] — epn(i) | P2 + E22 |« {ap (i) + f

+PF(]) F()+flpr() —pe(DIH+EG) e () +(c— 1)PD]*PP(i’)tF(f')}
pe(j)+(c=1)pp

The left side can be simplified into

po{[l —cpp(i)|ta(i) — pa(D)ta(i) + (1 —c)pp(i)tp — cepp(i) +e}

The right side can be simplified into

pe(D{ts(D)(L = c)pp + [f + ()] [(1 = )pp = pe(/)] + pe () e (1)}
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Hence,

po{[1 —cp(i)]t} (i) — pa(i)ta(i) + (1 —c)pp(i)tp — cepp(i) +e}
=PB(i){tB()(1—C)PD+[f+fp(1’)H(1—C)pD—PF(J )+ pe(te()}

Then we have,

[1—cpg(i)]t
= pa(i){ta(i)(1 =) + [f + £ (/' [1 c)— L
+pali)tali) - <1—c>pB<z>D+cep ()~ e)
= pa(tali) + pu(i){[ts() — to] (1= ) + [f + ()] [(1 =) =

So we get,

P(])t()
} FpDP }

}4—”() £(7) +ce} —e

pa(i)ta(i) + po(){[ts(i) — to] (1 = ¢) + [f + (1)) [ (1 = ¢) — B | 4 EDET) e} —

th (i) = -
A( ) 1— CPB(I)
II. Conversely, suppose forall 1 <i < I, and 1 <j <], there exist p*4(i), p*p, p*s(i),
p*e(), £4 (), *p, t¥5(i), and *£(j) such that
0 <p*a@®), p*p, p*8(0), P*r() <1
“a(), t'p, t*(0), () =2 0
with the following equations,
p*s(i) = cpp(i),
P’p="PD/
P*E() = pe()/c + (c — 1) pp/ec,
t*p(i) = tg(i) + £,
F () = pe()tr(G) + £+ [pe() = PrG)] + 5 G Pe() + (¢ = Dpp] — pr()te(')
F pe(j) — (e —1)pp ’
t*p=tp +e,
and
pa(i)ta(i) + pa(){ [ts(i) = to] (1 — &)+ [f + t5(7)][1 — ¢ — EEL | 4 elRE) 4 o)
(i) = -
1—cpg(i)
As well as the bounds for ¢ in Table 3.
Then,
pa)pp [ (0) th]
= [L=palpblpa(i) +1p)]

]
= PA(i)t?(l)PD + pe(i){[ta(i) — tp](1 — c)pp + [f + t+()I[(1 = c)pp — pr(f)]
+cepp} —epp + (tp +e)[1 —cpg(i)]pp
p +ta(d)] + pp(){ts(D)(1 —c)pp + [f + t: (I — )pp — pe(i)]+pr()te ()}

[ —
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Meanwhile,

= cp(i) | L0+ R | {1 (i) + f
_'_pF(j)tF(j)+f[PF(j,) PE ])]‘Hp( Npe(’)+(c— 1)PD]_PF(j/)tF(j/)}
pr(j)+(c=1)pp
= pp(i)[pe(j) + (c = Dpp] * {t5(i) + o
1 PEDE D)+ Flpe () —pr I+ (D PG +(c= 1)po]—pF(/)tF(1’)}

’ PF(]H(“UPD ‘ ‘ ’ ’
= pe(){[ts(i) + fllpr(j) + (c = V)pp] + pe()te(j) + flpr(i") — pr(j)]
+t () pr(') + (¢ = Dppl = pr(i)te(') }

*Ps(l {ts()[p () ( )te(f)

C—1)PD]+PF(]
+t:() + fllpe(f") + (¢ = V)pp] — pr()te(j)}

Putting these two parts together, we get

pa()pp [ (@) + 5] + ppOpE() () + ()]

=pa(i)ppltp +ta(i)] + pe(){ts(i)(1 —c)pp + [f + tr () = c)pp — pr(")] + pe(F)te(f') }
+pp(){ts(i)[pe(j) + (c = Vpp] + pr(Hte(j) + [tE(") + fllpe(f') + (¢ = V)pp] — pe(7)te() }
= pa(i)ppltp +ta(@)] + pe(i)pr()[ts (i) + tr(j)]

= p(i, )t(, j)
0

2.2.3. Remarks on Nonnegative Measure Values

In some applications the measure associated with an arc may be positive or negative.
For example, the measure in a decision tree is a payoff, which could be positive (a gain)
or negative (a loss). For application to response time, we assume the measure associated
with an arc is a time, a nonnegative quantity. In such an application, an admissible
transformation of a measure must transform a nonnegative quantity to another nonnegative
quantity. The bounds in Table 4 on measure scaling parameters achieve this.

Table 4. Bounds on Scaling Parameters in Admissible Transformations For the Standard Binary Tree
for Ordered Processes For Measure Parameters to be Nonnegative.

max{—ta(i)} < f < min{f5(0)
max{—tp} <e < min{t},}
max{—tc} <k < min{t}}

From Table 2, consider the admissible transformation t5(i) = tg(i) + f. For both
tg(i) and t} (i) to be nonnegative, f has boundaries as

tp(i) = tg(i) + f >0

tp(i) =tp(i) —f =0
So for f, there is max{—tg(i)} < f < min{tj(i)}.
From Table 2, consider the admissible transformation *p = tp + e. For both *p and tp
to be nonnegative, e has boundaries as

tEZtD-i-ezO

tD:t*D—EZO

So for f, there is max{—tp} < e < min{t},}.
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2.3. Degrees of Freedom

It is useful to know the degrees of freedom. When designing an experiment to test
the model, the number of levels of the factors must be large enough to provide at least
one degree of freedom; otherwise parameter values can always be found that fit the data.
After an experiment is done, degrees of freedom are needed to evaluation of a goodness of
fit statistic such as G2. Using the admissible transformations of parameters allows us to
calculate the degrees of freedom for the Standard Binary Tree for Ordered processes in the
following corollary.

Corollary 1. Suppose probability matrix P = (p(i, j)), correct-response-measure matrix T = (t(i, j))
and incorrect-response-measure-matrix Ty, = (tw(i, j)) are produced by Factors @ and ¥ selectively
influencing two vertices ordered by the factors in the Standard Binary Tree for Ordered Processes,
with the vertex selectively influenced by Factor @ preceding the vertex selectively influenced by
Factor ¥, with probability parameters pa(i), pp(i), pc, v, PE(j), and pr(j), and measure parameters
ta(i), tg(i), te, tp, te(j), and te(j).

Suppose Factor @ has I levels and Factor Y has | levels. Then the degrees of freedom are
3] — 31 - 3] + 3.

Proof. For each combination of a level i of Factor @ and a level j of Factor ¥ we have an
observed probability of a correct response, an observed measure for a correct response and
an observed measure for an incorrect response. The probability of an incorrect response is
determined by the probability of a correct response. Hence the total number of observations
is 3IJ. The arc probabilities to be estimated are p4(i), (i), pc, pp, PE(j), and pr(j). But for
every i

pali) + pp(i) = 1

and for every j,
Pe() + pr(j) = 1.
Further,
pc+pp=1

Hence the number of independent arc probabilities to be estimated is I + ] + 1. The arc
measure parameters to be estimated are t4(i), tg(i), tc, tp, te(j), and tr(j); their number is
2 + 2 + 2]. The scaling parameters to be freely selected are c for arc probabilities, ¢, f, and
k for measures, also t*£(j') and +*£(j') so there are 6 scaling parameters. Hence, there are
3 —(I+]+D)—Q2+2[+2))+6=3(] —I—]+1)=3( — 1)(J — 1) degrees of freedom. A
large experiment is not needed to test the MPT; a design with I = 2 levels of one factor and
J = 2 levels of the other factor produces 3 degrees of freedom. [

3. Discussion

Multinomial Processing Trees are widely used as models of phenomena in psychology.
One reason is straightforwardness and relative simplicity, but the major reason is their
ability to often account for data. Agreement with data is usually evaluated by goodness
of fit. Additional support is sometimes provided by a factorial experiment, with tests of
whether factors selectively influence vertices in an MPT (reviewed by [20]).

In a binary MPT exactly two arcs descend from each nonterminal vertex. MPTs with
more than two arcs descending from a vertex are occasionally inferred from data. But many
MPTs currently in use are binary; most in the applications discussed in the reviews cited
above are binary trees.

Here we provide necessary and sufficient conditions, which can be tested by boot-
strapping with data from factorial experiments, for selective influence of the factors on
vertices in a particular binary MPT, the Standard Binary Tree for Ordered Processes. This
MPT has a special role, because under certain conditions if each of two factors selectively
influences a different vertex in an arbitrary MPT, that MPT is equivalent for the factors
to this one. Methods of testing are beyond the scope of this paper, but described in [12].
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Parameter values are not unique. Admissible transformations are given that allow one set
of parameter values to be transformed to another. Degrees of freedom for an experiment
with the two factors are calculated from the number of observations and the number of
parameters to be estimated, both depend on the number of levels of the factors.

Goodness of fit test are general. If a goodness of fit test fails, one learns from the
failure about data points that are far from their predicted values. From this information,
it may be hard to diagnose what went wrong. Conditions to be tested here are focused,
each focusing on a particular parameter. The first two are about probability parameters,
the last is about time (or another measure). If the first two hold but the third does not, an
investigator leans that response probability is accounted for by the probability parameters,
but something is wrong with the way time (or the other measure) is incorporated in the
model. Tests of conditions developed here are intended to be more diagnostic than tests of
overall goodness of fit.
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Appendix A

Theorem 5 of [22].

Suppose for all i and j, 0 < p(i, j) < 1. Probability matrix P = (p(i, j)), correct-response measure
matrix T = (1(i, j)), and incorrect-response-measure matrix Ty, = (t,(i, j)) are produced by Factor &
and Factor ¥ selectively influencing two different vertices ordered by the factors in the Standard
Tree for Ordered Processes, with the vertex selectively influenced by Factor @ preceding the vertex
selectively influenced by Factor Y, if and only if there is a level n of Factor ¥ and for every level i of
Factor @ there are numbers r; > 0 and s; such that the following three conditions are true.

1. The columns of P can be numbered so j > j' implies that for every i, p(i, j) > p(i, j’).

2. There are levels i* and j* such that for every i and j,

pG. ) — pQ j) = rilp(, j) — p j)1-
3. Let max{r;} = ry,. For every j,
rurisilp(h, ) = p(h, )]

= rulpi, )G, ) — pli, MG, m)] = rilp(h, )R, §) — p(h, n)t(h, n)]
= {1 - pGi, Ptwlis ) — (L= plis m)ltwli, )} 41— pl, Db, ) — [1— ph, m)]tw(h, )},
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