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Abstract: The Internet of Things is widely used, which results in the collection of enormous amounts
of data with numerous redundant, irrelevant, and noisy features. In addition, many of these features
need to be managed. Consequently, developing an effective feature selection (FS) strategy becomes
a difficult goal. Many FS techniques, based on bioinspired metaheuristic methods, have been
developed to tackle this problem. However, these methods still suffer from limitations; so, in this
paper, we developed an alternative FS technique, based on integrating operators of the chameleon
swarm algorithm (Cham) with the quantum-based optimization (QBO) technique. With the use of
eighteen datasets from various real-world applications, we proposed that QCham is investigated and
compared to well-known FS methods. The comparisons demonstrate the benefits of including a QBO
operator in the Cham because the proposed QCham can efficiently and accurately detect the most
crucial features. Whereas the QCham achieves nearly 92.6%, with CPU time(s) nearly 1.7 overall the
tested datasets. This indicates the advantages of QCham among comparative algorithms and high
efficiency of integrating the QBO with the operators of Cham algorithm that used to enhance the
process of balancing between exploration and exploitation.

Keywords: feature selection (FS); metaheuristic (MH); chameleon swarm algorithm (Cham); quantum-
based optimization (QBO)

MSC: 68Txx

1. Introduction

Recently, the Internet of Things (IoT) has more attention, since it can be applied to
different applications. For example, medical [1–3], agriculture [4], industrial [5,6], and
education [7]. However, the rapid growth in data volume, as well as its complexity,
is the main reason for many challenging problems, such as the noisy nature, complex
dimensionality, and irrelevance [8]. Consequently, these problems impair the accuracy and
efficiency of the machine learning systems and result in a long computational time. Feature
selection (FS) methods have been proposed to boost the accuracy of the classification
process and reduce the corresponding computational costs [9]. FS approaches are usually
employed to capture the properties of data by determining the subset with the most
relevant features [10]. Moreover, they are employed to remove noisy irrelevant data [10].
Thus, FS techniques have been extensively used in various engineering fields, such as text
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classification [11], human motion detection [12], classification of computerized tomography
images (especially for COVID-19 cases) [13], neuromuscular disorders [14], parameter
determination of biochemical systems [15], data analysis problems [16], segmentation of
magnetic resonance images [17], and other applications [18].

There are three key kinds of FS techniques, namely filter, wrapper, and embedded [18].
Filter-based methods utilize the datasets properties, while wrapper-based techniques utilize
the learning approach to evaluate the selected features. Embedded-based methods focus on
learning features with best contribution to the robustness and accuracy of the classification
system during its creation process. Thus, wrapper-based methods have better efficiency, but
higher computational costs, compared with filter-based techniques. Generally speaking, the
main criteria used to assess the performance of the FS method are the minimization of the
selected features, total number, and maximization of the classifier accuracy [18]. One of the
most popular wrapper-based techniques depends on the Metaheuristic (MH) algorithms.

In general, MH optimizers have been commonly employed to solve complex op-
timization problems, such as parameter selection of solar cells [19], optimizing neural
networks [20], and FS. Several MH optimizers have been developed in the literature as
robust tools that are successfully utilized to solve FS problems. The most common used
MH optimizers used in this direction are particle swarm optimization (PSO) [21], genetic
algorithms (GA) [22], firefly algorithm [23], manta ray foraging optimizer [24], grey wolf
optimizer [25], differential evolution (DE) [26], Harris hawk optimizer (HHO) [27], Henry
gas optimizer [28,29], political optimizer [30], flower pollination optimizer [31], Aquila
optimizer [32], crow search optimizer [33], cat swarm optimizer [34], and ecosystem-based
optimizer [35]. According to the no free lunch theorem (NFLT), there is not a single algo-
rithm that can be successfully used for solving all problems. Therefore, the hybridization
conceptualization was widely employed to solve several intricate problems, such as FS. In
this study, considering the hybridization conceptualization, a new FS approach is proposed,
utilizing an innovative algorithm called chameleon swarm optimizer (Cham).

Cham is a newly developed MH approach that mimics the behavior of chameleon
during the process of hunting the food sources in jungles or deserts. According to these
behaviors, Cham has been applied to handle a set of variant applications. For example,
the economic load dispatch problem [36], optimization of automobile cruise control [37],
parameters extraction of solid oxide fuel cells [38], global optimization and feature selec-
tion [39], and segmentation of plant disease [40]. However, it suffers from getting stuck
in local minima as well as it has very slow convergence when the optimization problem
has high dimensions. To overcome these drawbacks of the standalone Cham algorithm,
quantum-based optimization is used. QBO has been successfully employed in several
engineering applications, such as parameter identification of PEM fuel cell [41], wrapper
feature selection [42], and inverse problems [43].

In this study, a hybrid MH optimizer called QCham is proposed, which is composed
of conventional Cham optimized by QBO. It is utilized to split the tested dataset into two
main subsets, namely training, which represents 70% of the whole data, and test sets, which
represent 30% of the whole data. At that, the initial value for individuals that characterizes
the FS solutions is defined. Boolean versions of individuals set are computed to evaluate
their efficacy. The fitness value is also calculated, considering the features of Boolean ones.
After that, the individual with the best fitness value is determined and defined as the best
solution. After that, the MH operators of Cham and QBO are utilized in the exploration
stage to determine those regions with the optimal solutions, which are called the feasible
region. This enhances the convergence process to obtain the optimal solution. Furthermore,
conventional Cham operators are used during the exploitation stage. The procedures
of augmenting individuals’ value are carried out until a stopping criterion is fulfilled.
Then, the number of the data in the testing set is decreased, considering the features of
the best solution. Finally, the performance of the proposed algorithm is calculated using
various statistical measures. To our best knowledge, there are no previous studies on the
applications of Cham or its improved version in FS problems.
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The main contributions and objectives of this study are listed as follows:

• Develop an innovative improved version of Cham using the mathematical operators
of QBO to improve exploration capability.

• Employ the enhanced hybrid QCham algorithm as a new FS method to detect and
eliminate the irrelevant features, which results in improving the accuracy and efficiency
of the classification process.

• Evaluate the efficiency of the proposed QCham using eighteen UCI datasets and
compare its performance with other well-known conventional FS approaches.

The remaining parts of this article are structured as follows. Section 2 presents the FS
methods applied in the literature to solve the investigated problem. Section 3 discusses
the fundamentals and mathematical representation of Cham and ABO. Section 4 presents
the main the stages of the proposed approach. Section 5 illustrates and discusses the
experimental results. Finally, the main conclusion of the study and future prospects are
introduced in Section 6.

2. Related Works

Herein, the main FS methods applied in the literature to solve the investigated FS
problem are highlighted. Chaudhuri and Sahu [44] developed an improved crow search
algorithm (CSA) and employed it in FS problems. They regulate both stages of the search
process (exploitation and exploration) by applying the time-varying flight length of the
crows. They assessed many variants of FS models, and they verified the algorithm accuracy
using 20 UCI datasets.

Butterfly optimizer (BO) and information theory are integrated to form a hybrid FS
algorithm [45]. The hybrid algorithm overcomes the main drawbacks of the conventional
BO model, and it exhibited excellent performance, compared to other well-known MH
models. Maleki et al. [46] employed a conventional genetic algorithm as a FS technique,
along with k-nearest neighbors classifier in classification of lung cancer disease. The
application of GA in this classification process enhanced classification. Song et al. [47]
proposed PSO algorithm with a new variant as a FS approach, this new algorithm is
called bare bones PSO. The key idea of the proposed algorithm is to utilize a swarm-based
initialization procedure based on label correlation. The exploitation process was also
enhanced using two operators called deletion and supplementary operators. Furthermore,
an adaptive mutation operator was used to avert getting stuck in local minima. The
proposed algorithm was applied for many datasets, along with kNN, and it had a superior
performance, compared with other well-known MH algorithms.

In another study, a hybrid FS model composed of the grey wolf optimizer (GWO)
and rough set was developed to analyze mammogram images [48]. The proposed hybrid
algorithm well-known outperformed the FS techniques, based on the comparison investi-
gation carried out. Tubishat et al. [49] established a FS algorithm considering a dynamic
version of salp swarm optimizer (SSO). The new version of SSO was established based
on two approaches. The first approach was employed to control the position updating
of salps, while the second approach was employed to enhance the search capabilities of
the conventional SSA. The proposed SSA was employed, along with a conventional kNN
classifier, and assessed using recognized datasets. Moreover, it was compared with the
conventional SSA and other well-known MH algorithms and exhibited outperformance.

Dhiman et al. [50] employed a modified binary version of emperor penguin optimizer
(EPO) to solve FS problems. The prosed approach was compared with other well-known
approaches, considering twenty-five datasets. Generally, the binary EPO exhibited excellent
performance compared with the conventional EPO. A hybrid Elastic Net and genetic
algorithm was employed for FS [51]. Neggaz et al. [52] proposed a FS approach considering
the Henry gas solubility optimizer (HGSO). The authors in [10] developed a FS method
considering two MH approaches, namely the firefly and slime mould algorithms. The
developed method was assessed using various datasets, such as the QSAR datasets.
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Yousri et al. [13] presented a FS technique to improve the classifications process of
COVID-19 CT images. A modified cuckoo search (CS) optimizer was employed for this
target. The heavy-tailed distributions and fractional-order (FO) calculus were employed
to enhance the conventional CS algorithm. In general, there are many standalone and
hybrid MH approaches that have been established for different FS applications, and they
outperformed other traditional techniques, as discussed in [53,54].

3. Background
3.1. Chameleon Swarm Optimizer

Chameleon swarm optimizer [55] is a bioinspired model that simulates the natural
behavior of chameleon during their hunting process in different environments. Chameleons
have the excellent ability to change their color to match their surroundings. They have
outstanding eyesight with a clear vision range of 10 m, which enables them to monitor
their preys. These preys are grasshoppers, small birds, snails, lizards, crickets, and mantis.
However, chameleons themselves may be preys to snakes and birds, and they protect
themselves from hunting via adapting their color with surroundings. Chameleons move in
deserts and climb trees to hunt for prey. Their excellent eyesight enables them to discover
the search space to find and trace their prey. They have ability to look in two directions
at the same time. Each eye has its independent motion during tracking process of prey.
This help chameleons to detect and track two preys simultaneously. They have a superior
capability to track prey, with a 360◦ full stereoscopic view. Chameleons feed via clingy
tongues, which stick to the prey’s body, while employing different surface operations,
such as entanglement and wet adhesion with very high tongue acceleration (2590 m/s2).
The developed algorithm mimics the natural hunting process of chameleons, including
capturing, pursuing, and tracking. The mathematical formulation of that optimizer is
discussed in this section.

First the optimizer defines its initial population in a search space with n-dimensions
using m chameleons. Each chameleon represents a solution to the optimization problem
and has a position at a certain iteration t, given by [55]:

xj
t =

[
xj

t,1, xj
t,2, xj

t,3, . . . , xj
t,n

]
(1)

where j = 1, 2, 3, . . . , m, and m are the total number of chameleons, t denotes the iteration
number, n denotes the problem dimensions, and xj

t,n denotes the chameleon position.
The population is randomly initiated, according to the following formula [55]:

xj = LBi + r×
(
UBj − LBj

)
(2)

where xj denotes the initial position of jth chameleon, r denotes random number created
in the range of [0, 1], and UB and LB denote the upper and lower bounds of the search
space, respectively.

The solution quality is evaluated based on a fitness function, computed at each new
chameleon position. Then, the recent position is updated to augment the solution quality.
The chameleon does not move if the new position has lower quality, compared with the
recent one. During execution, the search process on preys, the chameleon position is
updated, according to the following formula:

xj,i
t+1 =

xj,i
t + s1

(
Sj,i

t −Wi
t

)
r2 + s2

(
Wi

t − xj,i
t

)
r1 ri ≥ Ss

xj,i
t + z

((
UBi − LBi)r3 − LBi

b
)
sgn(rand− 0.5) ri ≥ Ss

(3)

where xj,i
t+1 denotes the updated position at the t + 1 iteration, xj,i

t denotes the present

position at the t iteration, Sj,i
t denotes the best position at iteration t, Wi

t denotes the
global best solution at iteration t, s denotes a positive control parameters, r1, r3, and ri
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denote random value created in [0, 1], Ss denotes perceiving probability, and z is time
decay number.

The line connects S and W is given by:

L(r1) = r1S + (1− r1)W (4)

The positions of chameleons could be characterized considering line path as follows:

F(r1, r2) = r1L + (1− r2)E 0 ≤ r2 ≤ 1 (5)

where E = xj,i
t is a position in an affine plane with other two positions S and W.

Chameleons can track the prey position by exploiting its excellent vision capabil-
ities via rotating their eyes over 360◦. A chameleon updates its position via sequen-
tial movements and rotation steps to reach the prey. The algorithm changes chameleon
original position to its gravity center. Then, it computes the rotation matrix of the prey.
Chameleon position is updated based on the computed rotation matrix at its gravity center.
The chameleon is translated back to the previous position. The updated position of the
chameleon is computed according to the following formula:

xj
t+1 = xrj

t + xj
t (6)

where xj
t+1 denotes the updated position after rotation, xj

t denotes the original gravity center

of the chameleon, and xrj
t denotes the coordinates of rotation center, which is given as:

xrj
t = k× xcj

t (7)

where k denotes the rotation matrix, and xcj
t denotes the coordinates of rotation center at

iteration t, and it is given by:
xcj

t = xj
t − xj

t (8)

where xj
t denotes the current position at iteration t. Based on the velocity of chameleon

around the prey, its new position is computed as follows:

xj,i
t+1 = xj,i

t +

((
vj,i

t

)2
−
(

vj,i
t−1

)2
)

/ax, ax = 2
(

2590×
(

1− e−log(t)
))

(9)

where vj,i
t and vj,i

t−1 denote chameleon acceleration, chameleon velocity at iterations t and
t− 1, respectively. The procedures of the CGO algorithm is given in Algorithm 1.

3.2. Quantum-Based Optimization (QBO)

In the quantum-based optimization (QBO) technique, the binary number is used to
represent the features, and this indicates whether they will be selected (1) or removed
(0). In QBO, each feature is denoted by a quantum bit (i.e., Q-bit (q)), where q refers to
superposition of binary value (i.e., ‘1’ and ‘0’). The mathematical formulation of Q-bit(q)
can be formulated using the following equation [39].

q = α + iβ = eiθ , |α|2 + |β|2 = 1 (10)

where α and β denote the probability of the value of the Q-bit being ‘0’ and ‘1’, respectively.
Whereas θ refers the angle of q and it is updated usig tan−1(α/β).

The QBO aims to determine the change in the value of q by computing the value of
∆θ, and this is formulated as:

q(t + 1) = q(t)× R(∆θ) = [α(t) β(t) ]× R(∆θ) (11)
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R(∆θ) =

[
cos(∆θ) − sin(∆θ)
sin(∆θ) cos(∆θ)

]
(12)

where ∆θij refers to the rotation angle of ith Q-bit of jth Q-solution, and it is determined
according to the best solution Xb ad, predefined in Table 1, based on the experimental tests
conducted on the knapsack problems [56].

Algorithm 1. A pseudo-code of CGO algorithm.

1. Set Ss = 0.1
2. The coordinates of rotation center of chameleon j at iteration t is given by xrj

t = k× xcj
t

3. Initialize the positions and velocities of chameleons.
4. While (t < T) do
5. for j = 1 to m do
6. for i = 1 to n do
7. if rj ≥ Ss then
8. xj,i

t+1 = xj,i
t + s1

(
Sj,i

t −Wi
t

)
r2 + s2

(
Wi

t − xj,i
t

)
r1

9. else
10. xj,i

t+1 = xj,i
t + z

((
UBj − LBj

)
r3 − LBj

)
sgn(rand− 0.5)

11. end if
12. end for
13. end for
14. for j = 1 to m do
15. for i = 1 to n do

16. xj,i
t+1 = xj,i

t +

(
(vj,i

t )
2
− (vj,i

t−1)
2
)

/
(

5180×
(

1− e−log(t)
))

17. end for
18. end for
19. Update positions of chameleon based on predefined LB and UB
20. Set t = t + 1
21. end while

Table 1. Predefined value of ∆θji.

xj,i
t xb f(xj

t)≥ f(xb) ∆θji

0 0 F 0

0 1 F 0.01 π

1 0 F −0.01 π

1 1 F 0

0 0 T 0

0 1 T 0

1 0 T 0

1 1 T 0

4. Proposed QCham Method

Figure 1 shows the procedures of the developed FS approach, which is based on
boosting Cham efficiency employing quantum-based technique (QBO). The primary goal of
employing QBO is to improve the ability of balance between the exploration and exploita-
tion during process of searching for a feasible solution. The proposed FS method, QCham,
starts by separating the data into 70% and 30% training and testing sets, respectively. The
random numerical values for N chameleons are then allocated, and the fitness value for
each of them is calculated. Then, as the best chameleon, the person with the highest fitness
value is used. Following this, the solution is updated using Cham exploitation. The proce-
dure for updating individuals is repeated until the stop criteria are met. Following that, the
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dimension of the testing set is decreased, based on the best solution, and the implemented
QCham as FS is evaluated using several metrics. The QCham is described in depth in the
following paragraphs.
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4.1. First Phase

The initial chameleons, which represent the solutions’ population, are created at this
step. Where each solution contains D Q-bits (D is the number of features). Therefore, the
solution Xj can be formulated as in Equation (13).

Xj = [qi1|qi2| . . .|qiD] = [θj1
∣∣θj2
∣∣ . . .

∣∣θjD], j = 1, 2, . . . , m (13)

In this equation, Xj refers to a set of superpositions of probabilities of those feature
that are either selected or not.

4.2. Second Phase

Within this phase of QCham, the solutions are updated until they reach the terminal
criteria. The first step to accomplish this process is to convert Xj into a binary form (BXj,i)
using Equation (14):

BXj,i =

{
1 i f rand < |β|2
0 otherwise

(14)

where rand ∈ [0, 1] is a random value. The next step is to learn the KNN classifier using the
training features allocated at the indices that correspond to the ones in BXj,i and calculate
the fitness value, which is given as:

Fitj = ρ× γ + (1− ρ)×
(∣∣BXj,i

∣∣
D

)
(15)

In Equation (15),
∣∣BXj,i

∣∣ refers to the total number of selected features, and γ denotes
the error classification using the KNN classifier. ρ ∈ [0, 1] is the value that equalizes the
fitness value of two parts. The key reason for choosing KNN is that it is simple and efficient,
and it has just one parameter. The next step is to allocate the best solution Xb that has the
smallest Fitb. Then, use the operators of Cham, as discussed in Equations (3)–(9).
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4.3. Third Phase

Within this third phase, the test set is decreased by choosing only the values corre-
sponding ones in BXb (step 12 in Algorithm 2). At that, the reduced test set is fed into the
classifier (KNN). The next procedure is to assess the output quality using various measures
(step 13 in Algorithm 2). Algorithm 2 shows the procedures of QCham.

Algorithm 2. Procedures of QCham

1. Input: Number of iterations (tmax), tested dataset with D features, number of solutions (N),
and other parameters
First Stage
2. Construct training and testing sets, which represents 70% and 30%.
3. Apply Equation (13) to construct the population X.
Second Stage
4. t = 1
5. While (t < tmax)
6.
7. Using Equation (14) to obtain the Quantum version of Xj.
8. Calculate fitness value of Xj according to training sample as in Equation (15).
9. Allocate the best solution Xb.
10. Using Equations (3)–(9) to update X
11. t = t + 1
12. EndWhie
Third Stage
13. Remove irrelevant features from testing set using Xb.
14. Assess the efficiency of QCham using different measures.

5. Experimental Results

This section assesses the QCham approach’s performance on eighteen benchmark
datasets. In addition, the results are compared with other methods, including LSHADE [57],
self-adaptive differential evolution (SaDE) [58], teaching-learning-based optimizer(TLBO) [59],
L-SHADE with semi-parameter adaptation (LSHCMA) [60], grey wolf optimizer (GWO) [61],
genetic algorithm (GA), and whale optimizer (WOA) [62].

5.1. Description of Dataset and Setting of Parameter

Table 2 lists the descriptions of eighteen UCI datasets. These datasets were obtained
from several real-world applications, and they have distinct features, as shown in the
table. Furthermore, Cham, LSHADE, SaDE, LSPACMA, GWO, GA, TLBO, and WOA are
compared to the developed Qcham. Each algorithm’s parameter is determined depending
on its original implementation. The number of iterations and chameleons are common pa-
rameters among these approaches, and we set them to 30 and 20, respectively. Furthermore,
each of the FS techniques is tested 25 times to ensure that the fair of comparison. We used
six criteria to measure the performance: average, standard deviation (Std) of the fitness,
best (MIN), worst (MAX), and accuracy (Acc).

5.2. Experimental Results and Discussion

In this section, the results of QCham and other are discussed in this section. Table 3
shows the FS outcomes for all techniques, using the fitness function values as an average.
We can see from the chart that the suggested QCham was ranked top in thirteen of the
18 datasets (D1–D4, D6–D8, D10, D12, D14, and D16–D18). The WOA approach came
in second with three out of the 18 datasets (D3, D9, and D18). The Cham, GWO, and
LSPACMA has the best value at only one dataset, namely D9, D5, and D13. Moreover,
Figure 2 shows the average of each algorithm over all the 18 datasets. It can be seen from
this average that the developed QCham has the smallest fitness value among the good
algorithms. This is followed by traditional Cham and WOA, which provided better fitness
values than other methods.
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Table 2. Description of datasets.

Data
Code Datasets No.

Instances
No.

Features
No.

Classes
Data
Code Datasets No.

Instances
No.

Features
No.

Classes

S1 Breastcancer 699 9 2 S2 BreastEW 569 30 2

S3 CongressEW 435 16 2 S4 Exactly 1000 13 2

S5 Exactly2 1000 13 2 S6 HeartEW 270 13 2

S7 IonosphereEW 351 34 2 S8 KrvskpEW 3196 36 2

S9 Lymphography 148 18 2 S10 M-of-n 1000 13 2

S11 PenglungEW 73 325 2 S12 SonarEW 208 60 2

S13 SpectEW 267 22 2 S14 tic-tac-toe 958 9 2

S15 Vote 300 16 2 S16 WaveformEW 5000 40 3

S17 WaterEW 178 13 3 S18 Zoo 101 16 6

Table 3. Results of fitness values for QCham and others.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 0.0555 0.0669 0.0833 0.0917 0.1067 0.0679 0.1018 0.0925 0.0738

S2 0.0638 0.0680 0.1254 0.1114 0.1342 0.0809 0.1280 0.0941 0.0699

S3 0.0373 0.0613 0.0655 0.1063 0.0575 0.1075 0.1018 0.0902 0.0738

S4 0.0467 0.0842 0.2504 0.3853 0.2977 0.1415 0.1923 0.2588 0.1598

S5 0.2357 0.2809 0.2258 0.2285 0.2223 0.1998 0.3306 0.3158 0.2170

S6 0.1457 0.1617 0.2019 0.2417 0.2519 0.2038 0.1958 0.2478 0.2160

S7 0.0352 0.0594 0.1160 0.1148 0.1561 0.0817 0.1206 0.1573 0.0993

S8 0.0784 0.0908 0.3904 0.3658 0.3584 0.0955 0.1148 0.1132 0.0971

S9 0.0938 0.0929 0.2567 0.2516 0.2167 0.1564 0.1818 0.1889 0.1287

S10 0.0491 0.0666 0.2118 0.2706 0.3197 0.0998 0.1179 0.1998 0.1176

S11 0.0546 0.1471 0.3200 0.3500 0.2474 0.0489 0.2022 0.0418 0.0408

S12 0.0571 0.0886 0.2833 0.3333 0.3917 0.0965 0.0890 0.1471 0.0673

S13 0.1568 0.1661 0.1630 0.2417 0.1370 0.2353 0.2047 0.2027 0.2336

S14 0.2148 0.2462 0.2635 0.2992 0.3208 0.2548 0.2279 0.2659 0.2572

S15 0.0568 0.0909 0.0567 0.0850 0.1142 0.0533 0.1052 0.0881 0.0457

S16 0.2568 0.2843 0.3574 0.4094 0.4381 0.3026 0.3075 0.3137 0.2996

S17 0.0267 0.0477 0.1833 0.1583 0.1597 0.0571 0.0878 0.0956 0.0699

S18 0.0196 0.0234 0.3333 0.0833 0.2333 0.0660 0.0563 0.0515 0.0533

Table 4 shows the fitness values with the best results. We can observe from this table
that the suggested QCham approach produced competitive results, when compared to the
TILBO. The QCham had the best values in twenty datasets, while the Cham had the best
results in four datasets, followed by WOA, which has the smallest value at three datasets.
This indicates that the developed method still provides better fitness value than others.
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Table 4. Best fitness values for QCham and others.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 0.0526 0.0590 0.0833 0.0917 0.0967 0.0573 0.0830 0.0830 0.0590

S2 0.0458 0.0470 0.1254 0.0947 0.1342 0.0607 0.1107 0.1107 0.0491

S3 0.0373 0.0476 0.0655 0.0897 0.0575 0.0664 0.0769 0.0769 0.0560

S4 0.0462 0.0462 0.2048 0.3853 0.2977 0.0462 0.0615 0.0615 0.0462

S5 0.2327 0.2558 0.2258 0.2118 0.2223 0.1967 0.3032 0.3032 0.2102

S6 0.1205 0.1462 0.2019 0.2352 0.2278 0.1628 0.1692 0.1692 0.1731

S7 0.0176 0.0362 0.1160 0.1099 0.1493 0.0674 0.1048 0.1048 0.0742

S8 0.0645 0.0781 0.3866 0.3658 0.3254 0.0683 0.1003 0.1003 0.0660

S9 0.0556 0.0556 0.2500 0.2448 0.2167 0.1065 0.1322 0.1322 0.0471

S10 0.0462 0.0462 0.2118 0.2557 0.3135 0.0538 0.0615 0.0615 0.0615

S11 0.0071 0.0714 0.3200 0.3333 0.1872 0.0203 0.1982 0.1982 0.0031

S12 0.0300 0.0233 0.2833 0.3333 0.3333 0.0648 0.0750 0.0750 0.0481

S13 0.1394 0.1121 0.1630 0.2278 0.1370 0.1939 0.1773 0.1773 0.2182

S14 0.2120 0.2243 0.2635 0.2974 0.3208 0.2307 0.2120 0.2120 0.2354

S15 0.0275 0.0700 0.0567 0.0683 0.0917 0.0338 0.0625 0.0625 0.0363

S16 0.2354 0.2562 0.3574 0.4094 0.4290 0.2847 0.2951 0.2951 0.2730

S17 0.0154 0.0308 0.1833 0.1444 0.1194 0.0385 0.0692 0.0692 0.0462

S18 0.0188 0.0125 0.3333 0.0667 0.2333 0.0438 0.0438 0.0438 0.0375

In terms of the worst fitness values, as shown in Table 5, the proposed QCham outper-
formed the other examined approaches, achieving the best results in 77% of all datasets and
showing competitive results in the remaining datasets. The LSHADE, LSPACMA, GWO,
and TLBO came in second, third, fourth, and fifth place, respectively.

Table 6 also lists the average of the relevant selected features. As seen in Table 6, the
QCham has the fewest number of features, at nearly 62% from the tested datasets. The
LSHADE, SaDE, and LSPACMA allocated the second rank, which has results better than
others, according to the number of selected features. However, GA is the worst algorithm
among the tested datasets. The same observation can be noticed from Figure 3.
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Table 5. Worst fitness values for QCham and others.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 0.0655 0.0719 0.0833 0.0917 0.1167 0.0818 0.1228 0.1023 0.0976

S2 0.0819 0.0895 0.1254 0.1281 0.1342 0.1011 0.1365 0.1065 0.0856

S3 0.0373 0.1080 0.0655 0.1230 0.0575 0.1431 0.1330 0.1017 0.1037

S4 0.0538 0.2524 0.2960 0.3853 0.2977 0.2372 0.3096 0.2845 0.2822

S5 0.2775 0.3000 0.2258 0.2452 0.2223 0.2121 0.3559 0.3469 0.3117

S6 0.1731 0.1859 0.2019 0.2481 0.2759 0.2692 0.2090 0.2795 0.2513

S7 0.0489 0.0860 0.1160 0.1197 0.1629 0.0996 0.1389 0.1894 0.1279

S8 0.0894 0.1130 0.3942 0.3658 0.3915 0.1215 0.1340 0.1399 0.1160

S9 0.1254 0.1322 0.2633 0.2583 0.2167 0.2052 0.2278 0.2600 0.2467

S10 0.0705 0.1007 0.2118 0.2855 0.3258 0.1785 0.2106 0.2582 0.1836

S11 0.1348 0.2252 0.3200 0.3667 0.3077 0.0905 0.2065 0.0449 0.0852

S12 0.0862 0.1157 0.2833 0.3333 0.4500 0.1243 0.1081 0.1705 0.0867

S13 0.1939 0.2167 0.1630 0.2556 0.1370 0.2652 0.2227 0.2273 0.2379

S14 0.2214 0.2847 0.2635 0.3010 0.3208 0.2924 0.2793 0.3040 0.2917

S15 0.0738 0.1138 0.0567 0.1017 0.1367 0.0975 0.1438 0.1075 0.0950

S16 0.2741 0.3094 0.3574 0.4094 0.4472 0.3215 0.3215 0.3348 0.3229

S17 0.0538 0.0692 0.1833 0.1722 0.2000 0.0712 0.1192 0.1192 0.0865

S18 0.0250 0.0375 0.3333 0.1000 0.2333 0.0866 0.0688 0.0866 0.0804

Table 6. Selected features numbers for all methods.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 4 4 3 5 6 3 5 3 2

S2 5 9 5 9 6 8 21 7 6

S3 3 3 4 4 11 5 11 5 4

S4 6 8 7 4 10 7 9 6 9

S5 3 6 5 5 4 4 9 4 4

S6 3 6 7 2 3 6 11 6 5

S7 3 9 4 5 4 9 28 9 8

S8 9 21 11 15 14 21 29 15 19

S9 3 11 3 4 3 8 14 9 4

S10 3 8 7 5 4 9 9 6 9

S11 25 59 35 20 25 107 267 58 41

S12 13 30 16 19 20 24 50 29 31

S13 6 9 4 7 5 7 17 8 4

S14 3 5 4 4 7 5 6 6 5

S15 2 8 3 2 2 4 11 5 2

S16 5 21 7 15 9 20 34 19 22

S17 4 6 7 6 5 5 9 5 6

S18 7 4 5 5 4 8 9 3 8
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Table 7 summarizes the accuracy results of the developed QCham and compared
approaches. The results of this test suggest that the proposed QCham is better than the
alternatives. In 44% of all datasets, it had the best accuracy; in 11% of all datasets, it had
the same accuracy as the other approaches. This result shows that the QCham can select
the most relative feature, while maintaining the classification accuracy quality. TLBO came
in second, followed by LSPACMA, GA, Cham, and LSHADE. In addition, Figure 4. shows
the average of accuracy among the eighteen datasets, and it can be observed that QCham
provides results better than others, followed by TLBO, GWO, and WOA, respectively.

Table 7. Accuracy results for all methods.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 0.9857 0.9689 0.9286 0.9643 0.9429 0.9567 0.9462 0.9729 0.9476

S2 0.9688 0.9592 0.8684 0.9123 0.9035 0.9415 0.9351 0.9573 0.9433

S3 0.9540 0.9552 0.9540 0.9195 0.9655 0.9157 0.9609 0.9655 0.9448

S4 0.9743 0.9723 0.7375 0.6400 0.6700 0.8987 0.8667 1.0000 0.8960

S5 0.7358 0.6370 0.7250 0.7450 0.7300 0.7900 0.7130 0.7507 0.7703

S6 0.8944 0.6676 0.7593 0.7500 0.7593 0.8272 0.8753 0.8877 0.7988

S7 0.9834 0.8148 0.9296 0.9789 0.9437 0.9380 0.9577 0.9859 0.9174

S8 0.9627 0.6291 0.5852 0.5250 0.5594 0.9577 0.9616 0.9547 0.9507

S9 0.9666 0.6400 0.8000 0.8073 0.8333 0.8756 0.8844 0.9337 0.8821

S10 0.9935 0.5713 0.7450 0.7325 0.7100 0.9627 0.9477 0.9990 0.9497

S11 0.8567 1.0000 0.7333 0.6667 0.8846 0.9822 0.8667 0.9511 0.9686

S12 0.9714 0.7976 0.6905 0.6905 0.5357 0.9381 0.9937 0.9794 0.9825

S13 0.8833 0.7556 0.8148 0.7500 0.8519 0.7716 0.8580 0.8531 0.7593

S14 0.7938 0.5828 0.7188 0.7630 0.8750 0.7819 0.8250 0.8354 0.7809

S15 0.9825 0.8283 0.9667 0.9500 0.9083 0.9700 0.9600 0.9711 0.9622

S16 0.7732 0.5707 0.5370 0.5580 0.5170 0.7186 0.7533 0.7530 0.7283

S17 1.0000 0.8486 0.8333 0.9167 0.9861 0.9833 0.9833 1.0000 0.9759

S18 1.0000 0.8452 0.6667 1.0000 0.8333 0.9841 1.0000 1.0000 0.9968
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Table 8 shows the average of CPU time(s) of the developed method and comptitive
algorithms. It can be observed from these results that the QCham takes small CPU time(s)
among the tested datasets, in comparison to other FS methods. However, traditional Cham
provides better results than other methods, at S5, S5, S12, S13, S15, and S17. In addition,
GA has better CPU time(s) for only one dataset, namely S9.

Table 8. CPU(s) time of the QCham and other methods.

QCham Cham LSHADE SaDE LSPACMA GWO GA TLBO WOA

S1 1.3266 2.5323 3.7597 3.9311 3.7896 4.8045 3.0372 7.1621 3.4947

S2 2.3220 4.4723 3.6052 3.6613 3.6389 3.7984 2.8619 7.1806 3.4250

S3 0.2932 0.4607 3.5721 3.6060 3.6004 3.6473 2.7438 6.4168 3.3492

S4 0.3335 0.5275 3.9773 4.0450 4.0228 4.1293 3.2438 7.9622 3.8586

S5 0.9228 0.4734 3.8583 3.9539 3.9313 4.0432 3.3300 7.2139 3.4962

S6 0.7098 0.4767 3.4766 3.4843 3.4874 3.5319 2.5871 6.7831 3.2491

S7 0.2854 0.4329 3.4925 3.4959 3.4998 3.6391 2.7085 6.7888 3.2704

S8 0.6804 1.2744 8.4271 8.5472 8.4831 14.9635 13.6991 24.1174 12.5058

S9 3.8243 4.4320 3.3085 3.3253 3.3642 3.4318 2.5320 6.5917 3.1419

S10 2.3248 3.5335 4.0457 4.1456 4.0962 4.1284 3.2549 7.8806 3.9806

S11 3.3222 2.4463 3.5204 3.5962 3.5438 6.6027 2.7109 6.5656 3.1659

S12 3.2944 3.0633 3.4390 3.4875 3.4694 3.8382 2.6443 6.4529 3.1784

S13 1.8448 1.4495 3.4457 3.5273 3.5137 3.5143 2.5964 6.7163 3.1486

S14 2.4521 3.5254 4.1032 4.1750 4.1446 4.0571 3.2515 7.9514 3.8750

S15 2.5025 2.4369 3.5085 3.5751 3.5403 3.5511 2.6326 6.7927 3.1668

S16 1.4819 2.4791 21.0411 21.3093 21.1920 30.4215 34.6083 47.0547 28.8056

S17 3.2765 2.4687 4.6537 4.6825 4.6444 3.4650 2.6549 6.4435 3.2474

S18 0.2940 0.4447 0.0196 0.0304 0.9959 0.4348 0.6307 0.4831 0.2730

5.3. Comparison with Other FS Models

The findings of the created QCham are compared to commonly used FS models that
rely on the MH techniques in this section. The enhanced GWO (EGWO) [63], binary bat
algorithm (BBA) [64], BGOA [65], PSO, two binary GWO algorithms called bGWO1 and
bGWO2 [47], AGWO [44], biogeography-based optimization (BBO) [66], enhanced crow
search algorithm (ECSA) [67], and satin bird optimizer (SBO) [63] are among the FS tech-
niques. The results of the created QCham, and other approaches’ classification accuracies
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are shown in Table 9. These results show that the created QCham has a high ability to
enhance classification accuracy across all datasets examined.

Table 9. Comparison with FS models.

Datasets QCham WOAT bGWO2 BBO ECSA WOAR PSO AGWO BBA EGWO BGOA SBO

S1 0.9857 0.959 0.975 0.962 0.972 0.957 0.967 0.960 0.937 0.961 0.969 0.967

S2 0.9688 0.949 0.935 0.945 0.958 0.950 0.933 0.934 0.931 0.947 0.96 0.942

S3 0.9540 0.914 0.776 0.936 0.966 0.910 0.688 0.935 0.872 0.943 0.953 0.950

S4 0.9743 0.739 0.75 0.754 1 0.763 0.73 0.757 0.61 0.753 0.946 0.734

S5 0.7358 0.699 0.776 0.692 0.767 0.690 0.787 0.695 0.628 0.698 0.76 0.709

S6 0.8944 0.765 0.7 0.782 0.83 0.763 0.744 0.797 0.754 0.761 0.826 0.792

S7 0.9834 0.884 0.963 0.880 0.931 0.880 0.921 0.893 0.877 0.863 0.883 0.898

S9 0.9627 0.896 0.584 0.80 0.865 0.901 0.584 0.791 0.701 0.766 0.815 0.818

S10 0.9666 0.778 0.729 0.880 1 0.759 0.737 0.878 0.722 0.870 0.979 0.863

S11 0.9935 0.838 0.822 0.816 0.921 0.860 0.822 0.854 0.795 0.756 0.861 0.843

S12 0.8567 0.736 0.938 0.871 0.926 0.712 0.928 0.882 0.844 0.861 0.895 0.894

S13 0.9714 0.861 0.834 0.798 0.847 0.857 0.819 0.813 0.8 0.804 0.803 0.798

S14 0.8833 0.792 0.727 0.768 0.842 0.778 0.735 0.762 0.665 0.771 0.951 0.768

S15 0.7938 0.736 0.92 0.917 0.96 0.739 0.904 0.92 0.851 0.902 0.729 0.934

S17 0.9825 0.935 0.92 0.966 0.985 0.932 0.933 0.957 0.919 0.966 0.979 0.968

S18 0.7732 0.710 0.879 0.937 0.983 0.712 0.861 0.968 0.874 0.968 0.99 0.968

In conclusion, it can be noticed there is no one algorithm can provide better perfor-
mance among all the tested datasets, and this is concerned with the no free lunch theorem.
Whereas the earlier findings imply that applying the proposed QCham approach consider-
ably enhances the capacity to tackle feature selection challenges. The Cham is significantly
enhanced when the QBO operators are used in the structure. As a result, the QCham can
be regarded as an effective and efficient optimization technique for tackling the feature
selection problem, since it has ability to discover the feasible regions that contain feasi-
ble solutions, as observed from the quality of the selected features that influence of the
classification accuracy.

6. Conclusions and Future Work

This research presented a novel variant for the chameleon swarm algorithm (Cham)
by including the operator of quantum-based optimization (QBO) into the Cham’s ex-
ploration phase to provide an efficient feature selection (FS) optimizer. When treating
large-dimensional optimization issues, the Cham has a limitation, for which a hybrid vari-
ant called QCham was proposed. To complete the FS optimization objective, the suggested
QCham was applied to eighteen different real-world datasets. QCham was compared
to the basic Cham, LSHADE, SaDE, LSPACMA, GWO, GA, TLBO, and WOA. In 8 out
of 18 datasets, the QCham obtained the best fitness, in 4 out of 18, with the lowermost
Std value; in 50% of the datasets, it obtained the lowest number of features, according
to the comparisons. This result showed that the QCham has the ability to choose the
relevant feature and preserve the classification quality. The proposed QCham obtained
the maximum accuracy in the average of all datasets. Additionally, the QBO operators are
crucial in enhancing the exploration phase of the original Cham model.

The developed QCham will be tested in subsequent work, with a number of applica-
tions, including time-series forecasting, parameter estimation, and picture segmentation.
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