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Abstract: In the context of the high dependency on fossil fuels, the strong efforts aiming to shift
towards a more sustainable world are having significant economic and political impacts. The
electricity market is now encouraging prosumers to consume their own production, and thus reduce
grid exchanges. Self-consumption can be increased using storage systems or rescheduling the loads.
This effort involves not only residential prosumers but also industrial ones. The rescheduling process
is an optimisation problem that can be effectively solved with evolutionary algorithms (EAs). In this
paper, a specific procedure for bridging demand-side management from the theoretical application
to a practical industrial scenario was introduced. In particular, the toroidal correction was used in
the differential evolution with the aim of preventing the local minima worsening the effectiveness of
the proposed method. Moreover, to achieve reasonable solutions, two different cost contributions
have been considered: the energy cost and the labour cost. The method was tested on real data from
a historical textile factory, Ratti S.p.A. Due to the nature of the loads, the design variables were the
starting time of the 30 shiftable loads. The application of this procedure achieves a reduction in the
total cost of approximately 99,500 EUR/year.

Keywords: demand side management; prosumers; evolutionary optimisation; load shifting
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1. Introduction

In the last 10 years, Europe has made significant efforts to increase its sustainability
and energy independence [1]. The goal of net zero carbon emission by 2050 has strong
significance in terms of both environmental impact and economic and political struggles.
In the post-COVID-19 era, the fast economic recovery of countries has changed all the
energy markets’ equilibria [2]. All these factors have contributed to high variability and
insecurities in the energy market, with consequently a high variability in electricity, natural
gas, and oil prices. With a high dependency on fossil fuels, Europe has the environmental,
economic and political imperative to become self-sufficient to the greatest extent possible
and as soon as possible. With economic pressures having the greatest impact, the increase
in fossil fuel and electricity prices have motivated the search for how one may pursue the
diversification of energy sources [3].

Renewables are seen in this context as the main option to reduce this external energy
dependency and at the same time to decrease the environmental burden associated with
the use of fossil fuels. Such a strong push towards renewable energies was never seen
even in the first decade of the 2000s, when European countries applied large incentives
to stimulate the market of renewables. Moreover, electrification processes to disengage
from the use of natural gas for heating or process uses will lead to further increases in
electricity consumption which must be compensated by clean energy sources [4]. The
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non-programmable and non-dispatchable characteristics of renewables, however, can give
rise to problems in the stability of the grid. The problems associated with the increasingly
higher penetration of fluctuating productions still has to be addressed in order to better
integrate them into the supply system. On the one hand, there is therefore the push towards
renewables, whilst on the other hand, the electricity market, incentives and grid exchange
rules are now discouraging unregulated distributed energy production. Renewables are
now encouraged, but only if associated to self-consumption and with extremely low grid
exchanges. In this context, prosumers are a key element that can be exploited for an
effective energy transition. Prosumers are consumers that contribute to production. This is
a general term which can refer to all goods, but it is specifically well-suited to the energy
sector. Energy prosumers can produce part or all of the energy they use, or even excess
energy. Prosumers have to deal with self-consumption and many incentives have been
created to boost the birth of these actors [5,6].

There are few possibilities to increase renewable production whilst maintaining high
self-consumption. One of the most diffuse methods is the use of battery storage systems.
These can help in energy management, handling the peaks of production and consumption.
However, they still have high costs [7]. Another emerging technology is hydrogen. Its
use as a storage system can have a significant impact on the energy market and on the
use of renewables; hydrogen can be produced through electrolysis exploiting the excess of
renewables and this can be a strong ally of grid stability. Moreover, hydrogen can be simply
stocked or transported and directly used as fuel or reconverted into electricity through fuel
cells. The costs related to this process is even higher than the cost of batteries; thus, this
solution is still not commercial [8]. Finally, the other way to self-consume renewables is
load scheduling. This is certainly the most economical way, but not the easiest: in particular,
different automated home energy management systems have been developed with the aim
of helping prosumers handled their loads. These kinds of electricity management problems
have already been extensively analysed, but new points of view are always possible stimuli
to investigate new technologies [9].

The aim of this work was to define a viable and practical method in order to bridge all
the research in residential DSM to the industrial sector. This application is a great challenge
due to the additional constraints and the more complex data preprocessing required. The
proposed method improves the traditional load shifting that can be found in the literature.
In particular, there are two main contributions. Firstly, a specifically designed Differential
Evolution (DE) with toroidal correction was used to achieve a good convergence of the
algorithm and reduce the possibility of stagnation in local minima. Secondly, in order to
achieve practically implementable solutions, the cost function has been designed in order
to consider both the electricity price and the labour cost. This second element has been
considered in order to achieve practically implementable solutions. With respect to many
applications of residential DSM, in this work, the method has been applied to different
scenarios. These are defined by all the measured days used in the optimisation. This is
a key factor for assessing the applicability of the method. The obtained schedule should
be globally optimal over different weather conditions because it cannot be easily changed
during the year.

What remains of the paper is structured as follows. In Section 3, the proposed method
is described. In Section 4, the case study is shown and in Section 5, the results are presented
and commented. Finally, in Section 6, some conclusions are drawn.

2. Related Works

Electricity management problems can be classified into two main groups, namely
supply-side management (SSM) and demand-side management (DSM) [10]. The SSM
consists of the actions to manage the generation, transmission, and distribution of energy,
thus usually without involving prosumers. On the other hand, the DSM concerns all the
activities on the side of electric utilities, such as planning, implementing, and monitoring
the loads consumptions. This management can improve grid stability, but always keep
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a focus on the end-user comfort. Demand-side management, of course, can be applied
to prosumers to improve their self-consumption, managing both the production and the
loads, and the storage systems when present [11].

Demand-side management has been well studied in the literature: dynamic tariffs,
real-time prices, capacity market, and demand response are some of the mechanisms
that the electricity market can use to encourage a better management of the demand-side
electricity usage. With renewables penetration, distributed production, and grid stability
problems, this topic is increasingly urgent, and it is expected that, in the near future, some
of the incentive mechanisms above will be applied [12].

Evolutionary algorithms (EAs) are powerful optimisation tools; they have been ex-
ploited in different problems related to SSM and DSM because they allow a global search
in non-linear and multi-modal environments that characterise DSM [13,14].

In [15], the authors applied chaotic evolutionary programming to improve the conver-
gence for a combined heat and power dispatch problem. The same algorithm was applied
in [16] for managing the hydroelectric power generation integrated with pumping and
energy management systems.

Most of the research on DSM is focused on the residential sector, in which the end-user
is more involved and willing to modify its practices to reduce electricity bills, keeping a
high level of user satisfaction [17,18]. Different approaches were studied for helping the
development of DSM, such as price-based or incentive-based programs [19].

Several EAs have been applied in this field. Genetic algorithm and particle swarm op-
timisation are traditional ones that have been widely applied for managing electric vehicles
loads [20], optimising micro-market strategies [21], and operating smart grids [22]. More
advanced algorithms have been applied to DSM, such as biogeography-based optimisation
and whale optimisation algorithm [23,24].

In general, the aim of DSM is not only the minimisation of the electricity bill, but also
to keep a high end-user satisfaction. As an example, in [25] two components are included
in the definition of user satisfaction: the time slot of load activation and the risk of the
interruption of the energy supply due to excess in the power contracted and uncontrolled
loads. In [26], the method was integrated with electric vehicles considering the state-of-
charge as an additional performance parameter. In both of these papers, the problem was
solved with elitist non-dominated sorting genetic algorithm II. Additional examples of
the application of EAs in residential DSM can be found in [27], where the thermal load
is considered, and in [28], where a specifically designed algorithm is applied to manage
the thermostatically controlled loads and stationary storage system. A different approach
was applied in [29], where the authors maximised the user’s satisfaction fixing the level of
electricity cost. A similar problem was considered in [30], where the ecological impact was
also introduced as a performance parameter.

3. Methods

The aim of the proposed method was to apply DSM techniques in an industrial
scenario. This process was specifically designed to address all the criticalities that can be
found in such a complex environment. The proposed method is schematically shown in
Figure 1. It is divided in two main parts: the data preparation and the optimisation process.
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Figure 1. Flowchart of the proposed method.

In the following, the two phases are described in details.

3.1. Data Preparation

The aim of the data preparation was to obtain the information required to compute the
cost value. The first step of the data preparation is the cleaning. There are two elements that
should be considered when cleaning data: Firstly, non-working days, such as weekends
and holidays, when activity is reduced and no load shift can be performed; Secondly,
the elimination of outliers in the data, which may be due to errors in the measurement
system. This second correction is performed with a statistical analysis [31]. The outliers
were identified by computing the standard deviation of the power profiles and eliminating
those that are outside 3.1 times the standard deviation.

The company is composed of several electrical loads; however, only some of them
are measured, and among them, 30 can be shifted. Due to the nature of the operations
performed in the analysed company, no other modifications of the loads can be performed.
In order to identify the time profile of the shiftable loads from the available measures, the
raw data measured in the considered period were collected, the outliers were identified,
and the average profile was computed:

Pi,avg(t) =
1

Ndays

Ndays

∑
k=1

Pi,k(t) (1)

where Ndays are the number of available days of sampled data, and Pi,k(t) is the time profile
of the i-th load in the k-th day. Figure 2 shows an example of the computation of the average
load. Each sampled profile is shown in grey, and the red line shows an outlier, while the
blue line is the average profile used in the optimisation.

The baseload used in the optimisation process for defining the different scenarios is
obtained by subtracting the measured power profiles of the Nloads shiftable loads from the
total load absorbed by the company:

Pbase(t) = Ptot(t)−
Nloads

∑
i=1

Pi(t) (2)

The baseload profile is computed for all of the analysed period, and it varies from
one day to another. This is very important because it allows to take into consideration
the seasonality in the optimisation process, thus obtaining a robust solution. The second
element required for the cost computation is the PV power production. Furthermore, in this
case, the measured profile is fed as the input of the optimiser to consider the seasonality
and weather variations. Finally, the third element required is the labour information related
to each single load: the number of people required can change over time. This is a key
factor of the proposed method: it allows to compensate the economical push toward the
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night-shift of the loads. All the information obtained in the data preparation phase is used
in the computation of the cost function during the optimisation process.

Figure 2. Example of computation of average load. Each sampled profile is represented in grey, the
red line shows an outlier, while the blue line is the average profile used in the optimisation.

3.2. Optimisation Process

The optimisation process implements a modification of differential evolution (DE)
with toroidal correction. It is an evolutionary algorithm that shares some similarities with
the genetic algorithm. It has been introduced in [32] for solving continuous optimisation
problems with the aim to handle non-differentiable, nonlinear, and multimodal cost func-
tions. Moreover, it was designed to be easy for the user (robustness of the parameters
choice) and suitable for parallelisation.

The algorithm is based on the vector-based mutation: this operator has the objective to
create the new population starting from the existing one. The population evolution of DE
at each iteration is shown in Figure 3. As a first step, two individuals of the population are
selected (all the selection possibilities can be used) and the difference vector is calculated.
Then, a third individual, different from the previous ones, is selected, and it moves in the
search space by a quantity that is proportional to the difference vector:

xi(t + 1) = xr1(t) + F · (xr2(t)− xr3(t)) (3)

Require: {xj(t), j ∈ [1, npop} . Population at iteration t
for i <= npop do

Select r1 ∈ [1, npop], r2 6= i . Index of the first individual
Select r2 ∈ [1, npop], r2 6= i, r1 . Index of the second individual
Select r3 ∈ [1, npop], r3 6= i, r1, r2 . Index of the third individual
∆x = F · (xr1(t)− xr2(t)) . Computation of the mutation vector
xi(t + 1) = xr3(t) + ∆x . Population update

end for

Figure 3. Population evolution of DE at each iteration.

The design variables of this problem are the starting time for all the loads. The total
load represented by a candidate solution i can be computed considering the baseload and
the photovoltaic production:

Ptot(t) = Pbase(t)− PPV(t) +
Nl oads

∑
k=1

Pk,avg(t + xk) (4)
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where the starting time of each shiftable load Pk,avg is modified according to the k-th element
of the i-th candidate solution.

Due to the periodic nature of the design variables, a toroidal correction was introduced
to manage the search space boundary [33]. This correction means that a solution that exits
the search space from one boundary is reinserted on the other side. It can be expressed in
the following way:

x̃i =


Ui − (Li − xi), xi < Li
Li + (xi −Ui), xi > Ui
xi, otherwise

(5)

where x̃i is the corrected i-th element of the candidate solution x, Li is the lower boundary
for the i-th variables, and Ui is its upper boundary.

In order to apply this methodology to a real industrial application, another perfor-
mance parameter should be analysed. This is the labour cost: in fact, each activity is
characterised by a certain amount of workforce required in each step. The workforce cost
can be computed to create a time profile in the day, and then associating its cost to each
time slot. The time profile of the workforce can be computed as follows:

Wtot(t) =
Nloads

∑
k=1

Wk,avg(t + xk) (6)

where Wtot(t) is the total workforce profile and Wk,avg(t) is the one associated to the k-th
load. In this cost, the workforce related to the baseload is not considered, because only the
differential cost between two solutions impacts the optimisation performances.

The final objective function is the minimisation of the sum of the two cost components,
the energy cost and the workforce cost. Both these cost values are influenced by the design
variables, i.e., the time shift of each load; consequently, the number of design variables is
equal to the number of shiftable loads. Each design variable can vary in the range [0, 23].

4. Case Study

The method proposed in this paper was tested with real data from a textile company
in Italy. Ratti S.p.A. is an historic and big company in the industry of Guanzate (CO). Its
production consists of all the processes from the yarn to the finished fabric and, being
custom tailored, it is very complex and not linear at all. Like every textile factory, Ratti is
energy-intensive with an electricity consumption of approximately 8 TWh per year. The
mill is connected to the national electrical grid through an electric cabinet in medium
voltage (15 kV). Inside of the company, there is an MV ring to which five transformation
cabinets (MV–LV) are connected.

The company has approximately 1 MW of PV installed on their buildings and another
four smaller plants are in the designing phase. When the new instillations will be completed,
the company will have approximately 1.5 MW of PV plants, divided in eight sub-plants,
each of which characterised by a different exposure forced by the buildings geometry. These
plants are connected to different cabinets, and this was considered in the following analysis.
Table 1 shows the PV plants’ details: the first four sections are already installed and the last
four are newly designed.

The company is provided with a monitoring system for most of the loads. In this
analysis, 30 shiftable loads were considered. In addition, a base-load is considered for each
cabinet: it is composed of non-programmable consumptions, and some machines that are
not measured.

The entire analysis was performed analysing the data collected in the period from
October 2021 to March 2022 with hourly data sampling. The data were preprocessed
in order to eliminate the holidays and anomalies, and to obtain the values of the load
that can be shifted in the optimisation process. Figure 4 shows the total load absorbed
by the analysed company (in blue): the days highlighted in red are not working days;
thus, they were eliminated from the analysis. In green is represented the photovoltaic
power production.
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Table 1. PV plant characteristics.

Sections Pnom (kW) Cabinet Tilt Azimuth

1 South 263.20 4 7◦ 17◦

1 North 338.40 4 7◦ 197◦

2 199.75 6 19◦ 17◦

3 232.50 4 4◦ 17◦

4 48.24 6 10◦ 17◦

5 53.2 5 30◦ 17◦

6 165 3 0◦ 17◦

7 129.8 3 15◦ 17◦

8 115.5 4 4◦ 103◦

Figure 4. Power profiles used as input for the data processing phase. In blue, the total load absorbed
by the analysed company; in red, the holidays that should be eliminated in the analysis; and in green,
the photovoltaic power production.

The electricity cost takes into consideration three different elements. Firstly, the energy
price is characterised by two different tariffs: the peak tariff, from 8 a.m. to 8 p.m., and the
off-peak tariff, from 8 p.m. to 8 a.m. The real monthly tariff is used in the optimisation.
Secondly, there is a cost associated with the contracted power, i.e., the maximum power
that can be absorbed by the company. Thirdly, the surplus of energy can theoretically be
sold to the electrical grid, and it is paid; this has been introduced in the optimisation cost
function even though it is never verified during the analysed working days.

Another key element in the definition of the electricity bill is the cost associated with
the maximum power required from the network. The human resources are organised over
three work shifts: 6 a.m.–2 p.m., 2 p.m.–10 p.m., and 10 p.m.–6 a.m. For the first two time
slots, the average working cost was considered equal to 20 EUR/h, while in the third time
slot, it was considered equal to 30 EUR/h.

5. Results

In this section, the results obtained by the proposed methodology are shown and
analysed. Firstly, the preprocessing results are shown: these are used as input to the
optimisation process. Then, the optimisation results are shown. In order to justify the
proposed method, three different analyses were performed:

• Firstly, a basic optimisation with DE was performed only considering the electricity
bill as the performance parameter. These results are used as a benchmark for the
following analyses;

• Secondly, the proposed TC-DE is applied for the minimisation of the electrical bill;
• Finally, the optimisation results considering both the electricity bill and the labour cost.
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5.1. Data Preprocessing

The first step in the application of the proposed DSM method in an industrial scenario
is an accurate preprocessing of the data.

The data cleaning phase consists of the elimination of holidays and exceptions in the
load profiles. When the daily profiles were cleaned, the average load is computed. Figure 5
shows the results of this phase: in grey, all 175 daily measurements of the load are shown;
in red, the outliers are highlighted; and in blue, the average load is shown. With this
phase, 30 average loads are identified and introduced in the optimisation process. Some
examples of the loads are reported in Figure 6: the profiles are characterised by different
durations, maximum power, and shape. The load duration depends on the industrial
process associated with it. In particular, there are a couple of loads that last the entire
day: in this case, the load shifting can be used to move the peak and the load at the most
convenient time of day.

Figure 5. Results of the data cleaning and averaging phase: in grey, all 175 daily measurements of the
load are shown; in red, the outliers are highlighted; and in blue, the average load is shown.

Figure 6. Examples of shiftable loads. The x axis represents the duration of the load in hours.

Another important aspect that should be considered in the procedure is the baseload,
i.e., all the loads that cannot be managed or that have not been measured. Figure 7 shows
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the computed baseload (in orange) compared with the total load. The baseload correspond
to the 55% of the total energy absorbed during the analysed period. Excluding holidays
and weekends, the impact of the baseload is 53%.

Figure 7. Computed baseload (in orange) compared with the total load (in blue).

5.2. Base Case Optimisation

Here, a first basic optimisation is performed to have another benchmark for the results
analysis. This optimisation is also used to highlight the criticality that is solved by means
of the proposed method.

The optimisation was performed by means of the DE algorithm. This algorithm has
been proven in the literature to achieve very good performance in many problems [34]. In
order for the results to be statistically reliable, 50 independent trials were performed; in each
of them, the termination criterion was set to 10,000 objective function calls. A sensitivity
analysis was performed to find the optimal value of the population size, that is, one of the
most important parameters of DE. The optimal value obtained is 25 individuals.

Figure 8 shows the convergence curves for this optimisation: the 50 independent trials
are represented by the grey lines; the blue line represent the average convergence and the
orange line is the cost value of the unoptimised solution. This last is the load scheduling
applied in the company. From these curves, it is possible to notice that all the trials of the
algorithm improve with respect to the unoptimised solution. The algorithm convergence is
good; however, a deeper analysis will show that it staked in a local minima.

Figure 8. Convergence curves for the basic optimisation. Each grey line represents one of the
50 independent trials; the blue line is the average convergence; and the orange line is the cost value
of the unoptimised solution.
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It can be seen in Figure 9 where the optimal solutions of all independent trials are
represented: each blue dot represents the value of a final solution in all the 30 design
variables. The green dots correspond to the best solution, while the orange ones are the
unoptimised design variables. In this figure, it is clear that there are some solutions stacked
in the local minima located at the lower boundary of the domain, highlighted by the red
squares in the figure.

Figure 9. Representation of the optimal solutions of all the trials: the blue dots represent the value of
a final solution in all 30 design variables; the green dots correspond to the best solution; while the
orange ones are the unoptimised design variables. The red box highlights the solutions stacked in the
local minima.

A comparison between different algorithms have been performed in order to justify
the selection of the DE for this application. In particular, four other evolutionary algo-
rithms have been tested: the particle swarm optimisation (PSO), the stud-genetic algorithm
(SGA), the biogeography-based optimisation (BBO), and the social network optimisation
(SNO) [35]. For each algorithm, the termination criterion is set to 10,000 objective function
calls; in order to have statistically reliable results, 50 independent optimisation runs were
performed. The results of the comparison are shown in the boxplot of Figure 10.

Figure 10. Boxplot of the comparison between the results obtained by several evolutionary algorithms.
The direct comparison between SNO and DE shows that this algorithm is much more reliable.

5.3. Toroidal Correction Optimisation

In order to prevent stagnation on the boundary of the search space, the toroidal
correction is introduced in the differential evolution. This is justified from both a theoretical
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point of view, by the nature of the design variables, and an experimental point of view,
by the previously shown results. This optimisation was performed with the same options
used beforehand: 50 independent trials and 10,000 objective function calls.

Figure 11 shows the comparison of the average convergence between the base opti-
misation and the one with toroidal correction. The convergence rate can be seen as the
derivative of the convergence curves in Figure 11. The convergence rate is slower for the
DE with the toroidal correction, as it can be seen in the zoom in the Figure where the light
blue line is above the other until 5000 objective function calls. On the other hand, the
convergence of the DE with toroidal correction lasts longer, resulting in a lower final cost.

It is possible to see that the initial convergence is slower, however, it is able to obtain a
better final result.

Figure 11. Comparison between the basic optimisation and the one with toroidal correction.

Figure 12 shows that this modification was able to prevent stagnation in the local
minima at the lower boundary of the search domain. In fact, the analysis of the values
of the optimal solutions shows that there are no solutions stacked at the bottom of the
search space. This can be seen by comparing the highlighted part of Figure 9 with the
corresponding areas in Figure 12: ultimately, almost no solutions are concentrated in the
lower part of the graph.

Figure 12. Distribution of the final solutions with the toroidal correction. The algorithm is able to
avoid the local minima on the lower boundary of the search domain.
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Figure 13 shows the comparison between the reference unoptimised load (in blue)
with the optimised one (in purple). This comparison highlights that the peak load was
reduced from 1900 kW to 1540 kW.

Figure 13. Comparison between the reference unoptimised load (in blue) with the optimised one
(in purple).

The shift to the night can be better understood by analysing Figure 14 where a sample
week is represented. The reference load (in blue) has a very high peak in the hour between
8 a.m. to 8 p.m., while the optimised profile (in purple) is much more constant. The figure
also shows the baseload (in orange).

Figure 14. Zoom of the comparison between the reference load (in blue) and the optimised one (in
purple). The orange load is the baseload that cannot be modified by the algorithm.

In this optimisation, the algorithm tends to put the starting times of the loads in
the late afternoon/evenings, having loads at night, when the electricity price is lower.
Of course, the night shifting of the loads is something undesirable for the company that
would prefer daily labour. Constraints can be set to force the optimisation towards daily
loads shifting.

In order to make this approach feasible in the real industrial context, the labour cost
was introduced as an additional term in the cost function for balancing the optimiser
tendency to shift the loads during the night.
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5.4. Optimisation with Labour Cost

In order to avoid the problems highlighted in the previous results, the proposed
method introduced the labour cost as an additional performance parameter. The optimisa-
tion with the labour cost was run 50 times with 10,000 objective function calls. Figure 15
shows the convergence curves of this optimisation.

Figure 15. Convergence curves for the optimisation with labour cost. Each grey line represents one
of the 50 independent trials; the blue line is the average convergence; and the orange line is the cost
value of the unoptimised solution.

Comparing these curves with those of Figure 8, it is possible to see that the reference
solution is better than the algorithm’s random initialisation. The average convergence
curve intersects the orange curve, representing the cost of the unoptimised solution, at
the beginning of the optimisation process, and then the optimisation process continues to
improve. The low dispersion of the solutions demonstrates the robustness of the DE in this
framework.

Figure 16 shows the dispersion of the final solutions obtained by the DE, compared
with the reference case. This optimisation shows a shift of many loads during the daytime.
In particular, 12 loads are located in the night, with a starting time between 5 p.m. and
9 p.m.; 4 loads are shifted in the late morning (between 11 a.m. to 2 p.m.); finally, 14 loads
are shifted in the early morning between 6 a.m. to 8 a.m.: these loads exploit the different
timing of the electricity tariff and workforce cost.

Figure 16. Distribution of the final solutions with the labour cost. The algorithm shifts several load
during the daytime.
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Finally, Figure 17 shows the time profile of the new optimised solution compared with
the original one. The peak was slightly reduced from 1900 kW to 1740 kW. The detailed
behaviour of the optimised solution compared to the reference one is shown in Figure 18.

Figure 17. Comparison between the reference unoptimised load (in blue) with the optimised one
considering labour cost (in purple).

Figure 18. Comparison over a week between the reference unoptimised load (in blue) with the
optimised one considering labour cost (in purple). The orange line represents the baseload that
cannot be shifted in the optimisation.

This solution can be implemented in the real industrial context because it produces
solutions that find the trade-off between electricity and labour costs.

6. Conclusions

In this work, a demand-side management process based on evolutionary algorithms
was designed considering its application in the industrial scenario. For facing the specific
issues arisen in this context, two main elements were included in the optimisation process.
Firstly, for obtaining an effective convergence and for reducing the algorithm stagnation in
a local minima, a toroidal correction was added to the differential evolution. Secondly, two
different cost terms were considered for finding an optimal configuration that can be really
applied in the industry. These two cost terms are the energy cost and the labour cost.

The cost definition adopted in this work results in a multiobjective problem: in fact,
the two cost components are conflicting and arrive at different optimal solutions. In this
work, scalarisation was applied considering that both of them are two monetary costs of
the company; thus, their sum was minimised.
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The proposed system was tested in a real industrial scenario using 6 months of
measurements in the analysis (October 2021–March 2022). The optimisation was performed
on the 30 loads for which the time profile is available. The final results show a reduction
in the total cost from 1169.6 EUR/h of the reference solution to 1152.4 EUR/h, with a
reduction of 17.2 EUR/h corresponding to approximately 99,500 EUR/year.

The proposed approach is limited by the small number of loads that can be shifted
with respect to the total loads. This can be solved by adding the additional measurements
of the power profiles absorbed by the single machines in the industry. The definition of
the single machine load profile introduces the need for additional constraints that keep the
consistency of the production process where some operations should be run before others.
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