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Abstract: Recently, interval-type 3 fuzzy systems have begun to appear in different research areas.
This article outlines a methodology for the parameterization of interval type-3 membership func-
tions using vertical cuts applied to the dynamic parameter adaptation of the differential evolution
algorithm and implemented in an interval-type 3 Sugeno controller. This methodology was applied
to the dynamic adaptation of the F (mutation) parameter in differential evolution to improve the
performance of this method as the generations occur. To test the type-3 fuzzy differential evolution
algorithm, the optimal design of a type-3 Sugeno controller was considered. In this case, the parame-
terization of the type-3 membership functions of this Sugeno fuzzy controller was performed. The
experimentation is based on the application of three different noise levels for validation of the efficacy
of the method and performing a comparison study with respect to other articles in the literature.
The main idea is to implement the parameterization of interval type-3 membership functions to
enhance the ability of differential evolution in designing an optimal interval type-3 system to control
a unicycle mobile robot.

Keywords: interval type-3 fuzzy logic; differential evolution; fuzzy controller

MSC: 03B52; 03E72; 62P30

1. Introduction

In today’s world, the need for solving complex and iterative tasks has grown exponen-
tially. Artificial intelligent techniques help solve complex problems and reduce the time to
perform certain tasks in many areas, as can be seen in the following machine learning and
deep learning applications [1–4].

The general concepts of the fuzzy logic theory presented by Zadeh [5] have evolved
over the years, in order to adapt and improve the solutions to tasks that are required in to-
day’s world. Fuzzy logic has evolved as follows, type-1 (T1-FSs), interval type-2 (IT2-FSs),
generalized type-2 (GT2-FSs), intuitionistic type-2 (T2-IFSs) and shadowed type-2 (ST2-FSs)
until arriving at interval type-3 fuzzy systems (IT3-FSs), and in the future, we could have
type-n fuzzy systems. These are very popular techniques that have been utilized to deal
with problems with high levels of complexity, due to their capability in handling uncertainty.

Fuzzy logic can be adapted for solving many problems in real life, and in the fol-
lowing articles, the application of fuzzy logic has been utilized for the dynamic adapta-
tion of parameters in various algorithms applied to different benchmark problems with
T1-FSs [6,7], IT2-FSs [8,9], GT2-FSs [10,11], ST2-FSs [12,13] and intuitionistic fuzzy systems
(T2-IFSs) [14,15].

Interval type-3 is a relatively new theory for modeling systems with greater uncertainty.
Currently, there are ongoing research works in different areas of the literature, the most
recent of which is used for the creation of fuzzy systems in this work, is a methodology
for building IT3-FSs based on the justifiable granularity concept [16]. Despite being a
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very recent topic, there are multiple works that have already been carried out utilizing
IT3-FSs [17–22]. The main objective was to implement the parameterization of interval
type-3 membership functions to improve the performance of the differential evolution
(DE) algorithm and to implement an IT3-FSs to control a unicycle mobile robot. We note
that in the review of the existing literature, there are no published works on type-3 fuzzy
applied in parameter adaptation for the DE algorithm, which indicates a research gap in
the existing state of the art. In addition, there have not been any papers on the application
of the DE algorithm for optimizing interval type-3 Sugeno controllers, which is another
gap in the state of the art. In this sense, this work addresses these two research gaps in the
literature. Accordingly, the main contributions are stated in the following paragraph.

The main contributions are stated as follows. A novel parameter adaptation approach
for the DE algorithm is proposed by utilizing the parameterization of interval type-3
membership functions using vertical cuts with the goal of managing in a better fashion
the uncertainty of the parameter setting problem in the DE algorithm, for achieving better
results in accuracy and performance. The proposed type-3 fuzzy DE algorithm (IT3FDE)
approach was applied to the problem of finding optimal Sugeno type-3 fuzzy controllers for
mobile robots, which was not previously done in the literature. An extensive comparison
of results demonstrates that type-3 fuzzy helps improve the results of the DE algorithm
and also the obtained type-3 controllers perform better when used in controlling the
mobile robots.

The order of the sections is given as: Section 2 offers the interval type-3 fuzzy logic
theory, Section 3 summarizes the theory of the DE algorithm, Section 4 presents the pro-
posed methodology for the DE algorithm and the case study for the application, Section 5
summarizes results and Section 6 outlines conclusions.

2. Materials and Methods

The new type-3 fuzzy set (IT3-FSs) [23,24], represented by A(3), can be expressed by a
function, called membership function (MF) of A(3), in the Cartesian product
X× [0, 1]× [0, 1] in [0, 1], where X is the universe of A(3), x. The MF of µA(3) is expressed
by µA(3)(x, u, v) and is known as a type-3 MF (T3 MF) of IT3-FSs. The mathematical form
is expressed in Equations (1)–(7).

µA(3) : X× [0, 1]× [0, 1]→ [0, 1] (1)

A(3) =
{
(x, u(x), v(x, u), µA(3)(x, u, v)| x ∈ X, u ∈ U ⊆ [0, 1], v ∈ V ⊆ [0, 1]

}
(2)

A(3) =
∫

x∈X

∫
u∈[0,1]

∫
v∈[0,1]

µA(3)(x, u, v)/(x, u, v) (3)

A(3) =
∫

x∈X

[∫
u∈[0,1]

[∫
v∈[0,1]

µA(3)(x, u, v)/v
]

/u
]

/x (4)

A(3) =
∫

x∈X
µ

A(3)
x
(u, v)/x (5)

µ
A(3)

x
(u, v) =

∫
u∈[0,1]

µ
A(3)
(x,u)

(v)/u (6)

µ
A(3)

x
(v) =

∫
v∈[0,1]

µA(3) (x, u, v)/v (7)

If µA(3)(x, u, v) = 1, the IT3-FSs, A(3), is simplified to an interval type-3 fuzzy set
(IT3-FSs) symbolized by A, formulated by (8).

A =
∫

x∈X

[∫
u∈[0,1]

[∫
v∈[µA(x,u),µA(x,u)]

1/v

]
/u

]
/x (8)
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where Equation (8) is defined by Equations (9)–(11):

µA(x,u)(v) =
∫

v∈[µA(x,u),µA(x,u)]
1/v (9)

µA(x,u)(v) =
∫

u∈[0,1]

[∫
v∈[µA(x,u),µA(x,u)]

1/v

]
/u (10)

A =
∫

x∈X
µA(x)(u, v)/x (11)

Equation (8) can be simplified as an interval type-3 membership function (T3 MF),
µ̃A(x, u) ∈

[
µA(x, u), µA(x, u)

]
, expressed in Equation (12).

A =
∫

x∈X

∫
u∈[0,1]

µ̃A(x, u)/(x, u) (12)

where the lower interval type-2 membership function (T2 MF) µA(x, u) is a subset in the
upper T2 MF µA(x, u), this is, µA(x, u) ⊆ µA(x, u), then µA(x, u) ≤ µA(x, u) , and can be
concluded that an IT3-FSs is formulated by two IT2-FSs, one inferior A with µA(x, u), and
another superior A, with µA(x, u) formulated by Equations (13) and (14):

A =
∫

x∈X

∫
u∈[0,1]

µA(x, u)/(x, u) =
∫

x∈X

[∫
u∈[0,1]

f
x
(u)/u

]
/x (13)

A =
∫

x∈X

∫
u∈[0,1]

µA(x, u)/(x, u) =
∫

x∈X

[∫
u∈[0,1]

f x(u)/u
]

/x (14)

where the secondary MFs of A and A are type-1 membership function (T1-MFs) formulated
by Equations (15) and (16):

µ A
_
(x)(u) =

∫
u∈Jx

f
x
(u)/u (15)

µ ¯
A(x)

(u) =
∫

u∈Jx
f x(u)/u (16)

To represent the T3 MF from IT3-FSs, A, is a surface, µ̃A(x, u) because of the union
of vertical-slices in x, where each vertical cut in x = x′ is an embedded secondary T2
MF, f̃x′(u), in other words, f̃x′(u) ∈ 1/

[
µA(x′, u), µA(x′, u)

]
or f̃x′(u) ∈

[
f

x′
(u), f x′(u)

]
.

Therefore, Equation (12) can be simplified to Equation (17), we can see Figure 1.

A =
∫

x∈X

∫
u∈[0,1]

µ̃A(x, u)/(x, u) =
∫

x∈X

[∫
u∈[0,1]

f̃x(u)/u
]

/x (17)

where µ̃A(x, u) ∈
[
µA(x, u)µA(x, u)

]
Equation (17) can be reformulated as

Equations (18) and (19).

A =
∫

x∈X
µA(x)(u)/x =

∫
x∈X

[∫
u∈[0,1]

f̃x(u)/u
]

/x (18)

where µA(x)(u) is an interval type-2 fuzzy set (IT2-FSs), formulated by Equation (19).

µA(x)(u) =
∫

u∈Jx
f̃x(u)/u =

∫
u∈[ f

x
(u), f x(u)

1/u (19)
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Figure 1. IT3-FSs„ with T3 MF, and an embedded vertical cut, with the footprint of uncertainty (FOU)
in sky blue color.

3. Differential Evolution Algorithm

The DE algorithm has had numerous applications for quite some time; DE is an algo-
rithm that is currently used in different disciplines, to mention a few recently: minimization
of agency and user costs, optimization of the duration of traffic interruption and environ-
mental impact [25], the performance of solar systems depending on the precise modeling of
the cell parameters [26], the customer scheduling problem to minimize the total completion
time [27], as well adaptations to the algorithm have been made, which have proven to have
good results [28–31].

The use of the DE algorithm is one of the main characteristics of this work in its original
form, the mathematical structure of the algorithm is shown below, which is described in
Equations (20)–(29).

Population structure (NP)

Px,g =
(
xi,g
)
, i = 0, 1, 2, . . . , Np− 1, g = 0, 1, 2, . . . , gmax, (20)

xi,g =
(
xj,i,g

)
, j = 0, 1, 2, . . . , D− 1 (21)

Pv,g =
(
vi,g
)
, i = 0, 1, 2, . . . , Np− 1, g = 0, 1, 2, . . . , gmax, (22)

vi,g =
(
vj,i,g

)
, j = 0, 1, 2, . . . , D− 1 (23)

Pu,g =
(
ui,g
)
, i = 0, 1, 2, . . . , Np− 1, g = 0, 1, 2, . . . , gmax, (24)

ui,g =
(
uj,i,g

)
, j = 0, 1, 2, . . . , D− 1 (25)

Initialization
xj,i,0 = randj(0, 1)·

(
bj,U − bj,L

)
+ bj,L (26)

Mutation (F)
vi,g = xr0,g + F·

(
xr1,g − xr2,g

)
(27)

Crossover (CR)

ui,g = uj,i,g
{

vj,i,g i f
(
randj(0, 1) ≤ Cr or j = jrand

)
xj,i,g otherwise (28)
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Selection
xi,g+1 =

{
ui,g i f f

(
ui,g
)
≤ f

(
xi,g
)

xi,g otherwise (29)

4. Methodology

This section is structured into two parts; in the first, an overview of the model approach
suggested in the proposal for the parameterization of interval type-3 membership functions
using vertical cuts for the dynamic adaptation of the F parameter in the DE algorithm is
shown and in the second part, a general view of the implementation of the parameterization
of the membership functions using vertical cuts for the interval type-3 Sugeno controller.

4.1. Proposed Method

The fuzzy system used in this experimentation is interval type-3, which we will call
for this work IT3FDE and has the following characteristics:

It has an input representing the Generations and an output F that corresponds to the
mutation parameter in the IT3FDE algorithm. The system is of type Mamdani, both input
and the output are composed of three T3 MF and contain three rules.

The representation of the system can be seen in Figure 2, which contains the description
mentioned in the previous paragraph, while Figure 3 shows the surface obtained with the
combination of rules utilized in the system, and in Table 1, the set of rules is listed.

Figure 2. Differential evolution algorithm with interval type-3 fuzzy set (IT3FDE).

Figure 3. The surface of the IT3FDE system.
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Table 1. Rules of the IT3FDE system.

F Generation Small Medium Big

Small - - Small
Medium - Medium -

Big Big - -

The membership function by which the fuzzy system is composed is ScaleTriScale-
GaussT3MF, the visual representation of the MF is presented in Figure 4 and its mathemati-
cal representation is expressed in Equation (30).

µ̃A(x, u) = ScaleTriScaleGaussT3MF(x, {{[a1, b1, c1]}, λ , [`1, `2]}) (30)

Figure 4. ScaleTriScaleGaussT3MF used in the IT3FDE.

The interval type-3 triangular membership function, µ̃A(x, u) = ScaleTriScaleGaussT3MF,
with triangular FOU(A), is characterized with parameters [a1, b1, c1] (UpperParameters) for
upper membership function (UMF) and λ (LowerScale), ` (LowerLag) parameters for lower
membership function (LMF), to form the domain of uncertainty (DOU) with parameters
DOU = [µ(x), µ(x)]. The vertical slices A(x)(u) characterize the FOU(A), these are IT2-FSs
with Gaussian T2 MF, µA(x)(u) with parameters [σu, m(x)] for the UMF and LMF λ (Lower-
Scale), λ (LowerLag). The µ̃A(x, u) = ScaleTriScaleGaussT3MF(x,{{[a1, b1, c1]}, λ, [`1, `2]} is
described by the following Equations (31) and (32):

µ(x) =


0 x < a1

x−a1
b1−a1

a1 ≤ x ≤ b1
c1−x
c1−b1

b1 < x ≤ c1

0 x > c1

(31)
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a2 = b1 − (b1 − a1)(1− `1)
c2 = b1 + (c1 − b1)(1− `2)

µ(x) =


0 x < a2

x−a2
b1−a2

a2 ≤ x ≤ b1
c2−x
c2−b1

b1 < x ≤ c2

0 x > c2

(32)

The function µ(x) is multiplied by the parameter λ to form the LMF of the DOU, µ(x),
described as: µ(x) = λ µ(x). Then, u(x) and u(x) are the upper and lower DOU limits.
The range, δ(u) and radius, σu of the FOU are defined in Equations (33) and (34):

δ(u) = u(x)− u(x)
σu = δ(u)

2
√

3
+ ε

(33)

The apex or core, m(x), of the T3 MF µ̃(x, u), is defined by Equations:

m(x) =


0 x < a

x−a
b1−a a ≤ x ≤ b1
c−x
c−b1

b1 < x ≤ c
0 x > c

(34)

where a = (a1 + a2)/2 and c = (c1 + c2)/2. Then, vertical cuts with T2 MF
µA(x)(u) =

[
µA(x)

(u), µA(x)(u)
]
. They are described by the following

Equations (35) and (36):

µA(x)(u) = exp

[
−1

2

(
u−m(x)

σu

)2
]

(35)

µA(x)
(u) = λ·exp

[
−1

2

(
x−m(x)

σ∗u

)2
]

(36)

where σ∗u = σu

√
ln(`)
ln(ε) and ` = (`1 + `2)/2. Supposing ` = 0 then σ∗u = σu.

Accordingly, µA(x)(u) and µA(x)
(u) are the UMF and LMF of the IT2-FSs of the

vertical cuts.

4.2. Mobile Robot System

The main task of a mobile robot is the search for a succession of positions, in this case
of a unicycle mobile robot, whose objective is to take it from an initial to a final state. The
elements of the mobile robot system can be found in Figure 5. Kinematic knowledge of
robot operation is present in [32].

This control case has been used in other works as we can see in [33–36]. The main
difference with the existing articles in the literature is that in this work, the theory of IT3-FS
was implemented to achieve the control of a mobile robot system.

The interval type-3 membership functions (T3 MF) that were implemented in the
IT3-FS mobile robot are the interval type-3 triangular (ScaleTriScaleGauss) and the in-
terval type-3 trapezoidal (ScaleTrapScaleGauss). The mathematical operations for the
construction of the ScaleTriScaleGauss function are shown in Equations (31)–(36) and the
ScaleTrapScaleGauss in Equations (36)–(41).
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Figure 5. Diagram of the mobile robot system.

The interval type-3 trapezoidal MF, µ̃A(x, u) = ScaleTrapScaleGaussT3MF with trian-
gular FOU(A), is characterized with parameters [a1, b1, c1, d1] (UpperParameter) for UMF
and parameters λ (LowerScale), ` (LowerLag) for LMF to form the DOU = [µ(x), µ(x)].
The vertical slices A(x)(u) characterize the FOU(A), these are IT2-FSs with interval type-2
Gaussians membership functions (T2 MF), µA(x)(u) with parameters [σu, m(x)] for UMF
and LMF λ (LowerScale), ` (LowerLag). The T3 MF µ̃A(x, u) = ScaleTrapScaleGaussT3MF
(x,{{[a1, b1, c1, d1]]}, λ, [`1, `2]}) is described by the following Equation (37).

µ(x) =



0 x < a1
x−a1
b1−a1

a1 ≤ x ≤ b1

1 b1 < x ≤ c1
d1−x
d1−c1

c1 < x ≤ d1

0 x > d1


(37)

The LMF of the DOU, µ(x), is defined by the values (a2, b2, c2, d2), where these depend
on the parameters (a1, b1, c1, d1) of the UMF of the DOU, µ(x), and the elements of the
vector lowerLag(`), as seen in Equation (38).

∆r = (b1 − a1) `1
∆l = (d1 − c1) `2

a2 = a1 + ∆r, b2 = b1 + ∆r, c2 = c1 − ∆l, d2 = d1 − ∆l

µ(x) =



0 x < a2
x−a2
b2−a2

a2 ≤ x ≤ b2

1 b2 < x ≤ c2
d2−x
d2−c2

c2 < x ≤ d2

0 x > d2


(38)

To form the upper and lower DOU limits is presented in Equation (33). The apex or
center, m(x), of the T3 MF µ̃(x, u), is defined by Equation (39).

m(x) =


0 x < a

x−a
b−a a ≤ x < b
1 b ≤ x ≤ c

d−x
d−c c < x ≤ d
0 x > d

(39)
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where a = (a1 + a2)/2, b = (b1 + b2)/2, c = (c1 + c2)/2 and d = (d1 + d2)/2. Then, the
vertical slices with IT2MF, µA(x)(u) =

[
µA(x)

(u), µA(x)(u)
]
, are described by

Equations (35) and (36).
After analyzing the mathematical knowledge of this system, the implementation of

a Sugeno interval type-3 mobile robot fuzzy system (IT3FC) was carried out. The system
consists of two antecedents which are Linear Velocity Error (LVE), Angular Velocity Error
(WVE) and two consequents with Sugeno coefficients to control the right wheel (Torque 1)
and the left wheel (Torque 2). Figures 6 and 7 show the architecture of the T3 MF of the
antecedents and consequents of the IT3-FSs. The linguistic variables used are Negative
(Neg), Zero and Positive (Pos).

Figure 6. The architecture of the antecedent membership function (LVE).

Figure 7. The architecture of the antecedent membership function (WVE).

The parameters for the construction of the antecedents are presented in Table 2.
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Table 2. T3 MF antecedent parameters.

LVE

T3 MF a1 b1 c1 d1 λ `1 `2
Neg −50 −50 −15 −1 0.3 0.2 0.2
Zero −4 0 4 - 0.3 0.2 0.2
Pos 1 5 50 50 0.3 0.2 0.2

WVE

T3 MF a1 b1 c1 d1 λ `1 `2
Neg −50 −50 −15 −1 0.3 0.2 0.2
Zero −4 0 4 - 0.3 0.2 0.2
Pos 1 5 50 50 0.3 0.2 0.2

The rules for the IT3FC mobile robot system are presented in Table 3 and the parame-
ters for the construction of the consequents are presented in Table 4. The consequents are
made up of the parameters [C S], where C = Center and S = Spread (Uncertainty Ratio).

Table 3. Rules for the IT3FC mobile robot system.

LVE WVE Torque 1 Torque 2

Neg Neg −50 −50
Neg Zero −50 0
Neg Pos −50 50
Zero Neg 0 −50
Zero Zero 0 0
Zero Pos 0 50
Pos Neg 50 −50
Pos Zero 50 0
Pos Pos 50 50

Table 4. Consequents parameters.

C S

Neg Zero Pos

Torque 1 −50 0 50 10
Torque 2 −50 0 50 10

The surface generated to control the right (Torque 1) and left (Torque 2) wheels can be
seen in Figures 8 and 9, respectively.

Figure 8. Torque 1 surface.
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Figure 9. Torque 2 surface.

5. Results

IT3FDE was in charge of adjusting the parameter F during the generations and finding
the best parameterization of the T3 MF of the mobile robot system. In total, 10 parameters
were optimized.

Different simulations were performed, the controller was optimized without noise
and three different noise levels were applied: The first is band-limited white noise (BLW),
the second is pulse generated noise (PG) and the third is uniform random number noise
(URN). The parameter values applied to each noise level were as follows: for the BLW, the
height of the Power Spectral Density was managed at 0.1; the values 1, 1, 5 and 0, were set
for the amplitude, the period, pulse width (%) and phase, respectively, for the PG; finally,
the amplitude of [–1,1] was set for the URN.

The parameters used for experimentation with noise and without noise are summa-
rized in Table 5.

Table 5. IT3FDE parameter values.

Parameter Value

F Dynamic
CR 0.5
NP 45

Generations 100
Simulations 30

The metrics used to measure the performance of the IT3FDE are shown in
Equations (40)–(45).

ITAE =
N

∑
t=1

t (x(t)− x̂(t)) (40)

ITSE =
N

∑
t=1

t
(
(x(t)− x̂(t))2

)
(41)

IAE =
N

∑
t=1
|x(t)− x̂(t)| (42)
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ISE =
N

∑
t=1

∣∣∣(x(t)− x̂(t))2
∣∣∣ (43)

RMSE =

√√√√ 1
N

N

∑
t=1

(xt − x̂t)
2 (44)

MSE =
1
n

n

∑
i=1

(Yi −Yi)
2 (45)

Table 6 presents the obtained simulations without applying noise to the controller.

Table 6. Metrics results without noise.

Metrics LVE WVE

IT3FC IT3FC
ITAE 7.06× 101 4.90× 101

ITSE 1.07× 101 2.33× 100

IAE 2.99× 100 2.00× 100

ISE 6.70× 10−01 1.00× 10−01

RMSE 2.68× 100 4.00× 10−03

MSE 1.64× 100 6.60× 10−02

Execution time 22,051.8 s

Table 6 shows the most used performance indices in control systems to determine if
the controller parameters were optimally obtained, we can observe the ITAE, ITSE, IAE
and ISE errors, the latter is considered an optimal value because its value is minimized,
this tells us we will have a smooth weight because the error shown is small. The errors
obtained from the RMSE and MSE are presented, the aim is to minimize the error for more
excellent controller stability. Finally, the execution time of the 30 experiments carried out
without applying noise to the controller is presented.

Table 7 shows the errors and the time obtained from the experimentation with the
proposed method when applying three different noise levels. When analyzing these results,
it can be determined that the controller achieves stability because in the three types of noise
presented, the ISE, RMSE and MSE error decrease considerably. It can be seen that when
using URN noise, the results are better compared to the other noise levels presented for
this case study.

Table 7. Simulations obtained applying the BLW, PG, URN, respectively.

BLW PG URN

Metrics
LVE WVE LVE WVE LVE WVE

IT3FC IT3FC IT3FC IT3FC IT3FC IT3FC
ITAE 8.01× 102 7.72× 102 9.75× 101 4.03× 101 7.18× 101 5.02× 101

ITSE 8.13× 102 7.68× 102 1.77× 101 2.05× 100 1.07× 101 2.40× 100

IAE 3.25× 101 3.13× 101 4.07× 100 1.79× 100 3.05× 100 2.03× 100

ISE 3.34× 101 3.17× 101 1.06× 100 1.70× 10−01 6.70× 10−01 1.00× 10−01

RMSE 3.65× 100 3.30× 10−01 3.69× 100 4.40× 10−01 2.69× 100 1.00× 10−02

MSE 1.91× 100 5.70× 10−01 1.92× 100 6.70× 10−01 1.64× 100 7.00× 10−02

Execution time 25,519.5 s 26,237.9 s 27,075.5 s

Tables 8–10 show the comparison with other existing methods in the literature [37],
a comparison is made using the different types of noise mentioned above as well as the
different types of controllers type-1(T1FC), interval type-2, (IT2FC) generalized type 2
(GT2FC) and finally, an interval type-3 (IT3FC).
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Table 8. Metrics results with BLW.

Metrics LVE

T1FC IT2FC GT2FC IT3FC
ITAE 1.35× 102 1.20× 102 1.17× 102 8.01× 102

ITSE 1.44× 102 1.10× 102 1.04× 102 8.13× 102

IAE 1.37× 101 1.22× 101 1.18× 101 3.25× 101

ISE 1.50× 101 1.13× 101 1.06× 101 3.34× 101

WVE

ITAE 1.37× 102 1.20× 102 1.14× 102 7.72× 102

ITSE 1.53× 102 1.11× 102 1.01× 102 7.68× 102

IAE 1.40× 101 1.22× 101 1.17× 101 3.13× 101

ISE 1.60× 101 1.16× 101 1.06× 101 3.17× 101

Table 9. Metrics results with PG.

Metrics LVE

T1FC IT2FC GT2FC IT3FC
ITAE 2.74× 101 2.64× 101 2.42× 101 9.75× 101

ITSE 9.44× 100 7.07× 100 5.27× 100 1.77× 101

IAE 2.90× 100 2.95× 100 2.74× 100 4.07× 100

ISE 1.12× 100 1.11× 100 9.10× 10−01 1.06× 100

WVE

ITAE 1.81× 101 1.57× 101 1.32× 101 4.03× 101

ITSE 7.14× 100 3.70× 100 2.26× 100 2.05× 100

IAE 2.17× 100 2.15× 100 1.90× 100 1.79× 100

ISE 9.90× 10−01 9.40× 10−01 7.90× 10−01 1.70× 10−01

Table 10. Metric results with URN.

Metric LVE

T1FC IT2FC GT2FC IT3FC
ITAE 8.01× 101 6.47× 101 5.94× 101 7.18× 101

ITSE 5.17× 101 3.30× 101 2.84× 101 1.07× 101

IAE 8.52× 100 7.10× 100 6.56× 100 3.05× 100

ISE 5.80× 100 4.22× 100 3.69× 100 6.70× 10−01

WVE

ITAE 8.19× 101 6.52× 101 5.99× 101 5.02× 101

ITSE 5.14× 101 3.14× 101 2.67× 101 2.40× 100

IAE 8.67× 100 7.17× 100 6.67× 100 2.03× 100

ISE 5.83× 100 4.10× 100 3.63× 100 1.00× 10−01

The comparison of the different controllers using the BLW noise shows that there is
no difference between the results, they are all in the same order. Although we can see
that IT3FC does not have a better performance, it is considered competitive with respect
to others.

Table 9 shows a comparison of the different errors using a PG noise. In this case,
we can see that in the case of LVE the GT2FC has a better performance than IT3FC but
nevertheless, the difference between the two is not considerable. On the other hand, from
the comparison with the WVE, we can see that IT3FC has a better result than GT2FC, even
though they have an error of the same order.

The last noise used is URN and for this comparison, it is observed that both in LVE
and WVE, the proposal used IT3FC is better for both cases compared to T1FC, IT2FC
and GT2FC.
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Figures 10–13 show the best and worst simulation obtained with the IT3FC by opti-
mizing the parameters with the IT3FDE proposed method, without noise, with BLW noise,
with PG noise, and finally with URN noise, respectively.

Figure 10. Comparison of (a) best simulation with the IT3FC and (b) worst simulation with the IT3FC
proposed methods without noise.

Figure 11. Comparison of (a) best simulation with the IT3FC and (b) worst simulation with the IT3FC
proposed methods with BLW noise.

Figure 12. Comparison of (a) best simulation with the IT3FC and (b) worst simulation with the IT3FC
proposed methods with PG noise.
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Figure 13. Comparison of (a) best simulation with the IT3FC and (b) worst simulation with the IT3FC
proposed method with URN noise.

6. Conclusions

The main contribution was the implementation of a novel parameter adaptation
approach for the DE algorithm proposed by utilizing the parameterization of interval
type-3 membership functions using vertical cuts with the goal of managing in a better
fashion the uncertainty of the parameter setting problem in the DE algorithm and the
implementation of the parameterization of interval type-3 membership functions using
vertical cuts in a Sugeno IT3-FSs for controlling a mobile robot.

The implementation of a Sugeno IT3-FSs controller is novel, as there are mostly Sugeno
controllers that use type-1 and type-2.

Six different metrics were used to check the effectiveness of the method and compare
them with previous work in the literature; the results obtained with the controller without
applying any type of disturbance in the controller are competitive compared to the results
presented in another article in the literature with a white noise level.

The errors of the controller linear and angular errors are compared against the results
of existing articles in the literature. It can be seen that the error obtained by IT3FC when
applying white noise is higher compared to the other methods, (T1FC, IT2FC, GT2FC).
Analyzing the results when applying pulse generated noise, the ITSE, IAE and ISE errors
are similar in the different controller types. The best results were found when using the
noise uniform random number.

With the comparisons made, it can be seen that the use of interval type-3 fuzzy system
implemented in a controller presents an improvement when uncertainty is added. This
controller uses a lower scale of 0.3, therefore the uncertainty of 0.7 was used in the controller.

In the analysis of the results presented in this article, the objective of stabilizing the
controller is achieved by obtaining a minimum value in the ISE metric in the implementa-
tions carried out with the parameterization of interval type-3 membership functions using
the vertical cuts proposed methodology and is demonstrated that this methodology can be
competing against others existing in the literature.
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