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Abstract: One of the essential factors of project success is selecting the proper delivery method. This
study aimed to provide a new hybrid decision-making framework to assist project stakeholders in
evaluating and selecting the most appropriate Project Delivery System (PDS) and documenting the
decision process. For this purpose, the selection factors of PDSs were obtained from a literature
review, and critical selection factors were screened based on the fuzzy Delphi method, whereby
expert feedback was on Information and Communication Technology (ICT) projects was obtained.
Subsequently, the ICT project risks were identified and categorized into six competitive constraints,
including time, cost, quality, reputation, value, and scope, and the risk factors were prioritized in each
area. Then, the effect of project risks on the decision criteria was investigated using a fuzzy cognitive
map (FCM). Finally, the PDSs were ranked through Fuzzy Technique for Order of Preference by
Similarity to Ideal Solution (FTOPSIS). This article researched a novel multi-layer decision system
combining the FCM and FTOPSIS techniques. The decision criteria received their weights from the
evaluation of the causal relationships between PDS selection factors and project risks. Thus, PDSs
were ranked based on different project characteristics, the opinions of stakeholders, and the effect
of project risks on the decision-making process; this increased the likelihood of project success. The
results showed that the impact of the most critical project risks on the selection factors was so severe
that they changed the weight of the criteria in the decision matrix and, subsequently, changed the
ranking of decision options.

Keywords: Project Delivery Systems (PDSs); risk analysis; fuzzy cognitive maps (FCMs); ICT projects;
FCM-FTOPSIS

MSC: 90B50; 94D05; 91B05

1. Introduction

The selection of a Project Delivery System (PDS) is challenging because of the many
decision criteria involved [1,2]. Since the choice of a PDS is a complex task and fraught with
risk, it is better to perform it at the beginning of the project development process [3,4]. A
PDS determines the roles and obligations of parties engaged with the related projects [5]. It
further distributes the risk of stakeholders and builds frames for the execution of projects [6].
Therefore, a vital component for project achievement is the use of appropriate PDSs [1,6–10].
In this regard, some researchers [11] have shown that applying a proper PDS can raise a
construction project’s efficiency and success rate [12]. In contrast, using improper PDSs may
disrupt project performance and even lead to project failure. It is widely acknowledged
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(e.g., [13]) that no single optimal method of delivery exists; however, there is an ideal
strategy for each project [6,12].

PDSs are essential to all stakeholders involved in the project, regardless of industry [14];
however, very few articles have evaluated this issue in the Information and Communication
Technology (ICT) industry. The ICT industry is deeply integrated into all industries, from
healthcare to construction [15], due to their increasing dependence on technology, and
performance challenges have been seen in all sectors of the ICT industry [16]. ICT is one of
the primary elements affecting efficiency and productivity. International experience shows
that the establishment of ICT plays a severe role in creating added value and economic
growth, particularly in economic sub-sectors that rely more on ICT. Since the 1990s, ICT
has dramatically impacted the growth of the Gross Domestic Product (GDP) and increased
labor productivity in developing and developed countries. As an arising economy, Iran has
attempted to make a profit from ICT applications in recent years. According to the latest
statistics of the National Statistics Center of Iran, the ICT sector’s value-added shares in
Iran’s GDP were approximately 7% up to 2017 [17]. The findings of past research (e.g., [18])
have shown that projects encounter a large number of challenges and problems during
implementation, and solutions are sought to minimize the obstacles and increase project
success [19]. Therefore, organizations can achieve a competitive advantage through the
proper implementation of ICT projects, increasing market share, enhancing efficiency, and
lowering costs [20]. To execute the strategies of organizations and produce strategic value,
it is essential to have successful projects [21]. Despite PM processes, tools, and systems
having significantly advanced, according to past studies on project management (PM),
managers face enormous challenges when it comes to project success [18]. The Standish
Group’s report on CHAOS (2015) shows that projects have always encountered complex
challenges. A total of 19% of the projects, for example, failed before completion or were
never used, while 52% struggled with challenges (that is, they did not meet the criteria of
budget, time, or satisfactory results), and 29% only were able to succeed [22]. Furthermore,
43% of the projects were shown by another PMI research study to be over budget, while 48%
were overdue, and 31% failed to accomplish what they had originally set out to achieve [23].
The proper selection of the delivery method, as a result, is deemed necessary to boost the
chances of a project succeeding.

Many scientists have explored the potential elements impacting PDS determina-
tion [9,11]. However, decision makers are still involved in figuring out which component
ought to be viewed as the most significant, because there are so many factors that cannot
be esteemed similarly. Thus, analyzing the importance of elements impacting PDS determi-
nation to help them select the most suitable PDS has turned into a critical need [1]. Several
PDS selection techniques have been proposed with different selection factors across indus-
tries such as transit, construction, transportation, etc. For example, several decision-aided
models have been developed by researchers based on probabilistic methodologies [3] for
choosing a proper delivery method. Despite risk assessment playing a vital role in finding
the appropriate delivery method, when the probabilistic risk analysis and the delivery deci-
sion process are set apart, understanding how risk impacts project delivery performance
becomes significantly limited. As a result of this limitation, the probability of selecting the
wrong delivery method may increase, and each method’s potential advantages may be
impeded [2].

Furthermore, some of them have proposed quantitative techniques such as unascer-
tained models (e.g., [2,6,8,24]) and integrated decision frameworks (e.g., [25]), though risk
assessment has a significant impact on determining a proper delivery method. Separat-
ing the probabilistic risk analysis and the delivery decision process prompts a restricted
comprehension of how project delivery performance will be affected by risk. Such a restric-
tion may not just increment the possibility of selecting an improper delivery method but
also impair potential advantages related to every strategy [3]. Besides depending on the
quantitative attributes of the project, the process of decision making in project delivery also
tends to depend upon qualitative criteria such as subjective decisions and experts’ opinions
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deriving from their experience in previously completed similar projects [2]. A challenge
actually exists, as a consequence, in decision situations where a mix of qualitative (project
risks) and quantitative (based on experts’ opinions) inputs leads to a comprehensive and
precise decision in uncertain conditions.

To increase the chances of project success, owners must seek an appropriate PDS based
on their requirements to meet their needs. So, according to the organization’s and the
project’s conditions, a particular PDS might be better than the others. Selecting project
delivery methods involves assessing the trade-offs between the project risks and selection
factors, the relationships of complicated nature among the variables, and numerous decision
choices. The quantity of variables engaged with project delivery decisions is, in fact, of
high complexity, and to the best of our knowledge, few scholars have applied them [12]. To
address the knowledge gap, the primary purpose of this paper is to identify and evaluate
factors influential in selecting the most appropriate PDS in ICT projects with the emergence
of the impact of project risks on the selection criteria. The paper brings up in detail how
the proposed framework supports the selection of an appropriate delivery method in each
project through the following phases:

I. Identifying and screening key selection factors;
II. Identifying and screening ICT project risks within all competitive constraints;

III. Assessing the cause–effect relations of selection factors and ICT project risks;
IV. Ranking the PDS alternatives (Design–Bid–Build (DBB), Design–Build (DB), Construc-

tion Manager at Risk (CMR), and Integrated Project Delivery (IPD)).

In the remainder of this article, in Section 2, definitions and concepts of the kinds of
PDSs, as well as the related literature review, are presented. In Section 3, the proposed
integrated framework is introduced, and in Section 4, the analysis and results of using this
framework are presented. Finally, Section 5 presents the conclusions.

2. Literature Review

The term PDS refers to the entire range of contractual relations, roles, and respon-
sibilities related to the entities in a project. TxDOT’s definition of PDS is as follows: “A
project delivery system is a procurement approach, which defines relationships, roles, and
responsibilities of the members of the project team, and which defines the sequences of
activities that must be conducted for the completion of a project” [26]. Thus, different PDSs
are characterized by how the contracts among the owner, the designer, and the builder are
formed and the technical connections among parties inside those contracts.

The Construction Industry Institute (CII) believes that there are just three fundamental
PDSs, DB, DBB, and CMR (Construction Industry Institute, 1997), yet a renewed focus
of owners on the cooperation between contractors and designers is being evidenced in
the rising interest in Integrated Project Delivery (IPD) and the employment of softer
criteria for selection (for instance, communication skills) for the determination of contract
awards [10]. Building Industry Consulting Service International (BICSI), whose roles
include defining standards in the fields of information technology and telecommunications
(ITTs), nonetheless considers all the four types of PDSs employed in ICT [27]. In this paper,
the authors define PDSs as processes that the project owner uses.

Design–Bid–Build (DBB): DBB is mainly known as the traditional PDS. The owner
manages two independent contracts, one with the contractor and one with the designer.
It is often considered a linear process. Construction in DBB only starts when a design is
100% complete [9]. When the procedure is complete, the project’s general contractors are
invited to tender, and the execution contract is awarded to the lowest bidder. This linear
process sidesteps opportunities to lessen the general program by means of overlapping
activities [28].

Design–Build (DB): In DB projects, there is only a single contract between the owner
and the design-builder; the design-builder might be a company that offers in-house design,
engineering, and construction services, or it may be a firm composed of teamed design
and contracting companies. The owner chooses the design-builders only according to their
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qualifications or a proposal that combines costs and technical aspects [10]. DB is a system
for providing design and execution through a contract with a design executive. The owner
determines the project’s requirements and scope [28]. According to this method, therefore,
an owner can obtain both design and construction services through a single entity, which is
usually alluded to as a design-builder. As with CMR, DB is typically granted based on the
contractor’s qualifications [29].

Construction Manager at Risk (CMR): In the CMR system, the owner manages two
independent contracts with a designer and a contractor. In addition, CMR, the construction
manager, is expected to coordinate with the designer and actively participate in the design
phase [28]. A two-part contract is awarded to the CMR. The first part of the contract is
meant for advisory services, in which management should closely coordinate with the
designer to give constructability guidance, scheduling services, and estimation. The second
part is meant for construction services, possibly awarded as an extension of the CM’s first
contract or completed with other contractors. Each of these two parts may start as cost
reimbursable, but it tends to be converted, later in the project, to a Guaranteed Maximum
Price (GMP) lump sum [10].

Integrated Project Delivery (IPD): The IPD framework is based on the philosophy of
collaborative interaction and trust among all participants [30]. On the one hand, this space
is created through the careful selection of the designer and the contractor by the employer;
on the other hand, through the incentives in the contract, the goal is to maximize the value
of the project for the whole team. As a result, it transforms a fragmented process into an
integrated process. Hence, a piece of software must reflect the team structure, so regular
and reciprocal data exchange is essential. IPD contracts are usually more complex than
traditional ones. Because participants’ financial gain and loss stem from achieving the set
goals, these goals must be described very clearly to avoid any possible dispute. Therefore,
the contract contains a detailed description of the values with accurate measurement
methods based on cost and timing and the intervals when it is executed. The contract form
applied to an IPD is called a multilateral contract [31].

One of the primary fronts on which the industry attempts to combat systemic fragmen-
tation is the evolution of different PDSs. In this sense, a PDS defines the relationship and
timing of the involvement among other contracting parties in construction [5]. Numerous
PDS models and frameworks exist, with different selection factors across various industries,
such as transit, construction, transportation, and airport. However, these methods are
not always consistent with holistic evaluations. Additionally, none focus on selecting the
proper delivery method for ICT projects. This knowledge gap was identified and regarded
as the motivation for this study. Accordingly, the main objective of this study was to address
this gap by proposing a fuzzy hybrid decision-making framework to prioritize PDSs in
the ICT industry. The scientific and industrial literature review revealed that various tools
have been offered to select and rank the PDSs. Moreover, the types of PDSs, features, and
advantages/disadvantages have been examined in some articles. A brief review of the
related literature is shown in Table 1.
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Table 1. Literature review.

Year Author (s) Research Objective (s) Method and Tool Field

2021 [32]

Determining what obstacles and constraints
decision makers should face when selecting the

delivery method for water and wastewater
projects by employing Alternative Project

Delivery (APD) methods

Structured interviews Water and
wastewater

2020 [14]
Examining the major contractual, cultural, and
organizational components that are studied in

the collaborative PDS
Longitudinal case-study approach Construction

2020 [2]

Examining fuzzy pattern recognition, which is a
mathematical technique based on fuzzy sets

and fuzzy logic, for the modeling of a blend of
qualitative and quantitative variables in

choosing highway project delivery

Fuzzy pattern recognition, a
mathematical method based on fuzzy

logic and fuzzy sets

Highway
construction

2020 [10]
Comparing how DBB, CMR, and DB PDSs

perform in the American industry of building
construction

Regression models Construction

2020 [5] Investigating the project performance of four
main PDSs using data from 109 projects

Descriptive statistical
methodologies/statistical tests, such
as the Kruskal–Wallis H-test and the

variance (ANOVA) F-test analysis

Construction

2020 [9]
Identifying key PDS selection factors to select

the most suitable delivery method for
water-treatment-plant projects

Comprehensive literature review and
two specialized workshops Water industry

2018 [8]

Recognizing the most efficient delivery
methods for megaprojects according to risk

factors, investment opportunities, and project
constraints

Fuzzy-based multi-criterion decision
making Infrastructure

2018 [4]

Presenting the consequences of a two-tier
methodology for evaluating the effects of
uncertainties and risks on the selection of

project delivery methods in highway projects

Cronbach’s alpha test and correlation
analysis Highway

2018 [7]
Presenting a new definition of PDSs by
combining the current definitions and

describing the PDS
Theory-based Construction

2017 [1] Identifying factors influencing PDS selection Collective intelligence of experts and
practitioners Construction

2017 [33] Handbook for project delivery method Answering the Critical Question
within the five categories Construction

2016 [12]
Presenting a hybrid CIA methodology to make

decisions for project delivery in construction
and highway design

Cross-impact analysis Highway

2016 [34] Selection guidance for project delivery method Checklist and PDM matrix Transportation

2015 [3]

Presenting a risk-based modeling technique for
the evaluation and quantification of the

differences potentially present in project cost,
which can be associated with selecting a project

delivery method

The risk-based model comprises (1) an
input structure for the assessment and
evaluation of the factors contributing

to delivery risk, (2) a
computational-modeling structure for
the calculation of the costs, and (3) an

output structure for the
communication of model results and

implementation

Highway
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Table 1. Cont.

Year Author (s) Research Objective (s) Method and Tool Field

2015 [6]
Proposing a model for decision making for

selecting PDSs according to information
entropy and the unascertained measure model

A model for decision making
according to information entropy and

unascertained sets
Construction

2015 [25]

Discussing a framework for integrated decision
analysis for the investment justification of the

implementation of alternative ICT-based
logistic systems

A series of interconnected assessment
and analysis techniques, such as
decision trees and multi-attribute
decision making, employed under

uncertainty

Construction

2014 [35]
Comparing public owners’ risk preferences

with those of design-builders for the choice of
DB delivery

Risk analysis Highway

2012 [36] An owner’s guide to project delivery methods

Selection of procurement alternatives
in three ways: priced-based,

qualification-based, and best value
(combination of 1 and 2)

Multi-industry

2011 [37] Primer on project delivery Risk tolerance and the project delivery
decision Multi-industry

2009 [38] A guidebook for the evaluation of project
delivery methods

Analytical delivery decision
approach/weighted-matrix delivery

decision approach
Airport

It is worth noting that no paper has ever reviewed PDSs in the ICT industry (neither
the criteria ranking nor the Alternative Project Delivery ranking under uncertainty con-
ditions). However, some studies (e.g., [39]) not focusing on a specific industry have only
evaluated the performance of PDSs with analytical methods. Moreover, using statistical
techniques, Ibrahim et al. [5] investigated the performance of four main PDSs. The present
research study intended to rank PDSs, specifically in the ICT industry. However, according
to some theory-based articles (e.g., [9]), none of the main primary PDSs is considered
ideal and appropriate for any project because each project is unique. Numerous reports
(e.g., [1,11,20]) have identified PDS selection factors and assessed project risks. This study
employed a survey method on existing sources; ICT industry experts were interviewed,
and a questionnaire was used to identify the selection factors.

Additionally, an independent questionnaire identified different risks and influential
factors in this type of project’s failure. Then, the fuzzy Delphi method was used to screen
the identified risks. Nevertheless, few articles (e.g., [40]) have ranked PDSs.

Many researchers have previously used different combination methods (e.g., AHP-
TOPSIS [41] and ELECTRE III-PROMETHEE II [42]); however, Meshref [43] and Feghaly [9]
have proposed a list of methods and tools to choose the project delivery method. In
summary, the types of PDSs, features, and advantages/disadvantages have been examined
in some articles. Nonetheless, to address the gap mentioned above, this paper combined the
FCM method and the FTOPSIS model to determine the impact of project risks on selection
criteria in the ICT industry.

3. Methodology

This research study encompassed four phases: identifying and screening PDS selection
factors, identifying and prioritizing the risks affecting the project, integrating project risks
and PDS selection factors based on the fuzzy cognitive map (FCM), and performing the anal-
ysis and prioritization of PDSs. Figure 1 illustrates an overview of the proposed framework.



Mathematics 2022, 10, 3185 7 of 22

Figure 1. Research methodology.

Phase 1 consisted of a two-step process. At first, a review of the academic literature
and the state of the industry was performed to find the PDSs. In the second stage, all the
PDSs selection factors obtained from the reviewed literature and the critical selection factors
were screened using the fuzzy Delphi method specifically for the ICT industry. Phase 2
included two stages; in the first stage, the ICT project risks in six competitive constraints
were identified. In the second stage, the risk factors were prioritized in each area. In
phase 3, the cause–effect of selection factors and the ICT project risks were examined using
the FCM. Finally, in phase 4, the PDSs were ranked, and the most appropriate PDS was
suggested to the project owners.

• Phase 1: Identifying the main existing PDSs/identifying and screening key selection factors.

According to the academic literature (e.g., [5,44]) and industry publications (e.g., [27]),
the main PDSs are DBB, DB, CMR, and IPD. Which method of project delivery is the most
appropriate depends on many factors, such as the main constraints of the owner (time,
cost, quality, etc.), project specifications, the experience and readiness of the owner, the
level of competition in the market, environmental conditions, etc. In this phase, more
than 22 scientific and industrial publications, published since 2010 in various industries
(transportation, highway and buildings, airports, etc.), are reviewed. Finally, 34 criteria are
listed in Table 2, sorted according to their popularity among scholars.

Table 2. Literature of PDS selection factors since 2009.

Fa
ct

or
C

od
e

Factor Name [5
]

[1
]

[3
3]

[4
5]

[4
6]

[3
4] [6
]

[4
7]

[4
8]

[4
9]

[5
0]

[5
1]

[5
2]

[5
3]

[5
4]

[4
5] [3
6]

[5
5]

[1
3]

[5
6]

[5
7]

[3
8]

N
o.

of
R

ef
er

en
ce

F1 Project schedule * * * * * * * * * * * * * * * * * * 18
F2 Project size (budget) * * * * * * * * * * * * * * * * 16
F3 Risk avoidance * * * * * * * * * * * * * * * 15
F4 Project clarified scope * * * * * * * * * * * 11
F5 Owner involvement * * * * * * * * * * * 11
F6 Regulatory issues * * * * * * * * * * 10
F7 Quality * * * * * * * * * * 10
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Table 2. Cont.

Fa
ct

or
C

od
e

Factor Name [5
]

[1
]

[3
3]

[4
5]

[4
6]

[3
4] [6
]

[4
7]

[4
8]

[4
9]

[5
0]

[5
1]

[5
2]

[5
3]

[5
4]

[4
5] [3
6]

[5
5]

[1
3]

[5
6]

[5
7]

[3
8]

N
o.

of
R

ef
er

en
ce

F8 Lifecycle costs * * * * * * * * * 9
F9 Complexity/Innovation * * * * * * * * 8

F10 Communication * * * * * * * * 8
F11 Contractor capabilities * * * * * * * * 8
F12 Capital costs * * * * * * * 7
F13 Owner experience * * * * * * * 7
F14 Project characteristics * * * * * * 6

F15 Characteristics of owner or
contractor * * * * * 5

F16 Change management * * * * * 5
F17 Dispute resolution * * * * * 5
F18 Responsibility * * * * 4
F19 Competition * * * * 4
F20 Design control/interaction * * * * 4
F21 Funding/financial issues * * * 3
F22 Environmental constraints * * * 3

F23 Impact on existing
facilities/operations * * 2

F24 Market attribute/knowledge * * 2
F25 Sustainability goals * * 2
F26 Third-party agreements * * 2
F27 Technological capabilities * * 2
F28 Project type * * 2
F29 Value engineering * 1
F30 Constructability * 1

F31 Amount of overlapping
design/construction * 1

F32 Flexibility * 1

F33 Disadvantaged business
enterprise * 1

F34 Maintainability * 1
F35 Safety concerns * 1

However, this method is not appropriate and definitive in identifying the most im-
portant criteria for selecting a project delivery method for all industries, especially the ICT
industry. Therefore, the requirements for setting a PDS are screened using the experts’ opin-
ions in the ICT field using the fuzzy Delphi method. The combination of the Delphi method
with fuzzy theory is presented to consider the uncertainty in the real environment. This
method is a popular method that is systematically used to collect, evaluate, and analyze the
experts’ opinions without gathering people at the same time and place. It involves a panel
of 5 to 15 experts who provide their opinion by responding to a questionnaire. In the fuzzy
Delphi approach, answering the questionnaire is simple to understand. In addition, it is a
popular method for moderating factors. This approach considers the uncertainty using a
triangular fuzzy number to transfer linguistic terms into quantitative values [58]. There are
various linguistic terms, such as the trapezoidal fuzzy number and the triangular fuzzy
number. We used the TFN because it is more common and popular [59].

Recently, some researchers have used the Delphi method to prioritize decision crite-
ria based on interval-valued fuzzy-rough numbers [60]. Some researchers have applied
the intuitionistic fuzzy Delphi (IFD) approach to eliminate the challenges of indicators’
interactions [61]. Among various fuzzy sets to handle the hesitancy representation issue,
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spherical fuzzy (SF) sets have been developed in multiple criteria decision making (MCDM)
problems. This approach uses the SF-Delphi technique to derive a valid set of critical
criteria based on qualitative information and linguistic preferences [62].

The steps of this algorithm are described below [59]:
1. Experts’ opinions are based on a linguistic spectrum. These terms, i.e., fully in-

significant, moderately insignificant, medium, moderately significant, and fully significant,
translate into one of the triangular fuzzy numbers (TFNs): (0, 0, 0.25), (0, 0.25, 0.5), (0.25,
0.5, 0.75), (0.5, 0.75, 1), and (0.75, 1, 1), respectively.

2. Fuzzy values are used in Equation (1):

Aave =

(
1
n

n

∑
i=1

ai
1,

1
n

n

∑
i=1

ai
2,

1
n

n

∑
i=1

ai
3

)
(1)

where Aave is the average value of a factor upon experts’ opinions, ai
1, ai

2, ai
3 indicate the

TFNs determined by experts, and i denotes the expert number (i.e., an index) [59].
3. The values calculated in the previous step are defuzzified using Equation (2)

(Minkowski method):

γ = a1 +
a3 − a2

4
(2)

where γ is the defuzzified value of the factor in question.
4. The criteria are accepted if their defuzzified average value (γ) is greater than the

threshold (S) [59].

• Phase 2: Identifying and screening the ICT project risks in six competitive constraints.

The risks of ICT projects are identified (Table 3) through interviews and surveys or
published literature sources and categorized into six competing constraints. In this study,
we use the expertise of a panel in the ICT industry to identify the project risks, as presented
in Table 4.

Table 3. Key selection factors.

No. Factor Name Factor Code Average Value Defuzzified
Value

Weight
Factor

1 Project schedule F1 0.659 0.909 1 0.6818 2.5

2 Risk avoidance F3 0.659 0.909 1 0.6818 2.5

3 Project scope transparency F4 0.614 0.864 0.977 0.642 5.5

4 Quality F7 0.705 0.955 1 0.7159 1

5 Technological capabilities F27 0.636 0.886 1 0.6648 4

6 Value engineering F29 0.614 0.864 0.977 0.642 5.5

In the traditional approach, project constraints are named triple constraints, which
include time, cost, and performance. Performance can be in the area of technology, quality,
or scope. These are primary constraints, often used as measures of project success. From the
stakeholders’ perspective, the final criteria for measuring the project’s success may differ
from the initial criteria due to trade-offs. Today, we know that there are several constraints
on a project, and instead of using the term triple constraints, we pay attention to competing
constraints. At best, we make trade-offs on any or all competing constraints to satisfy the
success criteria [63].
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Table 4. The most important risks in each competing constraint.

Risk ID Risk Defuzzified
Risk Score Weight Priority

Risk Priority in Time Constraint

R31 Lack of timely delivery of equipment 0.3423 0.1352 1
R4 Failure to complete the project by expected time 0.3011 0.1189 2
R44 Political change 0.2770 0.1094 3
R54 Delay in clearance for regulatory or administrative reasons 0.2614 0.1032 4
R45 Nonalignment among the project stakeholders 0.2500 0.0987 5
R9 Changing governance and regulatory laws 0.2244 0.0886 6
R40 Lack of owner capability to control the project 0.2017 0.0796 7
R55 Delay in transporting foreign equipment 0.1932 0.0763 8
R17 Differences in time and holidays in process of foreign procurement 0.1648 0.0651 9
R53 Delay in a detailed plan submission 0.1420 0.0561 10
R15 Climate conditions 0.0980 0.0387 11
R56 Not approving FAT 0.0767 0.0303 12

Risk Priority in Cost Constraint

R43 Exchange rate change 0.4347 0.1673 1
R47 Impossibility of currency transfer under sanctions 0.4176 0.1607 2
R3 Failure to complete the project according to the expected budget 0.3537 0.1361 3
R30 Concern about the contractor’s financial inability 0.2386 0.0919 4
R42 Failure to consider financing costs 0.2045 0.0787 5
R8 Lack of multiple suppliers in equipment supply 0.1918 0.0738 6

R35 Impossibility of outsourcing installation, commissioning, and
maintenance for security reasons 0.1875 0.0722 7

R25 Lack of sufficient expertise in new technologies 0.1776 0.0683 8
R14 Lack of infrastructure for project implementation 0.1648 0.0634 9
R33 No equipment warranty by supplier 0.1406 0.0541 10
R16 Geographical considerations (e.g., inability to access the site) 0.0866 0.0334 11

Risk Priority in Quality Constraint

R32 Failure to deliver project with expected quality 0.2429 0.0986 1
R7 Monopoly of technology and lack of other suppliers 0.2145 0.0871 2
R12 Lack of technical skills 0.2017 0.0819 3
R38 High competitive pressure in bidding 0.1918 0.0779 4
R46 Owner’s inflexibility in force majeure 0.1847 0.0750 5
R41 Lack of owner consultant capability to control technical details 0.1790 0.0727 6

R28 Concern about lack of contractor’s organizational capability to
design or execute 0.1790 0.0727 7

R27 Lack of cyber security standards and necessary tests 0.1747 0.0709 8
R23 Insufficient hardware and software testing 0.1705 0.0692 9
R52 Unwillingness of contractor to maintain the project 0.1577 0.0640 10
R22 Operational uncertainty about software and hardware 0.1577 0.0640 11
R37 Incorrect definition of scope of responsibilities and authorities 0.1491 0.0606 12

R21 Lack of training of owner’s or contractor’s personnel for
maintenance 0.1491 0.0606 13

R48 Telework of owner’s project management office during the
COVID-19 pandemic 0.1108 0.0450 14

Risk Priority in Reputation Constraint

R10 Non-supply of spare parts by leading supplier 0.2926 0.1483 1
R11 Lack of technical support of leading supplier 0.2884 0.1461 2
R18 Impossibility of claim with foreign partners and legal action 0.2699 0.1368 3
R6 Lack of procurement from leading supplier 0.2614 0.1325 4
R29 Concern about contractor’s technical capability 0.2188 0.1109 5

R13 Weakness in knowledge management (acquisition of technical
knowledge, maintenance, and documentation) 0.2102 0.1066 6

R57 Contradiction in technical specifications of equipment with
the design 0.1619 0.0821 7
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Table 4. Cont.

Risk ID Risk Defuzzified
Risk Score Weight Priority

R26 Lack of necessary safety standards 0.1420 0.0720 8
R34 Non-compliance with NDA by contractor 0.1278 0.0648 9

Risk Priority in Value Constraint

R19 CRA requirements 0.2798 0.1853 1
R39 Inability of the designer to meet all needs of owner 0.2429 0.1609 2
R24 Incompatibility with existing infrastructure equipment 0.2401 0.1590 3
R36 Setting unrealistic and ambiguous goals in owner’s organization 0.2301 0.1524 4

R20 Lack of senior management support for uncontrolled changes and
change orders 0.2017 0.1336 5

R5 Technology change at infrastructure, platform, or architectural level 0.1875 0.1242 6
R2 Lack of necessary hardware interfaces 0.1278 0.0847 7

Risk Priority in Scope Constraint

R1 Failure to meet all owner expectations within project 0.2301 0.3221 1

R50 Request to change scope of project due to technical limitations of
contractor 0.1790 0.2505 2

R49 Request to change scope of project due to financial limitations of
contractor 0.1577 0.2207 3

R51 Change of technology to coordinate with upstream institutions 0.1477 0.2068 4

After ensuring that we have enough information about all the risks identified in the
previous step, the probability and impact of each risk must be determined. Probability
is the likelihood of a risk occurring. The consequence is the risk’s effect on the project if
it appears. If we consider the probability of a risk arising in the range of real numbers
between 1 and 10 and the risk has a probability rating of 9 or 10, it is not a risk but a fact.
Likewise, the risks that take the value of 1 are no longer risks and will not happen [64].
Generally, the risk increases with the rising probability of the impact. In risk management,
both the probability and the effect should be considered [63]. One of the most common
methods of combining probability and risk impact is to use a risk assessment matrix or a
probability and impact (P-I) matrix. Finally, a dimensionless-number risk score is used to
prioritize the identified risks. The amount of risk is a number between 0 and 1, which is
obtained by multiplying the probability value by the impact [65].

• Phase 3: Assessing the cause–effect relations of selection factors and ICT project risks.

In this phase, the effect of project risks on the decision criteria is investigated to weigh
the decision criteria in the decision-making matrix. For a more intelligent decision and a
comprehensive review of the criteria and risks affecting the project, the weights of these
criteria are assigned by applying an FCM to determine the decision-making matrix in the
next phase.

According to the literature, some extensions of the FCM have been designed to enhance
the performance of the traditional FCM proposed by Kosko. Fuzzy Grey Cognitive Map
(FGCM), Intuitionistic FCM (iFCM), Belief-Degree-Distributed FCM (BDD-FCM), Rough
Cognitive Map (RCM), Dynamical Cognitive Networks (DCN), Evolutionary FCM (E-FCM),
Fuzzy Time Cognitive Map (FTCM), Dynamic Random FCM (DRFCM), Rule-Based FCM
(RB-FCM), Fuzzy Rules Incorporated in FCM (FRI-FCM), and Generalized FCM (GFCM)
are some extended formats of the traditional FCM [66].

Triangular and trapezoidal fuzzy numbers are traditionally used to describe the
weights of the causal relationships among factors. Recently, an enhanced fuzzy decision
map was proposed in 2022; it uses heptagonal fuzzy numbers to define causality among
the factors [67]. An FCM can show the causal relationships among the contributing factors
via a network structure and use symbolic representation to describe the state of complex
systems. In a decision-making system, an FCM, as an analytical tool, shows the causality
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among contributing factors by employing a graph structure; in this graph, nodes represent
the concepts and connections that demonstrate causality among them [68].

Kosko first introduced the concept of centrality for the description and understanding
of the role of a node in an FCM. Kosko employed the measure of degree centrality to show
a node’s significance (that is, a node with a higher degree value is more significant for the
causal flow of information in the FCM). Özesmi [69] and Keshavarz [70] later used degree
centrality to describe the most critical nodes of their social FCMs for the comprehension
and analysis of the structure of the FCMs. Of equal significance is that key nodes are more
critical in an FCM because they have more influence on other nodes or are more influenced
by them [71].

The degree-centrality measure is more straightforward than any other in analyzing a
social network. The in-degree- and out-degree-centrality measures are utilized in a directed
graph to detect a node’s degree centrality. In signed weighted digraphs, such as FCMs,
a node’s in-degree centrality is equal to the sum of the absolute weights of its incoming
connections from its neighbors:

id(ci) =
N

∑
j=1

∣∣Wji
∣∣ (3)

where N shows the number of nodes connected to node ci in an FCM, Wji is the input
connection weight from node cj to node ci, and id(ci) means the in-degree centrality of
node ci, with each node being either a criterium or a risk factor. In contrast, the out-degree
centrality of a node in an FCM is equal to the sum of its absolute outgoing connection
weights to its neighbors:

od(ci) =
N

∑
j=1

∣∣Wij
∣∣ (4)

where the out-degree centrality of node ci represented by od(ci). The overall degree
centrality of a node in an FCM is calculated based on the sum of its in-degree and out-
degree values:

CenD(ci) = id(ci) + od(ci) (5)

where CenD(ci) is the degree centrality of node ci.

• Phase 4: Prioritization of PDS alternatives.

In the final phase, before ranking the delivery methods, the weight of proper factors
(criteria) is calculated using Equation (6):

W f =
CenD(ci)

∑n
i=1 CenD(ci)

; i = 1, 2, . . . , m (6)

Then, we use the TOPSIS method for ranking the PDSs, one of the multiple-criterium
methods for decision making. TOPSIS assumes that the selected alternatives should
have the most significant Euclidean distance from the negative ideal solution (NIS) and
the shortest Euclidean distance from the positive ideal solution (PIS) from a geometric
point of view. This method considers the sum of the best values that can be obtained for
each attribute as the positive ideal solution, and the sum of the worst values calculated
for each attribute is called the negative ideal solution. TOPSIS considers the distance
of both PIS and NIS with relative closeness to the positive optimal solution [72]. This
method is commonly employed to complete the decision-making process because of its
simplicity, understandability, efficient computation, and the ability to measure the relative
performance of decision alternatives.

Various approaches have implemented fuzzy TOPSIS, such as simple fuzzy sets,
hesitant fuzzy sets (HFSs), and intuitionistic fuzzy sets (IFSs). Other methods, such as the
fuzzy Analytic Hierarchic Process (AHP), have usually been combined with FTOPSIS to
determine its criteria weights [73].

The steps in calculating the TOPSIS method are as follows [74]:
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1. Forming the fuzzy decision matrix according to appropriate linguistic variables for
the alternatives [75];

2. Calculating the weighted normalized decision matrix:

vij = rij × wj (7)

where wj is the weight of the criteria for all j;
3. Determining the ideal solution matrix of positive ideal solution A+ and negative ideal

solution A− via Equations (8) and (9):

A+ =
{(

max vij
∣∣j ∈ J

)
,
(
min vij

∣∣j =∈ J′
)
, i = 1, 2, 3, . . . , m

}
=
{

V+
1 , V+

2 , V+
3 , . . . , V+

n
}

(8)

A− =
{(

min vij
∣∣j ∈ J

)
,
(
max vij

∣∣j =∈ J′
)
, i = 1, 2, 3, . . . , m

}
=
{

V−1 , V−2 , V−3 , . . . , V−n
}

(9)

4. Calculating the Euclidean distances of each alternative from the positive and negative
ideal solutions:

S+
i =

√√√√ n

∑
j=1

(
vij − v+j

)2
(10)

S−i =

√√√√ n

∑
j=1

(
vij − v−j

)2
(11)

where S+ and S− are alternative distances from the positive and negative ideal
solutions, respectively, and i = 1, 2, 3, . . . , m;

5. Calculating the relative proximity of each alternative to the ideal solution with the
C function:

Ci =
s−i

s−i + s+i
(12)

6. Alternative rank: Ranking the alternatives according to the relative closeness to the
ideal solution.

Alternative C+ is ranked from the most considerable value to the smallest value. The
highest value of C+ is the best alternative [75].

4. Findings and Results

ICT is one of the primary elements influencing efficiency and productivity. According
to the supplier’s perspective, international experience in economic growth shows that
the deployment of ICT plays an essential role in creating added value, particularly in
economic sub-sectors, which are more focused on ICT. As an arising economy, Iran has also
endeavored to make a profit from the applications of ICT in recent years. Official statistics
from the Iran National Statistics Center (INSC) indicate that the percentage of ICT-sector
value-added shares in Iran’s economy is gradually increasing [17,70]. In this study, the
most appropriate PDS following the specific conditions of companies that are active in ICT
infrastructure development are proposed to stakeholders.

Step 1: Identifying and screening the critical selection factors.
The most common PDSs were identified through the literature review (Table 2). In

addition, 35 criteria were identified for selecting a PDS in various industries; the criteria
and defined codes for this research study are reported in Table 3. However, to screen the
delivery criteria of ICT projects, the most important selection criteria were identified using
the fuzzy Delphi method and experts’ opinions. To this end, the experts (consisting of 11
experts and project managers of the ICT industry with more than five years of experience
and presence in at least two successful projects) were asked to rate the indicators from
“Fully insignificant” (0, 0, 0.25) to “Fully significant” (0.75, 1, 1).

According to the Pareto principle, a threshold of 0.64 was set to obtain the most essen-
tial criteria that impacted decision making. Thus, the six criteria having the highest weight
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value were included: “Quality”, “Project schedule”, “Risk avoidance”, “Technological
capabilities”, “Project scope transparency”, and “Value engineering”; these were almost
equivalent to 20% of the total number of criteria. Therefore, in this paper, S was considered
to be 0.64.

The summary of the obtained results is presented in Table 3.
Step 2: Identifying and screening the ICT project risks.
To capture the influential factors and causal relationships of the PDS selection factors

and project risks in a holistic view in the next step, the most important risks (having
the highest priority) in each competing constraint were determined. For this purpose, a
linguistic questionnaire was distributed among the ICT experts. The results are reported in
Table 4.

According to the experts’ opinions, the most important risks in the constraints of time,
cost, quality, reputation, value, and scope were: “Lack of timely delivery of equipment”,
“Exchange rate change”, “Failure to deliver the project in the expected quality”, “Non-
supply of spare parts by the main supplier”, “CRA requirements”, and “Failure to meet all
owner expectations within the project”, respectively.

Step 3: Assessing the cause–effect relations.
In this step, to clarify the concept of causal relationships and prevent any misinter-

pretation and interpretation, instead of distributing a questionnaire, the intensity of the
causal relationship between the components and the linguistic spectrum was collected
through face-to-face interviews with the experts (defuzzified average value of collective
experts’ opinions).

As mentioned, an FCM was used to evaluate the significance of the factors according
to their position in the causal-relationship network. The resulting graph, visualized with
NetDraw software, is revealed in Figure 2, where each circle relates to a PDS selection
factor. The arrow connecting factor i to factor j shows that factor i is effective in creating
factor j. On the other hand, factor i can be considered one of the reasons for creating factor
j. The type and level of causal impacts were recognized by the members of the focus group
consisting of 11 experts and project managers (8 males and 3 females; aged between 30 and
55 years) of the ICT industry with more than five years of experience and presence in at
least two successful projects according to their academic backgrounds (BA, BSc, MBA, MSc,
and PhD in engineering or management) and practical experience (at least five years) in
deploying various projects. The number above each arrow shows the influence amount of
node i in creating node j. The adjacency matrix of connection weights is reported in Table 5.

Figure 2. Causal-relationship network from the FCM.
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Table 5. Adjacency matrix.

F7 F1 F3 F27 F4 F29 R43 R31 R10 R19 R32 R1

F7 0 0.3125 0.75 0.0625 0.5625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625 0.0625

F1 0.75 0 0.0625 0.0625 0.0625 0.5625 0.0625 0.5625 0.5625 0.0625 0.5625 0.5625

F3 0.75 0.3125 0 0.75 0.75 0.5625 0.0625 0.5625 0.5625 0.0625 0.75 0.75

F27 0.0625 0.0625 0.5625 0 0.0625 0.0625 0.0625 0.0625 0.0625 0.3125 0.5625 0.75

F4 0.75 0.3125 0.5625 0.75 0 0.5625 0.0625 0.0625 0.0625 0.5625 0.75 0.75

F29 0.0625 0.3125 0.75 0.5625 0.5625 0 0.5625 0.3125 0.3125 0.3125 0.3125 0.3125

R43 0.75 0.5625 0.75 0.3125 0.0625 0.5625 0 0.75 0.5625 0.0625 0.75 0.0625

R31 0.0625 0.75 0.5625 0.0625 0.0625 0.5625 0.0625 0 0.0625 0.0625 0.5625 0.0625

R10 0.5625 0.75 0.75 0.0625 0.0625 0.5625 0.0625 0.0625 0 0.0625 0.5625 0.0625

R19 0.75 0.75 0.5625 0.75 0.5625 0.5625 0.0625 0.75 0.0625 0 0.3125 0.5625

R32 0.0625 0.5625 0.75 0.0625 0.75 0.5625 0.0625 0.0625 0.0625 0.0625 0 0.5625

R1 0.75 0.3125 0.75 0.0625 0.75 0.5625 0.0625 0.0625 0.0625 0.0625 0.75 0

According to the causal-relationship network of CEM challenges in social commerce, the
centrality measures (in-degree and out-degree) were calculated based on Equations (3) and (5)
and using UCINET software. The results are presented in Table 6.

Table 6. Centrality measures of the FCM.

Code Factor Out-
Degree In-Degree Degree

Centrality Weighted Rank in
Cluster

C
ri

te
ri

um

F7 Quality 2.125 5.313 7.438 0.1374 5

F1 Project schedule 3.875 5 8.875 0.164 4

F3 Risk avoidance 5.875 6.813 12.688 0.2344 1

F27 Technological capabilities 2.625 3.5 6.125 0.1132 6

F4 Project scope transparency 5.188 4.25 9.438 0.1744 3

F29 Value engineering 4.375 5.188 9.563 0.1767 2

R
is

k

R43 Exchange rate change 5.188 1.188 6.376 0.1445 4

R31 Lack of timely delivery of
equipment 2.875 3.313 6.188 0.1402 5

R10 Non-supply of spare parts by
leading supplier 3.563 2.438 6.001 0.136 6

R19 CRA requirements 5.688 1.688 7.376 0.1671 3

R32 Failure to deliver project with
expected quality 3.563 5.938 9.501 0.2153 1

R1 Failure to meet all owner
expectations within project 4.188 4.5 8.688 0.1969 2

In this article, we intended to detect and weigh the most effective selection factors.
Therefore, the fuzzy-weighted normalized scores were calculated for factor clusters, equal
to the weight value of degree centrality. The degree-centrality measure is the summation of
its in-degree and out-degree values. Finally, the weights of the criteria were calculated for
use in the next step (Table 7). As depicted in Table 8, “Risk avoidance” gained more weight
after considering the risks. “Value engineering” and “Project scope transparency” were in
successive positions.
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Table 7. Decision matrix.

Quality + Project
Schedule +

Risk
Avoidance +

Technological
Capabilities +

Project Scope
Transparency +

Value
Engineering +

DBB 0.5536 0.3393 0.3125 0.5179 0.4107 0.4107

DB 0.5446 0.3125 0.3482 0.4911 0.3036 0.5089

CMR 0.3839 0.4554 0.3482 0.3125 0.4732 0.375

IPD 0.5089 0.5714 0.4821 0.5446 0.2768 0.5446

Weights of criteria 0.1374 0.164 0.2344 0.1132 0.1744 0.1767

Table 8. Weights of PDSs’ selection criteria—with and without risk contribution.

Criteria
Weights

Without Risk Contribution FCM Output

Quality 0.1777 0.1374

Project schedule 0.1693 0.164

Risk avoidance 0.1693 0.2344

Technological capabilities 0.165 0.1132

Project scope transparency 0.1594 0.1744

Value engineering 0.1594 0.1767

Step 4: Prioritizing the PDS alternatives.
As mentioned in Step 4, we used the TOPSIS technique to rank the PDSs. It selected

the best option by considering the best and worst hypothetical answers and calculating
the closeness relative to these two points. This meant that there was a trade-off among
the criteria; in other words, the strength or weakness of one option in a decision criterium
covered the strength or weakness of that option in other criteria, respectively. For this
purpose, the decision matrix and the weight vectors of the factors were needed.

Decision matrix: To create the decision matrix, eight experts of the organization under
study scored each of the criteria, such as quality, project delivery speed, etc., related to
different alternative options, such as DBB, DB, etc., using fuzzy linguistic terms. After
collecting the questionnaires, Excel software calculated the average value of a factor upon
experts’ opinions and its fuzzy value.

As shown in Table 7, the nature of all indexes was positive. It is worth noting that the
“Risk avoidance” index was different from the “risk” index, which had a negative nature. In
the present research study, “Risk avoidance” meant the risk distribution of each PDS. Thus,
the higher the risk distribution in each PDS, the more favorable it was from the owners’
point of view.

Weighted vectors of criteria: The weight vectors of the criteria (based on the FCM
output) are indicated in Table 8. All steps of the TOPSIS method, including normaliz-
ing and determining the positive and negative ideal solutions, were performed using
Equations (8) and (9). In addition, the calculation of the relative closeness to the ideal
solution was performed using Equation (12). The ranking of the preference order of PDSs
is illustrated in Table 9. As shown, the IPD was selected as the best PDS for our case study
of the ICT industry project due to its shorter distance from the ideal positive solution.
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Table 9. Comparison of the rankings of PDSs—with and without risk contribution.

Ci

Ranking
Ci

Ranking

(Without Risk
Contribution)

(After Evaluating the Causal
Effect of Factors and Risks)

DBB 0.4829 2 0.4026 3

DB 0.45 3 0.3914 4

CMR 0.3873 4 0.4178 2

IPD 0.6954 1 0.6759 1

5. Discussion and Implications

The most important reason for using the fuzzy Delphi method to screen the decision
criteria is that it provides a resilient framework to handle the lack of precision and clarity.
Furthermore, the FDM is tailored to the fuzzy environment to address imprecise descrip-
tions and human subjectivity. Therefore, it is the best method for assessing and unifying
the most effective criteria on a high-flexibility scale. Moreover, all vital information is con-
sidered without data loss because the membership degree effectively considers all experts’
preferences. The FCM method is also used to investigate the causal relationships between
project risk factors and decision criteria. Its advantages include adaptability to a particular
application domain, interpretability in the decision process, and superb transparency. The
problems associated with manual development in this method, as one of its drawbacks,
have recently encouraged researchers to work on semi-automated or automated tools for
learning FCM models from historical data.

Furthermore, the ranking of PDSs with FTOPSIS benefits from being idealistic. It
simultaneously considers fuzzy PIS and fuzzy NIS. FTOPSIS is simple to understand and
provides the possibility of adding more criteria during the process. This approach has some
disadvantages, such as rank reversal, which may question the model’s validity. Adding
an alternative to the hierarchy or removing it may change the ranking. In addition, there
are no consistency and reliability checks, while these aspects are more relevant in decision
making and may lead to misleading results.

Moreover, the linguistic terms in fuzzy TOPSIS must be translated and quantified
within a previously established value scale. Therefore, the uncertain information provided
by linguistic terms is considered a challenge of this method. The most obvious weakness
of all mentioned methodologies is that they do not consider the hesitation and intuition
of experts.

Here, to analyze the effect of the contribution of the risks on the PDS ranking, the
weights of the criteria without risk contribution were replaced with the weights gained
using the FCM method in the decision matrix. Therefore, the ranking of PDSs without
considering risks is presented in Table 8.

According to the fourth phase, all steps of TOPSIS were implemented by constructing
the decision matrix and determining the positive and negative ideal solutions before
applying the effects of the risks. Table 9 indicates that IPD again had priority as the most
appropriate PDS.

The results showed that regardless of the weights of the criteria, IPD was still preferred
by the ICT industry experts. Nevertheless, weighting due to combining selection factors and
project risks intensely impacted prioritizing the choice of PDS ranking. If the stakeholders
decided not to use IPD for any reason, CMR would be the most appropriate PDS due to its
higher risk distribution compared with other methods. As illustrated in Table 8, the weight
of the “Risk Avoidance” factor was much higher than others due to its higher effectiveness,
measured using degree centrality.

The main difference between IPD and traditional methods is the loss of the bidding
stage, because the contractor is selected from the beginning. The performance of the
four main PDSs (DB, DB, CMR, and IPD) was evaluated via the statistical analysis of 109
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construction projects by Ibrahim [5], and the results showed that IPD outperformed the
other delivery methods. Among the six criteria evaluated, the three factors of cost, schedule,
and quality were similar to the criteria selected in this article. Similarly, some scholars did
not gain a significant difference in cost performance after comparing IPD projects with
traditional delivery systems in the United States; however, IPD projects excelled in quality,
communication, delivery time, and the number of changes. The similarity between the
statistical results and the proposed quantitative decision-making framework indicates the
outperformance of this method.

Nevertheless, these results are not inclusive because they were not obtained from
evaluating identical industries. Additionally, these results are inconclusive because they
were not obtained by evaluating equivalent sectors. Moreover, the method proposed
in this article is mainly based on experts’ opinions, so it may provide different results
when considering other projects or experts. Accordingly, a sensitivity analysis could be
implemented for a further comparison between the proposed and the traditional approaches
based on their robustness in future studies. Furthermore, a sensitivity analysis could give
clear ideas regarding the influence of industry dynamics and decision criteria on the ranking
process. Therefore, a sensitivity analysis of the ranking obtained using different models
could verify the robustness of the proposed framework.

Furthermore, the sensitivity analysis results could identify the potential PDS for a
reliable solution. Feghaly [9] conducted a literature review to identify key PDS selection
factors across the different industries; interestingly, our most important selection factors
were among their top ten results, which included quality, project schedule, risk avoidance,
technological capabilities, project scope transparency, and value engineering. Some articles
(e.g., [35]) identified and analyzed the risks of a particular PDS. Still, we identified the
project risks, which was the main difference between the current research approach and
the above studies. Thus, the authors believe that the proposed framework is tailor-made
for any project. The comparison of Tables 3 and 7 illustrates that the selection factors
do not affiliate with the project industry; these factors change according to the goals of
organizations and stakeholders. For example, the quality factor in phase one (screening key
selection factors) comes first, whereas it is in the seventh position among the prioritized
selection factors in the construction industry.

The present research study introduces a hybrid decision-making framework for rank-
ing PDSs to help ICT project owners to choose the most appropriate PDS for their most
important project requirements. This decision-making method provides clear and defensi-
ble documentation of the decision process, which is essential for explaining how decisions
are made to project stakeholders, especially if an alternative delivery method is chosen. This
article examines the application of the proposed framework in the ICT industry; however,
it is designed to be expert-driven and applicable in any project and industry. The validation
in different sectors is one of the limitations of this research project; future research could
fulfill this task.

6. Conclusions and Future Recommendations

This study aimed to provide a new hybrid decision framework to assist project stake-
holders in evaluating and selecting the most appropriate PDS and documenting the decision
process. The proposed method considered four main PDSs: DB, DBB, CMR, and IPD. To
construct a decision matrix for selecting the best PDS, the selection factors were identified
by thoroughly searching the literature and interviewing experts. Then, they were screened
with the fuzzy Delphi technique. Next, the project risks were identified and prioritized
in six competitive constraints: cost, time, quality, reputation, value, and scope. The cri-
terium weights in the decision matrix were determined using the FCM technique and the
cause–effect relationships between the most critical factors and project risks were evaluated.
Finally, the PDSs were ranked using the FTOPSIS technique. This article addressed the
gap in the body of knowledge regarding not considering the risks in the decision-making
process or just using risk analysis in decision making by applying the impact of project
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risks on the selection criteria. In the last part, the proposed framework was implemented
in the Iranian ICT industry, and six criteria were selected from the 34 identified criteria
(threshold number: 0.64). Eventually, IPD was recognized as the most appropriate project
delivery method by determining the weights of the criteria and solving the decision matrix.

The proposed framework was designed and applied with a quantitative approach to
help ICT-industry decision makers. Although this method may apply to any other project
due to its expert-driven nature, one of the limitations was that it solely focused on the
ICT industry and was not validated or appropriately adapted in other industries. Future
research could apply the proposed framework to various industries (such as construction)
to adjust the findings. In addition, the performance of the proposed hybrid decision-
making method was not thoroughly verified. Thus, future research could evaluate the
proposed method by using other methods in each phase (e.g., using different techniques
such as DEMATEL, ISM-MICMAC, and DEMATEL-ANP to assess the causal relationships
and relevance of criteria; using the literature review to identify project risks instead of
publishing a field questionnaire; using other MADM techniques such as LINMAP, VIKOR,
and COPRAS instead of the TOPSIS technique). Project owners always look for a benchmark
in their field for reference when making decisions. Evaluating the maturity of PDSs in
Iran and comparing the outcome with the results of this study could be one of the future
research areas. Furthermore, since the proposed model does not appraise the level of the
organizational maturity, technical capabilities, managerial ability, and readiness of the
owner to choose the most appropriate delivery method, the decisions would be much
more accurate if a significant relationship were identified between organizational maturity
and PDSs.
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